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& (57) Abstract: There are provided methods and apparatus for multi-view video coding. A video encoder includes an encoder (100)
for encoding a block in a picture by choosing between temporal prediction and cross-view prediction to enable a prediction for the
block. The picture is one of a set of pictures corresponding to multi-view video content and having different view points with respect

a to a same or similar scene. The picture represents one of the different view points. A high-level syntax is used to indicate the use of

cross-view prediction for the block.
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METHODS AND APPARATUS FOR MULTI-VIEW VIDEO CODING

CROSS-REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. Provisional Application Serial No.
60/757,289, entitied “Multi-View Video Coding System",‘ filed © Januéry, 2006, which
is incorporated by reference herein. Moreover, this application is related to the non-
'prvovisional application, Attorney Docket‘No. PU060004, entitled “Methods and
Apparatus for Multi-View Video Coding_”, which is commonly assigned, incorporated

by reference in its entirety, and concurrently filed herewith.

FIELD OF THE INVENTION

The present invention relates generally to video encoders and decoders and,

~ ‘more particularly, to methods and apparatus for Multi-view Video Coding.

. BACKGROUND OF THE INVENTION

Muiti-view video coding (MVC) is the compression framework for the
encodlng of multi-view sequences. A Multi- -view Video Coding (MVC) sequence is a
set of two or more vndeo sequences that capture the same scene from a different
view pomt '

It has been widely recognized that Multi-view Video Coding is a key
technology that serves a wide variety of applications, including free-viewpoint and
3D video applicétions home entertainment and surveillance. In those multi-view

~ applications, the amount of video data involved is enormous. Thus, there exists the

need for efficient compression technologles to improve the coding effi cuency of
current video coding solutions performing simulcast of independent views.

In recent years, much effort has been put in the design of efficient methods
for compressing stereoscopic video. Conventional mdnoscopic compression
methods can be applied independently to the left.and right views of a stereo image
pair. However, higher compression ratios can be achieved if the high correlation
between views is exploited. ‘

Regarding a prior art approach in which both views of a stereoscopic image
pair are encoded, a .Multi-View Profile (MVP) was defined in the International
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'Organization for Standardization/lnternatibnal Electrotechnical Commission

(ISO/IEC) Moving Picture Experts Group-2 (MPEG-2) standard to transmit a pair of
video signals. MVP relies on a multi-layer signal representation approach such that

‘one view (often the left view) is assngned to a base Iayer and the other view is

assigned to an enhancement layer Monoscopic codlng with the same tools as Main
Profile (MP) is applled to the base Iayer The enhancement layer i is coded using

temporal scalability tools and a hybrld prediction of motion and dlspanty fields.

In prior art methods relatung to the International Organization for
Standardazatnon/lnternatlonal Electrotechnical Commission (ISO/IEC) Moving Plcture
Experts Group-4 (MPEG-4) Part 10 Advanced Video Coding (AVC)
standard/International Telecommunication Union, Telecommunication Sector (ITU-T)

'H.264 recommendation (hereinafter' the “MPEG-4 AVC standard”), stereoseopic
video coding can be performed in two different ways: (i) as a patrticular case of
, interlaced image coding, where all the fields of a particular parity are assigned to the

left view and all the fields of the opposite parity are considered the right view of the
stereo-view content; or alternatively (ii) by alternating frames from the left and fights
views to create a single monoscopic video sequence. A stereovision suppletnental
enhancement information (SEl) message provides an indication to the decoder of
whether or not the coded video sequence represents stereoscopic content and :
which method was used to encode the corresponding content.

These previously known methods require minimum m.odiﬁoat.ions of existing
monoscopic coding techniques. However, they show a limited ability for reducing
the redundancy existing between the two views in a stereoscopic pair. As a result,
the encoding of stereo-view results in a large overhead'when compared to the
encoding of a single monoscoplc view. Furthermore, there is no prevuous support
for encoding of more than two camera views., ‘

- SUMMARY OF THE INVENTION

These and other drawbacks and disadvantages of the prior art are addressed
by the present invention, which is directed to methods and apparatus for Multn-vuew
Video Coding.

According to an aspect of the present invention, there is provided a video
encoder. The video encoder includes an encoder for encoding a block.in a picture

2
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using at least one of two cross-view reference picture lists. The picture is one of a

set of pi(:tures‘ .c;orrespc')nding to multi-view video content and having different view

points with respect to a same or similar scene. The picture represents a current one -

. of the different view points. The two cross-view referehce picture lists correspond to -

reference pictures having ones of the different views points other than the current
one. | " |
According toénother aspect of the present invention, there is provided a
video encoder. The video encoder includes at least one buffer for storing decoded
pictures ccrresponding to multi-view content for different view points of a same or
similar scene. . '
Accprding .to yét another aspect of fhe present invention,.there is provided a
video encoding method. The method includes encoding a block in a picture using at

least one of two cross-view reference picture lists. The picture is one of a set of

pictures corresponding to multi-view video content and having different.view points
with respect to a same or similar scene. The picture represents a current one of the

‘ .diffe‘rent view points. The two cross-view reference picture lists correspond to

reference pictures ha'ving‘ ones of the different views points other than the current
one. :
. According to still another aspect of the present invention, there is provided a

- video encoding method. The method includes storing, in at least one buffer,

decoded pictures corresponding to multi-view content for different view points of a
same or similar scene.

~ According to a further aspect of the present' invention, there is prov'ided a

video decoder. The video decoder includes a decoder for decoding a block in a

picture using at least one of two cross-view reference picture lists. The picture is
one of a set of pictures corresponding to multi-view video content and having

.. different view points with respect to a same or similar scene. The picture represents

a current one of the different view points. The two cross-view reference picture lists
correspond to reference pictures having ones of the different views points other than
the current one. '

According to a still further aspect of the present\inventio’n, there is provided a
video decoder. The video decoder includes at least one buffer for storing decoded
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pictures corresponding to multi-view content for different view points of a same or
similar scene. -

According to an additional aspect of the present invention, there is brovided a

“video decoding method. The method includes decoding a block in a picture using at
least one of two cross-view reference picture lists. The picture is one of a set of

pictures corresponding to multi-view video content and having different view points

with respect to a same or similar scene. The picture represents a current one of the

" different view points. The two cross-view reference picture lists correspohd to

reference pictures having ones of the different views points other than the current
one. | | | |

‘ ~Apcording to a still additional aspect of the present invention, there is
provided a video decoding method. The method includes storing, in at least one
buffer, decoded pictures corresponding to multi-view content for different view points
of a same or similar scene. ‘ ,‘

These and other aspects, features and advantages of the present inveniion'will

become apparent from the following detailed description of exemplary embodiments,

“wh‘ich is to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS ‘
The present invention may be better understood in accordance with the

following exemplary figures, in which:. .

FIG.1isa bléck diagram for an exemplary Multi-view Video Coding (MVC)
encoder to which the present princ‘;iples may be applied, in accordance with an
embodiment of the present principles; | -

FIG. 2 is a block diagram for an exemplary Multi-view Video Coding (MVC)

 decoder to which the present principles may be applied, in accordance with an

embodiment of the present principles;
FIG. 3 is a flow diagram for an exemplary method for reference list .

construction for multi-view video content in accordance with an embodiment of the |

present principles;
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FIG. 4 is a flow diagram for an exerﬁplary method for performing a
temporal/cross view mode decision in accordance with an ‘erhbodimen{ of the |
present principles; ' _

FIG. 5 is a flow diagram for an exemplary method for processmg motuon and
disparity vectors for the same slice corresponding to multi-view video content in
accordance with an embodiment of the present principles; and |

FIG. 6 is a flow diagram for another method for processing motion and
disparity vectors for multi-view video content in accordance with an embodiment of
the present principles. |

DETAILED DESCRIPTION

The present invention is directed to methods and apparatus for Multl -view

~ Video Coding.

The present descrlptlon |llustrates the principles of the present mventlon It
will thus be appreciated that those skilled in the art will be able to devise various
arrangements that, although not explicitly described or shown herein, embody the

pnncnples of the mventnon and are included within its spirit and scope.

All examples and conditional language recited herein are intended for
pedagogical purposes to aid the reader in understanding the principles of the
invention and the concepts Contrubuted by the inventor to furtherlng the art, and are
to be construed as bemg wnthout limitation to such specuﬁcally recited-examples and
conditions.

Moreover, all statements herein recutmg principles, aspects, and
embodiments of the invention, as well as specific examples thereof, are mtended to
encompass both structural and functional equivalents thereof. Addqtuonally. itis

" intended that such equivalents include both currently known equivalents as well as
- equivalents developed in the future, i.e., any elements developed that perform the

same function, regardless of structure.

Thus, for example, it will be appreciated by those skilled in the art that'the |
block diagrams presented herein represent conceptual views of illustrative circuitry
embodying the principles of the invention. Similarly, it will be appreciated that any
flow charts, flow diagrams, state transition diagrams, pseudocode, and the like
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represent various processes which may be substantially represented in computer
readable media and so executed by a computer or processor, whether or not such
computer or processor is explicitly shown.

The functions of the various elements shown in the figures may be provided
through the use of dedicated hardware as well as hardware capable of executing
software in association with appropriate software. When provided by a processor,
the functions may be provided by a single dedicated processor, by a single shared
processor, or by a plurality of individual processors, some of which may be shared.
Moreover,' explicit use of the term “processor” or “controller” should not be construed
to refer exclusively to hardware capable of executing software, and may implicitly
include, without Iimitaiion, digital signal processor (“DSP”) hardware, read-only
memory (“ROM") for storing software, random access memory (“RAM"), and
non-volatile storage. .

Other hardware, conventional and/or custom, may also be included.
Similarly, any switches shown in the figures are conceptual only. Their function may
be carried out through the operation of program logic, through dedicated .Iogic,
through the interaction of program control and dedicated logic, or even manually, the
particular technique being selectable by the implementer as more specifically
understood from the context. | _

In the claims hereof, any element expressed as a means for pérforming a
specified function is intended to encompass ahy way of performing that function
including, for example, a) a combination of circuit elements that performs that
function or b) software in any form, including, therefore, firmware, microcode or the
like, combined with appropriate circuitry for executing that software to perform the
function. The invention as defined by such claims resides in the fact that the
functionalities provided by the various recited means are combined and brought
together in the manner which the claims call for. Itis thus regarded that any means
that can provide those functionalities are equivalent to those shown herein.

Reference in the specification to “one embodiment” or “an embodiment” of the
present principles means that a particular feature, structure, characteristic, and so
forth described in connection with the embodiment is included in at least one
embodiment of the present principles. Thus, the appearances of the phrase “in one
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'e‘mbodiment" or “in an embodiment” appearlng in various places throughout the
specification are not necessarily all referring to the same embodlment
Turmng to.FIG. 1, an exemplary Multi-view Video Coding (MVCY) encoder is

indicated generally by the reference numerall100. The encoder 100 includes a

combiner 105 having an output connected in signal..communication with an input of a
transformer 110. An output of the transformer 110 is connected in Signal

communication with an input of quantizer 115. An output of the quantizer 115 is

connected in signal communication with an input of an entropy coder 120 and an

‘ihput of an inverse quantizer 125. An o'_utput‘ of the inverse quantizer 125 is
- connected in signal communication with an input of an inverse transformer 130. An

output of the inVe_rse transformer 130 is connected in signal communication with a

first non-inverting input of a combinér 135. An output of the combiner 135 is
connected in signal communication with an input of an intra predictor 145 and an

input of a deblocking filter 150. AnAoutp‘ut of the deblocking filter 150 is connected in
signal communication with an input bf'a reference picture store 155 (for view i). An
output of the reference picture store 155 is connected in signal communication with
a first input of a motion compensator 175 and a first input of a motion estimator 180.
An output of the motion estimator 180 is connected in signal communication with a

“second input of the motion compensator 175

An output of a reference picture store 160 (for other views) 'is connected in
signal communication with a first input of a dlsparutylullumlnatlon estimator 170 and a
first input of a dlsparltyllllumlnatlon compensator 165. An output of the
disparity/illumination estimator 170 is connected in signal communication with a
second input of the dispérity/illumination compensator 165.

An output of the entropy decoder 120 is available as an output of the eﬁcoder
100. A non-inverting input of the combiner 105 is available as an input of the

" encoder _100, and is connected in signal communication with-a second input of 'th'e
- disparity/illumination estimator 170, and a second input of the motion estimator 180.

An output of a switch 185 is connected in signal communication with a second non-
inverting input of the combiner 135 and with an inverting input of the combmer 105
The switch 185 includes a first input connected in signal communication with an
output of the motion compensator 175, a second input connected i‘n signal
communication with an'output_of the disparity/illumination compensator.165, and a

7
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third input connected in signal communication with an output of the intra predictor

145,

A mode decision module 140 has an output connected to the switch 185 for
controlling which input is selected by the switch 185.

Turning to FIG. 2, an exemplary Multi-view Video Coding (MVC) decoder is
indicated generally by the reference numeral 200.  The decoder 200 includes an
entropy decoder 205 having an output connected in signal communication with an
input of an inverse quantizer 210. An output of the inverse quantizer is connected in
signal communication with an input of an inverse transformer 215. An output of the
inverse transformer 215 is connected in signal communication with a first non-
inverting input of .a combiner 220. An output of the combiner 220 is connected in
signal communication with an input of a deblocking filter 225 and an input of an intra
prédictor 230. -An output of the deblocking filter 225 is connected in signal
communication with an input of a reference picture store 240 (for view i). An output

of the reference picture store 240 is connected in signal communication with a first

' inpuf of a motion compensatoi‘ 235.

An output of a reference picture store 245 (for other views) is connected in
signal communication with a first input of a disparity/illumination compensator 250.
| . An input of the entropy coder 205 is available as an input to the decoder 200,
for receiving a residue bitstream. Moreover, an input of a mode module 260 is also
available as an input to the decoder 200, for réceiving control syntax to control which
input is selected} by the switch 255. Further, a second input of the motion
compensator 235 is available as an input of the decoder 200, for receiving motion
vectors. Also, a second input of the disparity/illumination compensator 250 is
available as an input to'the decoder 200, for receiving disparity vectors and
illumination compensation synfax. . |

An output of a switch 255 is connected in sighal communication with a second
non-inverting input of the combiner 220. A first input of the switch 255 is connected
in signal communication with an output of the‘disbarity/illumination compensator
250. A second input of the switch 255 is connected in sighal communication with an
output of the motion compensator 235. A third input of the switch 255 is connected
in signal communication with an output of the intra predictor 230. An output of the
mode module 260 is connected in signal communication with the switch 255 for-

8
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controlling which input is selected by the switch 255, An output of the deblocking
filter 225 is available as an output of the decoder. | | :

Multi-view video coding (MVC) is the compression framework for the
encoding of multi-view sequences. A Multi-view Video Coding (MVC') sequence is a
set of two or more video sequences that capture thé same scene from a different
view point. | ' o

Since a multi-view video source includes multiple views of the same scene,
there exists a high degree of correlation between the multiple view images.
Therefore. view redundancy-can be ‘explloited in addition to temporal redundancy

 and is achieved by performing view predictiron across the different views.

Accordingly, em'bodiments of the present principles déscribed herein may involve .
both temporal and cross-view prediction.

- For illustrative purposes, embodiments of the present principles are described

" herein With respect to the MPEG-4 AVC standard. However, it is be appreciated that

the present invention is not limited to the MPEG-4 AVC standard and, given the
teachings of the present principles provided herein, one of ordinary skill in this and
related arts will contemplate this and other video coding standards capable of Multi-
view Video Coding to which the present principles may be applied, while maintaining

“the scope of the present brinciples. Embodiments of the present principles

described herein relating to the MPEG-4 AVC standard may involve, e.g., deblocking
filter changes and/or éntropy coding of syntaxes. |

In an embodiment, at the slice level, cross-view prediction lists are introduced -
to enable disparity prédiction, and a cross-view coding type syntax is added to
indicate the coding type of disparity prediction. At the macroblock (MB) level, a flag
syntax is introduced to indicate whether motion compensation or disparity
compensation is used for each signal block. Moreover, other changes that may

© utilized in embodiments directed to the MPEG-4 AVC standard include, eg.a

deblocking‘ﬂl_ter. Context Adaptive Binary Arithmetic Coding (CABAC) contexts fdr
the new syntaxes, and additional syntaxes in the pa‘rameter set level and slice
header level. ' ‘

A description will now be given regarding cross-view coding type and cross-
view reference lists in accordance with an embodiment of the present principles.
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The MPEG-4 AVC standard performs inter-frame prediction by forming two
prediction lists, List0 and List1. Hence, an image block in the current frame can be

| compensated either by using only one reference picture in the List0, or by using two-

references pictures, one from each list. In the slice header, a slice_type syntax is

~signaled to indicate the temporal coding type for each slice. When slice_type =

P_SLICE, only List0 will be used in motion compensatidn. When slice_type =
B_SLICE, both List0 and List1 can possibly be used in motion compensation.
To enable cross-view prediction among different views, an embodiment of the

present principles involves using two new prediction lists: ViewListO and ViewList1.

Pictures in ViewList0/ViewList1 are reference pictures from camera views other than
the current view. A new syntax view_ slice type in the slice header is used to

indicate the codlng type for the cross-view prediction. For example if a specific slace
has slice_type = B_SLICE and view_slice_type = P_SLICE, then a macroblock (MB)

in that slice can be either tempora!ly coded as a B_SLICE coding type, or cross-view.

coded as a P_SLICE coding type.
‘An alternative way of enabling cross-view predictions in the MPEG-4 AVC

~ standard frame work involves inserting reference pictures from other view in the lists

ListO/List1 without lntroducmg new view prediction lists and cross-view coding type

'However the advantages of the first approach are as follows. One advantage of the

first approach is that since reference pictures in ViewListO/ViewList1 only include
cross-view references, signaling the ref_idx will spend less bits than having both
same-view references and cross-view references in the same list. Another

advantage of the first approach is that having two new lists ViewListO/ViewList1

~ provides a separate way of handing temporal and cross-view predictions. This

relates to the case where the ListO/List1 include both temporal references and cross-
view references, so that the MPEG-4 AVC standard reordering process for reference
picture lists construction will need to be modified and will necessarily be more
complex. ' '

In an embodiment, cross-view reference lists for each slice may be formed
according to ihe following rules. With respect to a first rule, in the slice header, the
number of cross-view reference pictures and their view_iq's'are signaled for both
ViewList0 and Viewlist1. The view_id's are distinctivé in each of the two cross-view

prediction lists. With respect to a second rule, reference pictures in the cross-view

10
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'prediction list are ordered in the same secjuence as they appear in the slice header.

For each referred view, the reference picture with the closest Picture Ordef Count
(POC) number (with respect to the POC of current slice) is used in.current slice's

_cross-view prediction list.

Additional reference reofdering syntakes can be included to allow fn_ore
flexible handling of cross-view reference pictures. | ‘

“Turning to FIG. 3, an exembiary method for reference list construction for
multl-vnew video content is lndlcated generally by the reference numeral 300. The
method 300 includes a start block 305 that passes control to a decision block 310.
The decision block 310 determines whether or not.a current slice type is P slice or B
slice. If so, then control is passed to a function block 315. Otherwise, control is

“passed to a decision block 330.

. The function block 315 constructs ListO using temporal references, and

| passes c_:ontrol to a decision block 320. The decision block 320 determines wh{ether

or not the current slice type is B slice. If so, then control is passed to function block
325. Otherwise, control is passed to the decision block 330.

The function block 325 constructs List1 using temporal references, and
passes control to the decision block 330. '

' The decision block 330 determines whether or not the current view sliee type
is P slice or B slice. If so, then control is passed to a function block 335. Otherwise,
control is passed to a loop limit block 350 '

The function block 335 constructs ViewL.ist0 usmg Cross-view references and ‘
passes control to a decision block 340. The decision block 340 determines whether
or not the current view slice type is B slice. If so, then control is passed to a function
block 345. Otherwise, control is passed to the loop limit block 350. |

The function block 345 constructs VuewLustO using cross- vuew references, and .
passes control to the loop limit block 350. '

The loop limit block 350 begins a loop over each macroblock including setfing
a range for the loop using a variable mb = 0 to MacfoBlockslnPic-L and passes
control to a function block 355. The function block 355 encodes a current | |
macroblock using ListO/List1, and passes contro! to a decision block 360. The
decision block 360 deterrnines whether or not the current view slice type is equel P

11
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slice or B slice. If so, the control is passed to a function block 365. Otherwise,
control is passed to a function block 370. | | :

The function block 365 encodes the current macroblobk using
ViewListO/ViewList1, and passes control to the function block 370.

The function block 370 selects the best mode, sets the mvc_predicﬁon_ﬂag.
and passes control to a function block 375. The function block 375 performs
motion/disparity vector buffer processing, and passes control to a l'oopllimit block
380. The loop limit block ends the loop, and passes control to a function block 385.
The function block 385 saves the encoded picture in decoded pictures buffer (dgb),

" and passes control to an end block 390.

Since the cross-view prediction of each slice is fully configurable using cross-
view coding type and view prediction lists, the Multi-view Video Coding (MVC) codec

“can support arbitrary view coding order and view scalability.

in an embodiment, at the MB level, a new syntax called mve_pred_ flag.
indicates whether terﬁporal predictio'n or cross-view prediction is used for coding
each signal block. In the case of mvc_’pred_ﬂag=0, ListO/List1 will be utilized for
motion compensation depending on slice_type. When mvec_pred_flag=1, then

ViewList0/ViewList1 will be utilized depending on view_slice_type.

Turning to FIG. 4, an exemplary method for performing a temporal/cross view
mode decision is indicated generally by the reference numeral 400. The method
400 includes a start block 405 that passes control to a decision block 410. The
decision block 410 determines whether or not the current slice type is P slice or B
slice. If so, then control is passed to a function block 415. Othérwise. control is
passed to a decision block 430.

The function block 415 constructs List0 using temporal references, and
passes control to a decision block 420. The decision block 420 det_ermines whether

" or riot the current slice type is B slice. If so, the control is passed to a function block

425. Otherwise, control is passed to the decision block 430.
The function block 425 constructs List1 using temporal references, and
passes control to the decision block 430. |
. The decision block 430 determines whether or not the current view slice type
is P slice or B slice. If so, then control is passed to a function block 435. Otherwise,
control is péssed to a loop limit block 450. '
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The function block 435 constructs ViewList0 using cross-view references, and
passes control to a decision block 440. The decision block 440 determines whether
or not the current view slice type is B slice. If so, then control is passed to a function'
block 445.- Otherwise, control is passed to the loop limit block 450.

The function block 445 constructs the ViewListO using cross-view references,
and passes control to the loop limit blo'ck 450. |

The loop limit block 450 begins a loop over each macroblock including setting
a range for the loop using a variable mb'= 0 to MacroBlocksInPic-1, and passes
control to a decision block 455, The decision block 455 determines whether or not
mvc_prediction_flag is equal to 1. If sd. then control is passed to a function block
460. Otherwise, control is passed to a fuhction block 465.

Thé function block 460 decodes a macroblock using VieWListONiewLisH, and
passes control to a function block 470.

. The function block 465 decodes the macroblock using ListO/List1, and passes .-
control to a function block 470. .
The function block 470 performs motion/disparity vector buffer processing,

" and passes control to a loop limit block 475. The loop limit block 475 ends the loop,

and passes control to a function block 480. The function block 480 saves the
decoded picture in decoded pictures buffer (dgb), and passes control to an end
block 485. ‘

Three new CA_BAC contexts are added for coding the mvc_pred_dir syntax.
The context modeling is the same as the trénsform_size_8x8_ﬂag syntax.

In the multi-view extension of the MPEG-4 AVC standard, the decoded
picture buffer (dpb) needs to be able to handle decoded pictures from multiple views.
Assuming there are N input views, an embodiment of the present principles may
involve N separate dpb's. Each dpb stores the decoded pictures from one speciﬁc
view. ‘

An alternative way of managing dpb is to put all view pictures in a single dpb.
However, the first approach has the following advantages. One advantage of the
first apprbach is that each view has its own dpb, with the same decoded reference
marking process as in the MPEG-4 AVC standard. This simpler approach reduces
the complications of managing different view bictures in the same dpb. Another
advantage of the first approach relateé to the undesirability of reducing the number
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of available temporal reference frames, since temporal correlation is generally
stronger than cross-view correlation. With each view managing its own reference
pictures in its dpb, the temporal prediction will have the same multiple reference.

frame prediction capability as in simulcast.

A distinctive trait of MVC comparing to conventional video coding is the co-
existence of both motion and disparity. The blocks that are'temporaily predicted will

~ need to signal motion vectors (MV), versus disparity vectors (DV) for cross-view

preductnon
Two exemplary methods are descrnbed herein for deahng with both motion

* vectors and dusparnty vectors for the same slice. However, it is to be appreciated

that given the tea,chings of the present invention provided herein, one of ordinary

“skill in this and related arts will contemplate these and other methods for the same,
‘ whnle mamtammg the scope of the present invention. '

In the first method, for each block signal and store either a motions vector or
a disparity vector but not both. Whether a motion vector or a disparity vector will be
signaled and stored depends on the syntax mvc _pred ﬂag This will requu'e less
memory storage, but the combined vector field will not be consistent.

In the second method, for each block, store both a motion vector and a

’ duspanty vector. This can be achieved by either signaling both vectors, or only

signal one and fill the other one using vector field interpolation. This approach will
take more memory storage, but the consistency of both motion and disparity fields '
can be better preserved. . ‘

An exemplary embodiment of the first method is shown and described with
respect to FIG. 5. An exemplary embodiment of the second method is shown and
described with respect to FIG. 6. ‘

Turning to FIG. 5, an exemplary method for processing motion'and disparity
vectors for the same slice corresponding to multi-view video content is indicated’
generally by the reference numeral 500. The method 500 includes a start block 505
that passes control to a decision block 510. The decision block 510 determines
whether or not the mvc_pred_ﬂag is equal to 0. If so, then control is passed to a |
function block 515. Otherwise, control is passed to a function block 520. The
function block‘ 515 forms the disparity vector predictor, processes the disparity vector
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DV, stores the disparity véc;tor DV in VectorBuffer, and passes control to an end

block §25.

The function block 520 forms the motion vector predictor, processes the
motion vector MV, stores the motion vector MV in VectorBuffer, and passes control
to the end block 525 v ‘
Turning to FIG. 6, another method for processmg motion and duspanty vectors
for multl -view video content is indicated generally by the reference numeral 600.
The method 600 includes a start block 605 that passes control to a function block
610. The function block 610 forms the disparity vector predictor, processes the
disparity vector DV, stores the disparity vector DV in VectorBuffer1 and passes
control to a function block 615. The function block 615 forms the motion vector
predictor, processes the motion vector MV, stores the motion vector MV in
VectorBuffer2, and passes control to an end block 620. ,

. The implication of having both motion and disparity vectors in the coding of
the sa_fne slice arises in the following aspects: (1) predictive coding of
motion/disparity véctors; and (2) Direct and Skip modes. _

In the MPEG-4 AVC standard, motion vector components are differentially
coded using either median or directional prediction from neighboring blocks. In Muilti-

view Vldeo Coding, the neighboring blocks might have a different preductnon

direction(s) than the current block. In order to save bits in the coding of
motion/disparity vectors, it is preferable to use the most correlated information to
form a predictor. Depending upon whether there are both motion vectors and

disparity vectors available for the neighboring blocks, for the first method, use only
“ those neighboring blocks that have the same prediction direction; for the second

method, use only the motion vectors of the neighboring bloc;ks in forming the motion
vector predictor, and use only the disparity vectors of the neighboring blocks in

- forming the disparity predictor. |

Aside from spatial neighboring blocks, temporaily co-located blocks can also
be used to enhance the disparity prediction because the dnsparnty fields are usually
stationary in the temporal dimension. ‘ :

Skip and Direct modes in the MPEG-4 AVC standard are effective coding
tools that better exploi{ the spatiotemporal correlation that exists between adjacent
macroblocks, because they canArepres’eht motion without having to transmit motion
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vectors. In Multi-view Video Coding, those modes should be adapted i in order to
take into account the additional cross-view correlation. '
For P_Skip modes, the reconstructed signal is obtained similar to the

prediction signal of a P_16x16 macroblack type that references the picture which is

located at index 0 of List0. The motion vector used for reconstructing the'P_Skip
macroblock is similar to the motion vector predictor for the 16x16 block. In MVC, the

above-mentioned adaptation of the motion/disparity vector predictor will help to

make P_Skip mode more useful
For B_SLICE coding, B Sklp/B Dlrect 16x16/B_Direct 8x8 modes should be

~ adapted to consider the mixing of motion and disparity. There are two different

Direct modes supported in the MPEG-4 AVC standard, namely temporal Direct and
spatial Direct. ‘ ,
For the temporal Direct mode, motion vectors are derived from the co-located

| position in the first List1 reference. When the first List1 reference is disparity .

predicted, the system can either look for motion vectors at the lo-located position in
other List1 references (ref_idx>0), or use the spatial motion vector predictor.

For the spatial Direct mode, the motion vectors are derived in a similaf
manner employed by P_SKIP, but with both List0/List1 considered. The same

“adaptation done in P_SKIP can be extended in List1 also.

Tables 1-4 illustrates various syntaxes for Multi-view Video Coding including
those in accordance with various embodiments of the present principles. Table 1
ilustrates the sequence parameter set RBSP syntax for Multi-view Video Coding.
Table 2 illustrates the{ picture parameter set RBSP syntax for Multi-view Video-
Coding. Table 3 ilustrates the slice header syntax for Multi-view Video Coding.’
Table 4 illustrates the macroblock layer syntax for Multi-view Video Coding. |

TABLE 1. .
seyoparameter_set_rbspd ) o ‘ C | Deseriptor
log2_max_view_nbm_iminus | 0 )
NUBI_VIeWs_sps 0 W Ong2omas_view_num_minas 113
view_id_sps O L utoe2_nuan_vitw_pum_minis | +1)
profile_ide ’ (¥} WS
constraint_setO_flay : [V RURR
constraint_set)_fag O Tu
constraint_set2_tlay O fawi
constraint_setd_flag ) O
reserved_zero_dhits /4 equal 10 0 7/ 0 uid)
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, TABLE 2
. pic_parameter_set_rbspi ) {, C | Descriptor
view_td_pps O] 00022 _tNAX_VISW_nuim_mintisl + 1)
ple_paramdter_set_id | we(v) ‘
seq_parameter_set_id 1] e
“entropy_coding_made_flag (I U D)
pic_ovder_present_lag ‘ ) wl)
nusn_shice_groups_minnsl ) V)
TABLE 3
slice_headere 1| : C | Deseriptir
fivst_mb_in_shice 2 UV )
view_jd 2 WALOL2_IMAN_VICW_nmm_minus )+
view_shice_type 2 weiv)
i iview_slice_type == VL_SLICE) |
mn_ref_idx_l_iaetive_minus) 2 [N
for fi=0; i<= Do _idX_H_active_minus 1 i+ |
left_ref_view_id|i} 2 WSV -
7 -
)
Wview_shee_type == VR_SLICE) {
oum_ret_dx_Ir_active_minust 2 [INA
tor (1=0: i<= mem_rel_idx_lr_active_minus |t i) |
right_ref_view_ld(i) ] 1 2 v
!
)
iview_slice_iviw == VB_SLIC)) §
num_sref_ldx_H_active_minus) 2 (IR
Yor (i=0; i<= num_ret_idS_l_active_minus i i++) |
left_ref_view_id|i} 2] witvd
|
nom_ref_idx_Ir_active_minus) . 42 wiv)
tor (i=0: i<= num_rel_idX_ir_active_minus 1 i) |
vight_yef_view_id[i} ' "2 (v
o
)
Tshee_type 2 TR
ple_parameter_set_id 2w
feame_nmm 2 [10%)
TABLE 4 .
macrohlock_tyver( ) C | Deseriptor
mve_pred_flag 21w haeiv)
mh_type 2 awedvy baviyy
e ivpe == 1_PCM ) |
‘while hvie_atipned( ) )
pem_alignment_zero_bit 21
ford i = O < 256; i+ )
pen_sample_lomal i) 2wy
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A description will now be given of some of the many attendant’
advantages/features of the present rnventron some of which have been mentroned -
above. For example, one advantage/feature is a video encoder that rncludes an

‘encoder for encoding a block in a picture using at least one of two cross-view

reference picture lists. The picture is one of a set of pictures correspondrng to multi-
view video content and having different view points with respect to a same or similar

scene. The picture represents a current one of the different view points. The two

Cross-view reference picture lists correspond to reference pictures having ones of
the different views points otrrer tha‘n the_ current one.

Another advantagef/feature is the video encoder as described above, wherein
the two cross-view reference picture lists are different than ListO and List 1 of the

‘International Organization for Standardization/International Electrotechnical
Commission Moving Picture Experts Group-4 Part 10 Advanced Video Coding

standard/International Telecommunication Union, Telecommunication Sector H.264
recommendation. | | '

Yet another advantage/feature is a video encoder that includes at least one
buffer for storing decoded pictures corresponding to multi-view content for drfferent
view points of a same or ‘similar scene. '

' Moreover, another advantage/feature is the video encoder as desorrbed
above, wherein the at least one buffer includes a separate buffer for each of the
different view points. : ‘

These and other features and advantages of the present lnventron may be
readily ascertained by one of ordinary skill in the pertinent art based on the
teachings herein. It is to be understood that the teachings of the present invention
may be imple'mented in various forms.of hardware, software, firmware, speciel ,
purpose processors, or combrnatrons thereof. o

Most preferably, the teachings of the present rnventron are rmplemented as a
combination of hardware and software. Moreover, the software may be
implemented as an application program tangibly embodied on a program storage
unit. The application program may be uploaded to, and executed by, a machine .
comprising any suitable architecture. Preferably, the machine is implemented on a
computer platform having hardware such as one or more central processing units
(“CPU"), a random access memory (“RAM"), and input/output (“I/O”) interfaces. The
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computer platform may also include an operating system and microinstruction code.
The various processes and functions described herein may be either pért of the
microinstruction code or part of the application program, or any combination thereof,
which may be execut'ed by a CPU. In addition, various other peripheral units r'naybe
connected to the computer platform such as an addftional data storage unit and a
printing unit. ' | | | |

It is to be further understood that, because some of the cons‘tituént system .
components and methods depicted in the abcompanying drawings are preferably
irﬁplemented in software, the actual conhections between the system components or

“the process function blocks méy differ depending upon the manner in which the
. present invention is programmed. Given the teachings herein, one of ordinary skill

in the pertinent art will be able to contemplate these and similar implementations-or .

‘configurations of the present invention.

Although the illustrative embodiments have been described herein with.
reference to the accompanying dra'w.ing_s, it is to be understood that the present
invention is not limited to those precise embodiments, and that various changes and
modifications may be effected therein by one of drdinary skill in the pertinent ért '
without departing from the scope or spirit of the present invention. All such changes'

“and modifications are intended to be included within the scope of the present

invention as set forth in the appended claims.
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CLAIMS:

1. A video encoder, comprising:

an encoder (100) for encoding a block in a picture using at least one of two
cross-view reference picture lists, the picture being one of a set of pictures
corresponding to multi-view video content and having different view points with
respect to a same or'similar scene, the picture representing a current one of the
different view points, the two cross-view reference picture lists corresponding to
reference‘pictures having ones of the different views points other than the current
one.

2. The video encoder of claim 1, wherein the two crovss-view reference
piéture lists are different than ListO and List 1 of the International Organization for
Standardization/International Electrotechnical Commission Moving Picture Experts
Group-4 Part 10 Advanced Video Coding standard/International Telecommumcatlon

Unnon Telecommunication Sector H.264 recommendation.

3. A video encoder, comprising:
at least one buffer (160) for storing decoded pictures corresponding to muilti-
view content for different view points of a same or similar scene.

4, The video encoder of claim 3, wherein said at least one buffer (160)
comprises a separate buffer for each of the different view points.

5. A video encoding method, comprising:

encoding a block in a picture using at least one of two cross-view reference
picture lists, the picture being one of a set of pictures corresponding to multi-view
video content and having different view points with respect to a same or similar
scene, the picture representing a current one of the different view points, the two
cross-view reference picture lists corresponding to reference pictures having ones of
the different views points other than the current one (365).
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6.  The method of claim §, wherein the two cross-view reference plcture
lists are different than List0 and List 1 of the International Organlzatlon for
Standardization/International Electrotechnical Commission Moving Picture Experts
Group-4 Part 10 Advanced Video Coding standard/lnternétional Teleéommudication
Union, Telecommunication Sector H.264 recdmmehdation (335, 345). |

7. A video encoding mefhod, comprising:
storing, in at least one buffer, decoded pictures corresponding to multi-view

cbntent for different view points of a.san‘)e or similar scene (385).

8. Th‘e”methOd of claim 7, wherein said storing step stores the decoded

'p'ict‘ures for each of the different view points in respective buffers, each of the . .
respective buffers corresponding to one of the different view points (385).

9. A video decoder, comprising:

a decoder (200) for decoding a block in a picture using at least one of two
cross-view reference picture lists, the picture being one of a set of pictures |
corresponding to multi-view video content and having different view points wuth

"respect to a same or similar scene, the plcture representing a current one of the

different view points, the two cross-view reference picture lists corresponding to
reference pictures having ones of the different views points other than the current
one. ‘ -

10. "The video decoder of claim 9, wherein the two cross-view reference
picture lists are different than ListO and List 1 of the International Organization for
Standardization/International Electrotechnical Commission Moving Picture Experts

 Group-4 Part 10 Advanced Video Coding standard/Internationa! Telecommunication

Union, Telecommunication Sector H.264 recommendation.
11. A video decoder, comprising:

at least one buffer (245) for storing decoded pictures corresponding to mutti- A
view content for different view points of a same or similar scene.
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12.  The video déc;oder of claim 11, wherein said at least one buffer (245)

. comprises a separate buffer for each of the different view points.

13, Avideo décoding method, comprising:

decoding (435, 445) a block in a picture using at least one of two cross-view
reference picture lists, the picture being one of a set of pictures corrésponding to
mult‘i-‘view video content and having different view points with respect to a same or
similar scene, the picture representing a‘current one of the different view points, the

" two cross-view reference picture lists corresponding to reference pictures having

ones of the different views points other than the current one.

14. The method of claim 13, wherein the two cross-view reference picture
lists are different than List0 and List 1 of the International Organization for

‘ Standardization/International Electrotechnical Commission Moving Picture Experts

Group-4 Part. 10 Advanced Video Coding standard/International Telecommunication

~ Union, Telecommunication Sector H.264 recommendation (435, 445).

16. A video decoding method, comprising:
storing (480), in at least one buffer, decoded pi"ctures corresponding to multi-
view content for different view points of a same or similar scene. ‘

16. The method of claim 15, wherein said storing step (480) stores the
decoded pictures for each of the different view points in respective buffers, each of

~the respective buffers corresponding to one of the different view points.

17. A video signal structure for video encoding, comprising:

a block in a picture encoded using at least one of two cross-view'lje‘ference
picture lists, the picture being one of a set of pictures Corresponding to multi-view
video content -and having different view points with respéct to a same or similar
scene, the picture representing a current one of the different view points, the two
cross-view reference picture lists corresponding to reference pictures having ones of
the different views points other than the current one. |
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18. . A storage media having video signal data encoded thereupon,
comprising: . | o

a block in a picture encoded using at least one of two 'crosseview refefence
picture lists, the picture being one of a set of pictures corrésponding to multi-view
video content and having different view points with réspect to a same or similar
scene, the picture representing a current one of the different view pdints, the two

cross-view reference picture lists corresponding to reference pictures having ones of

the different views points other than the current one.

19. A storage media héving video signal data encoded thereupon,

. comprising:

decoded pictures corresponding to multi-view content for different view points
of a same or similar scene. |

23



WO 2007/081926

View |
picture

1/6

no

ns”

:@——ol Quantization }

PCT/US2007/000482

Motion
.| Compensation

L
Vs

Motion

™ Estimation

7
180

Reference
Picture

Disparity
Compensation

16 4

Disparity

Estimation

Store for
View /
Reference

Plcture
Store for

L
\1o

NS

Deblocking
Filter -

=15

|

~\SS

Other Views

_F\G. |

T

} 60

Bitstream



WO 2007/081926

PCT/US2007/000482
2/6
W
rX-te 210 218 21s
‘ : Z
Residue o Z - 220
Entropy | .| Deblocking]
..___> Coding IQuantization ITransform Filter > Ou-\-P\,i
Bitstream v picture:
Intra
Control . Prediction[” & 5©
Syntax ; o ‘:_M S Y TSI ES &) I
260 : T Y
3
 Motion : i % s
Vector . ] Motion Reference
Compensation Picture
Store for
View i 40
Disparity — Reference
Vector Disparity Picture
llumination " | Compensation Store for
Offset T Other Views
rR Y= ' N

F\6. 2



WO 2007/081926 PCT/US2007/000482
3/6

300




WO 2007/081926 PCT/US2007/000482
4/6




WO 2007/081926 PCT/US2007/000482
5/6




WO 2007/081926 PCT/US2007/000482
6/6




	Page 1 - front-page
	Page 2 - description
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - claims
	Page 22 - claims
	Page 23 - claims
	Page 24 - claims
	Page 25 - drawings
	Page 26 - drawings
	Page 27 - drawings
	Page 28 - drawings
	Page 29 - drawings
	Page 30 - drawings

