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INDICATING RELATIVE URGENCY OF ACTIVITY FEED NOTIFICATIONS

BACKGROUND

[G001] Various systems have been developed that allow client devices to access applications
and/or data files over a network. Certain products offered by Citrix Systems, Inc., of Fort
Lauderdale, FL, mcluding the Citrix Workspace™ famuly of products, provide such capabilities.
One feature of the Citrix Workspace™ 1s an mtelligent activity feed for a user’s many applications.
Such an activity feed provides a strearalined mechanism for notifying a user of various application
events in need of attention and allowing the user to efficiently act on such events, without
requiring the user to switch context and separately launch the respective applications to take

actions with respect to the different events.

SUMMARY,
[6602] This Summary 1s provided to introduce a selection of concepts in a simplified form that

are farther described below in the Detailed Description. This Summary 18 not intended to identify
kev features or essential features, nor 1s it intended to limit the scope of the claims included

herewith.

100031 In some of the disclosed embodiments, a computing system sends a first notification to
a first clent device, the first notification indicating a first task to be performed by a first user with
respect to a resource accessible to the computing system. The computing system determines a
second task of a second user with respect to the resource, and further determines that the second
user has completed the second task. Based at least in part on the second user having completed the
second task, the computing system determines a parameter indicating an urgency level of the first
task, and causes an indication of the urgency level to be presented on the first client device.
[4004] In some of the disclosed embodiments, a computing system sends a notification to a
client device, the notification indicating a first task to be performed with respect to a resource

accessible to the client device. The computing system determines an initiation time of the first
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notification and a deadline for completing the first task. Based at least in part oun the initiation time,
the deadline, and a current time, the computing system determines a parameter indicating an
urgency level of the first task, and caunses an indication of the urgency level to be presented on the

client device.

[ B35 In some of the disclosed embodirnents, a computing system comprises at Jeast one
processor, and at least one computer readable medium. The at least one computer-readable
medium is encoded with instructions which, when executed by the at least one processor, cause the
computing system to send a {irst notification to a first client device, the {first notification indicating
a first task to be performed by a first user with respect to a resource accessible to the computing
system, to identity a second task of a second user with respect to the resource, to determine that the
second user has completed the second task, to determine a parameter indicating an urgency level of
the first task, the parameter being based at least in part on the second user having completed the
second task, and to cause an indication of the urgency level to be presented on the first client

device.

BRIEY DESCRIPTION OF THE DRAWINGS

100061 Objects, aspects, features, and advantages of embodiments disclosed herein will
become more fully apparent from the following detailed description, the appended claims, and the
accompanying figures in which like reference numerals identify similar or identical elements.
Reference numerals that are introduced in the specification in association with a figure may be
repeated in one or more subsequent figures without additional description in the specification in
order to provide context for other features, and not every element may be labeled in every figure.
The drawings are not necessarily to scale, emphasis instead being placed upon illustrating
embodiments, principles and concepts. The drawings are not intended to limit the scope of the

claims mchided herewith.

[6007] FIG. 1A shows a first example implementation of a notification urgency determination

system configured in accordance with some ernbodiments of the present disclosure;
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{88881 FIG. 1B shows a second example implementation of a notification urgency

determination system configured in accordance with some embodiments of the present disclosure;

[ B339 FIG. 2 is a diagram of a network environment in which some embodiments of the

notification urgency determination system disclosed herein may deployed;

[6618] FIG. 3 is a block diagram of a computing systers that may be used to implernent one or
more of the components of the coroputing environmeunt shown in FIG. 2 10 accordance with some

embodiments;

(683111 FIG. 4 is a schematic block diagram of a cloud computing environment in which

vartous aspects of the disclosure may be implemented;

(6312 FIG. 5A is a block diagram of an example system in which resource management
services may manage and strearnline access by clients to resource feeds (via one or more gateway
services) and/or software-as-a-service (8aa8) applications;

[6613] FIG. 5B is a block diagram showing an example implementation of the system shown
in FIG. 5A in which various resource management services as well as a gateway service are
located within a cloud computing environment;

(6314 FIG. 5C is a block diagram similar to that shown in FIG. 5B but in which the available
resources are represented by a single box labeled “systems of record,” and further in which several
different services are included among the resource management services;

[6815] FIG. 5D shows how a display screen may appear when an intelligent activity feed
feature of a multi-resource management system, such as that shown in FI1G. 5C, is employed;
[6816] FIG. 6 is a block diagram showing example components that may be included in the
notification urgency determination systems shown in FIGS. 1A and IB;

[6817] FiG. 7 is flowchart showing an example routine that may be performed by the urgency

factor determination engine shown in FIG. 6;
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[6018] FIG. 8 shows an example notification parameter table that may be stored in the
database(s)} shown in FIG. 6;
[6619] FIG. 9 shows an example broadcast task completion table that may be storved in the
database(s)} shown in FIG. 6;
(60281 FIG. 10 shows an exaruple association task completion table that may be stored 1o the
database(s)} shown in FIG. 6;
(66211 FIG. 11 shows an exarople task pendency table that may be stored in the database(s)

shown in FIG. 6;

[6622] FIG. 12 38 flowchart showing an example routine that may be performed by the task
activity roounitoring engine shown in FIG. 6;
[6623] FIG. 13 is flowchart showing an example routine that may be performed by urgency

jevel determination engine shown in FIG. 6; and

(66241 FIG. 14 is flowchart showing an example routine that may be performed by urgency

level presentation engine shown in FIG. 6.

BDETAILED DESCRIPTION

[(325] For purposes of reading the description of the various emnbodiments below, the
following descriptions of the sections of the specification and their respective contents may be

helptul:

[6026] Section A provides an introduction to example embodiments of notification urgency
determination systems in accordance with the present disclosure;

[B3273 Section B describes a network environment which may be useful for practicing
ernbodiments described herein;

[6028] Section C describes a computing system which may be aseful for practicing

ernbodiments described herein;
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(3329 Section D describes embodiments of systems and methods for delivering shared

resources using a cloud computing environment;

[B338] Section E describes ernbodiments of systems and methods for managing and

streamlining access by clients to a variety of resources;

(6031} Section F provides a more detailed description of example embodiments of the

notification urgency determination systems that were introduced above in Section A; and

(33323 Section G describes example implementations of methods, systems/devices, and

computer-readable media in accordance with the present disclosure.

A. Introduction to Hlustrative Embodiments of Systems and Methods for Indicating the

Relative Urgency of Activity Feed Notifications

[6633] An intelligent activity feed, such as that offered by the Citrix Workspace™ family of
products, provides significant benefits, as it allows a user to respond to apphication-specific events
generated by disparate systems of record, without requiring the user to switch countext and
separately launch the respective applications to take actions with respect to the different events.
An example of a system capable of providing such an activity {feed is described in Section E below
in connection with FIGS. 5A-D. In such a system, a remole coruputing system may be responsible
for monitoring and interacting with various systems of record {e.g., SaaS applications, web
applications, Windows applications, Linax applications, desktops, file repositories and/or file
sharing systems, etc.) on behalf of a user operating a client device. As Section E describes (in
connection with FIGS. 5C and 3D), a user 524 may operate a client device 202 so as to interact
with “microapps” corresponding to particular functionalities of a variety of systems of record 526,
and such microapps may, in turn, interact with the systems of record 526, e.g., via application

programming interfaces (APIs) of such systems, on behalf of the user 524.
[G634] More specifically, and as described in more detail in Section E, a microapp service 528
(shown in FIG. 5C) may periodically request a sync with a data integration provider service 530,

so as to cause active data to be pulled from the systems of record 526. In some implementations,
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for example, the microapp service 528 may retrieve encrypted service account credentials for the
systems of record 526 from a credential wallet service 532 and request a sync with the data
integration provider service 33(. The data integration provider service 530 ray then decrypt the
service account credentials and use those credentials to retrieve data from the systems of record
526. The data integration provider service 530 may then stream the retrieved data to the microapp
service 528. The microapp service 528 may store the received systems of record data in the active
data cache service 534 and also send raw events to an analytics service 336 for processing. The
analytics service 536 may create notifications {e.g., targeted scored notifications) and send such
notifications to the notification service 538. The notification service 538 may store the
notifications in a database to be later served in an activity feed and/or may send the notifications

out immediately to the client 202 as a push notification to the user 524.

[4035] FIG. 513, which is also described in more detail in Section E, shows how a display

screen 340 presented by a resource access application 522 (shown in FIG. 5C) may appear when an
intelligent activity feed feature is employed and a user 524 is logged on to the system. Asshown in
FiG. 5D, an activity feed 544 may be presented on the display screen 540 that inciudes a plurality
of notifications 546 about respective events that occurred within various applications to which the

user 524 has access rights.

[0036] As noted above, in some implementations, in addition to creating the notifications 546
that are to be sent to client devices 202, the analytics service 536 may assign scores to such
notifications 546 that may be used for sorting purposes. Such scores may, for example, indicate a
determined relevancy of the task indicated by the notification 546 to the user 524 operating the
resource access application 522. As explained below in connection with FIG. 53D, in some
implementations, the user 524 may operate the user interface element 570 to control the manner in
which the notifications 546 in the activity feed 544 are sorted, such as by selecting a “date and time”
mode (as shown in FIG. 53D) in which the notifications 546 may be sorted in accordance with the
date and time they were created, by selecting a “relevancy” mode (not illustrated) in which the

notifications may be sorted based on relevancy scores assigned to them by the analytics service



WO 2021/226745 PCT/CN2020/089364

536, and/or by selecting an “application” mode (not illustrated) in which the notifications 546 may

be sorted by application type.

[6037] Although the above system for presenting and sorting notifications 546 works quite
well in most situations, the jnventors have recogunized and appreciated that circurnstances may
arise in which a user might not timnely respond to a notification because the user is not wade aware
that the notification has become rore urgent since it was initially sent, e.g., due to actions of others
and/or the passage of time. As one illustrative example, notifications 546 may be sent to a large
number of employees in an organization indicating that the emaployees are to respond to one or
more questions by a particular date, e.g., within two weeks of when the notifications were initiated.
Such notifications 546 may, for example, have been generated based on the analysis of emails or
other messages that were sent from a manager to the employees. As explained in more detail
below, in some tmplementations, information concerning such emails or other messages may be
retrieved from Microsoft Outlook or another system of record 526 via the data integration provider
service 530. In some instances, failure to provide timely responses to such guestions, e.g., by
accessing a survey by clicking on a link in the notification or the email that prompted the
notification, can cause significant problems, such as when responses are needed to satisfy a
regulatory or contractual obligation. In other instances, failure to provide timely responses can be
less consequential, such as when employees have been asked to provide feedback on an event, to
accept or decline an event invitation, etc. In either circumstance, however, such failures to respond
can necessitate one or more follow up actions or conymunications from the individual seeking the
responses. Such follow up can take a significant amount of time and can thus reduce eraployee
productivity. Moreover, even when a user appreciates the existence of a response deadline when a
notification is first presented, the user may be busy with another task or may opt to begin working
on a higher priority task rather than iromediately addressing the task indicated by the notification.
In such a circurnstance, the user may forget or lose track of the indicated deadline. This can be
particularly problematic when the user also disnusses the notification 546 from the user’s activity
feed 544, perhaps thinking that he or she will remember to access the application responsible for

triggering the notitication 346 and answer the question(s) at a later time.
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[3038] As another example, a user may be assigned oue task among a group of several related
tasks {e.g., one of several issues in a JIRA epic). The user may not appreciate that all, or nearly all,
of the other individuals to whom the other related tasks were assigned have already completed
their tasks. The user may thus prioritize other work and delay performing the particalar task the
user has been assigned and, in turn, might unnecessarily delay the corapletion of a project by an
entire team. As a general matter, users are likely to approach pending tasks with an increased sense
of urgency if they are aware that they are holding back completion of a project. In the current

system, however, that information is not communicated to notification recipients.

[3039] Offered is a system capable of detecting an increase in an urgency level of a task
indicated by a notification, and communicating an indication of such increased urgency level to a
user so as to allow the user to respond accordingly. In some embodiments, for example, a number
of other individuals who have completed a common task indicated by a broadcasted notification
and/or a number of other individuals who have completed different but related tasks {e.g., other
tasks for the same project) may be tracked, and the urgency level of a notification may be increased
as additional individuals are determined to have completed such tasks. In some implementations,
an amount of time remaining before a response deadline may additionally or alternatively be taken
into account when detecting the increased urgency level of a task indicated by a notification. The
factors that can be taken into account when assessing an urgency level of a particular task may
depend on the information that is available to the system 102. In some implementations,
notifications 546 may be categorized based on the types of data that is available concerning the
tasks they indicate, and urgency levels may be determined in different ways, e.g., using different

equations, for different categories of notifications 546.

[6040] In some implementations, a parameter indicative of a current urgency level of a task
indicated by a notification 546 may be determined based upon a ratio between (A) a number of
individuals who have completed the same task, e.g., a broadcasted questionnaire {or, alternatively,
the nuraber of individuals who have not vet completed the task), and (B) the total nurnber of

individuals who are expected to corplete the task. For example, if ove hundred individuoals are
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expected to complete the task and seventy individuals have completed it, the ratio between
individuals who have completed the task to the total number of individuals would be “0.7” or

seventy percent.

(63411 In some implemeuntations, a parameter indicative of a current urgency level of a task
ndicated by a notification 546 may additionally or alternatively be determined based upon a ratio
between {A) a naumber of related tasks {e.g., respective issues in a JIRA epic) that have been
completed (or, alternatively, the number of related tasks that have not vet been completed), and (B)
the total murnber of related tasks. For example, if nine tasks are determined to be related to the task
under consideration and six such related tasks have been completed, the ratio between completed

tasks and the total number of tasks would be “0.6” or sixty percent.

[6842] In some implementations, a parameter indicative of a current urgency level of a task
indicated by a notification 546 may additionally or alternatively be determined based upon a ratio
between (A) an amount of time that has elapsed since the notification 546 was initiated {or,
alternatively, an amount of time remaining before a deadline set for completing the task indicated
by the notification), and (B) an amount of time between when the notification was initiated and the
deadline. In some implementations, time units of days may be used for such a calculation. For
example, if a notification 546 indicated a response deadline ten days after it was initiated, after
eight days the ratio between an amount of time that has elapsed since the notification 546 was
initiated (i.e., eight days) and an amount of time between when the notification was initiated and

the deadline (i.e., ten days) would “0.8” or eighty percent.

[6043] In some implementations, a parameter indicative of an urgency level of a task indicated
by a notification 346 may be based on a combination of two or more “sub-parameters,” such as the
ratios described above. As explained in more detail below, in some implementations, ditferent
weighting factors may be applied to each such sub-parameter, so that the respective

sub-parameters are caused to influence the determined urgency parameter by differing degrees.

[6044] The above noted parameters indicative of urgency levels of tasks indicated by

notifications 546 may be referred to as an “urgency parameters.” No matter how such an urgency
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parameter is calculated, 1o some implementations, the urgency level of a task indicated by a
notification 546 may be determined based on the current value of the urgency parameter. For
example, in implementations in which the argency parameter is calculated so as to fall somewhere
between zero and one hundred percent, when the urgency parameter is less than thirty percent, the
notification 546 may be assigned a “standard” urgency level, when the urgency parameter is
between thirty and sixty percent, the notification 546 may be assigned a “low” urgency level, when
the urgency parameter is between sixty and ninety percent, the notification 546 may be assigned a
“medium” urgency level, and when the urgency parameter is greater than ninety percent, the

notification 546 may be assigned a “high” urgency level.

[G045] An indication of the determined urgency level of a notification 546 may be presented
on a client device 202 in any of a number of ways. In some implementations, for example, the
indication can be presented as a color difference between borders or other portions of respective
notifications 546, For example, notifications 546 having a “standard” urgency level may be
surrounded by a grey border, notifications 546 having a “low” urgency level may be surrounded by
a green border, notifications 346 having a “medium” urgency level may be surrounded by a yellow
border, and notifications 546 having a “high” urgency level may be surrounded by a red border. In
some implementations, different icons or other symbols may additionally or alternatively be
displayed in association with respective notifications 546 to indicate different urgency levels. In
some implementations, such indications may additionally or alternatively be provided by
presenting notifications having higher urgency levels (e.g., the “high” urgency level noted above)
within a particular region of display screen or within a fixed location within the activity feed 544
{e.g., a location that does not change when the other displayed notifications 546 are scrolled). In
some implementations, such indications may additionally or alternatively be presented by altering
a roanner in which the notifications 546 in the activity feed 344 are sorted, either autornatically,
e.g., by using the calculated urgency parameter to adjust the score assigned by the analytics service
536, or in response to user input, ¢.g., when the user 524 operates the user interface element 570
{shown m FIG. 5D} to select “urgency” as a sorting option, or when the user 524 selects a filter

option, e.g., via a user interface element 368, so as to view notifications 546 that have been
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assigned one or more particular urgency levels, e.g., to view only “high” urgency level
notifications. Selecting an “urgency” sorting option may, for example, cause the notifications 546
having the highest urgency parameters (calculated as discussed above) and/or the highest urgency
levels to appear closer to the top of the activity feed 544. Tn some implementations, such urgency
level indications may additionally or alternative be presented by causing the notification service
538 to “re-push” the notification to the client device 202, In some implementations, for example, a
user 524 may have dismissed a notification 546 from the activity feed 544. Upon detecting an
increased urgency level for such a notification 546, the notification service 538 may be instructed

to send another instance of the previously-dismissed notification 546 to the client device 202.

[G846] FIGS. 1 A and 1B show example implementations of a notification urgency
determination system 102 configured in accordance with some embodiments of the present
disclosure. In some implementations, the notification urgency determination system 102 may be
included amongst, or operate in conjunction with, the resource management service(s) 502
described below in connection with FIGS. 5A-D. As shown, in some embodiments, the
notification urgency determination system 102 may reference information stored in one or more
tables 104a, 104b to determine an urgency level of a task indicated by a first notification 106, 546
sent to a client device 202 (also shown in FIG(G. SA-C) operated by a first user 524 {(also shown in
FIGG. 5B & 5C). In the example shown in FIG. 1A, a “task completion” table 104a includes
information indicating whether particular tasks have been completed. One of the tasks represented
in the table 104a, e g, “Task A,” may be the task that is indicated by the first notification 106, 546.
The other tasks represented in the table may be the same task that is to be performed by multiple
mdividuals (e.g., resulting from a broadcasted message) and/or may be different tasks that are
determined to be related to the task indicated by the first notification 106, 546. In the example
shown in FIG. 1B, a “task pendency” table 104b inclaodes information indicating times at which
respective notifications 106, 346 were initiated as well as deadlines for completing the tasks
indicated by those notifications 106, 546. The entries for “Notification A” in the table 104b may,

for example, correspond to the first notification 106, 546 that is sent to the client device 202.
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(3477 As ilhustrated in FIGS. 1A-B, based on the information in either or both of the tables
104a-b, the notification urgency determination systern 102 may determine a current urgency level
of the task indicated by the first notification 106, 546, and may cause the client device 202 to
present an indication 108 of that determined urgency level, such as by causing the client device
202 o color code a portion of the first notification 106, 546 or by re-pushing the first notification
106, 346 to the chient device 202, The manner in which entries in the table(s} 1044, 104b may be
selected, updated, and used to assess the current urgency level of notifications 106, 546 is

described in detail below in connection with FIGS. 6-14.

100481 As shown in FIG. 1A, in some implementations, the notification urgency determination
system 102 may be configured to perform a routine 110 to determine the urgency level indication

108 and to cause that indication to be presented on the client device 202.

[(049] At astep 112 of the routine 110, the notification urgency determination system 102
may serd the notification 106, 546 to the client device 202. As noted, the notification 106, 546
may indicate a task that the first user 524 is to perform with respect to a resource accessible to the

notification urgency determination system 102.

[G050] At astep 114 of the routine 110, the notification urgency determination system 102
may tdentify a second task of a second user with respect to the resource. As noted above, such a
second task may be the same as the first task {e.g., resulting from a broadcasted message) or may

be different than, but related to, the first task.

[G651] At a step 116 of the routine 110, the notification urgency determination system 102
may determine that the second user has completed the second task. Such a determination may be

made, for example, by referencing the entries in the task completion table 104a.

[6052] At a step 118 of the routine 110, the notification urgency determination system 102
may determine a parameter indicating an urgency level of the first task, which parameter may be
based at least in part on the second user having completed the second task, e.g., based on the

entries in the task completion table 104a.
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[B3533 At a step 120 of the routine 110, the notification urgency determination system 102

may cause the urgency level indication 108 to be presented on the client device 202.

(B354 As shown in FIG. 1B, in some implementations, the notification urgency determination
system 102 may additionally or alternatively be configured to perform a routine 122 to determine
the urgency level indication 108 and to cause that indication to be presented on the client device

202.

[BB55] At a step 124 of the routine 122, the notification urgency determination system 102
may send the notification 106, 546 to the client device 202, As noted, the notification 106, 546
may indicate a task that the first user 524 is to perform with respect to a resource accessible to the

notification urgency determination system 102.

[B356] At a step 126 of the routine 122, the notification urgency determination system 102
may determine an initiation time of the notification 106, 546. The ipitiation time may, for example,
indicate a time at which the notification 106, 546 was first created or a time at which the
notification 106, 546 was first sent (o the client device 202. In some implementations, the

initiation time may be determined by referencing entries in the task pendency table 104b.

[G657] At astep 128 of the routine 122, the notification urgency determination system 102
may determine a deadline for completing the task indicated by the notification 106, 546. Sucha
determination may be made, for example, by referencing the entries in the task pendency table

104b.

[G058] At a step 130 of the routine 122, the notification urgency determination system 102
may determine a parameter indicating an urgency level of the task indicated by the notification 106,
546, which parameter may be based at least in part on the initiation time, the deadline, and a
current time. As noted above, in some implementations, such a parameter may be hased at least in
part on a determined ratio between (A} an amount of time that has elapsed since the notification

106, 5346 was initiated (or, alternatively, an amount of time remaining before a deadline set for
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completing the task indicated by the notification 106, 546), and (B) an amount of time between

when the notification 106, 546 was imtiated and the deadhipe.

(3359 At a step 132 of the routine 122, the notification urgency determination system 102

may cause the urgency level indication 108 to be presented on the client device 202.

[6060] Additional details and example implementations of embodiments of the present
disclosure are set forth below in Section F, following a description of example systems and

network environments in which such embodiments may be deployed.
B. Metwork Environment

(80617 Referring to FIG. 2, an illustrative network environment 200 is depicted. As shown,
the network environment 200 may include one or more clients 202(1)-202(n) (also generally
referred to as local machine(s) 202 or client(s) 202) in communication with one or more servers
204(1)-204(n) {also generally referred to as remote machine{s) 204 or server(s) 204) via one or
more networks 206(1)-206{n) (generally referred to as network(s) 206). In some embodiments, a
chient 202 may communicate with a server 204 via one or more apphiances 208(1)-208(n)
{generally referred to as appliance(s) 208 or gateway(s) 208). In some embodirments, a client
202 roay have the capacity to function as both a client node seeking access to resources provided

by a server 204 and as a server 204 providing access to hosted resources for other chients 202.

(362 Although the embodiment shown in FIG. 2 shows one or more networks 206 between
the clients 202 and the servers 204, in other embodiments, the clients 202 and the servers 204 may
be on the same network 206. When multiple networks 206 are emploved, the various networks
206 may be the same type of network or different types of networks. For example, in some
embodiments, the networks 206(1) and 206(n) may be private networks such as local area network
(LANs) or company Intranets, while the network 206(2) may be a public network, such as a
metropolitan area network (MAN), wide area network {(WAN), or the Internet. In other
embodiments, one or both of the network 206(1) and the network 206(n), as well as the network

206(2), may be public networks. In yet other embodiments, all three of the network 206(1), the
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network 206(2) and the network 206(n) may be private networks. The networks 206 may employ
one or more types of physical networks and/or network topologies, such as wired and/or wireless
networks, and may employ one or more communication transport protocols, sach as transmission
control protocol (TCP), internet protocol (IP), user datagram protocol (UDP) or other similar
protocols.  In some embodiments, the network{s) 206 may include one or more mobile telephone
networks that use various protocols to communicate among mobile devices. In some
embodiments, the network(s) 206 may inciude one or more wireless local-area networks
{WLANs). For short range communications within a WLAN, clients 202 may communicate using

802.11, Bluetooth, and/or Near Field Commuunication {(NFC).

[G663] As shown in FIG. 2, one or more appliances 208 may be located at various points or in
various conununication paths of the network environment 200. For example, the appliance 208(1)
may be deployed between the network 206(1) and the network 206(2), and the appliance 208(n)
may be deployed between the network 206(2) and the network 206{(n). In some embodiments, the
appliances 208 may communicate with one another and work in conjunction to, for example,
accelerate network traffic between the clients 202 and the servers 204. In some embodiments,
appliances 208 may act as a gateway between two or more networks. In other embodiments, one
or more of the apphiances 208 may instead be implemented in conjunction with or as part of a
single one of the clients 202 or servers 204 to allow such device to connect directly to one of the
networks 206. In some embodiments, one of more appliances 208 may operate as an application
delivery controller (ADC) to provide one or more of the clients 202 with access to business
applications and other data deployed in a datacenter, the cloud, or delivered as Software as a
Service (SaaS) across a range of client devices, and/or provide other functionality such as load
balancing, etc. o some embodiments, one or more of the appliances 208 may be implemented as
network devices sold by Cutrix Systems, Inc., of Fort Lauderdale, FL, such as Citrix Gateway™ or

Citrix ADC™,

[6064] A server 204 moay be any server type such as, for example: a file server; an application

server; a web server; a proxy server: an appliance; a network appliance; a gateway; an application
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gateway; a gateway server; a virtualization server; a deployment server; a Secure Sockets Layer
Virtnal Private Network (S51. VPN) server; a firewall; a web server; a server executing an active
directory; a cloud server; or a server executing an application acceleration program that provides

firewall functionality, application functionality, or load balancing functionality.

[3065] A server 204 may execute, operate or otherwise provide an application that miay be any
one of the following: software; a prograry; executable 1nstructions; a virtual machine; a hypervisor;
a web browser; a web-based client; a client-server application: a thin-client computing client; an
ActiveX control; a Java applet; software related to voice over internet protocol (VolP)
communications like a soft [P telephone; an application for streaming video and/or audio: an
application for facilitating real-time-data communications; a HTTP client; a FTP client; an Oscar

client; a Telnet client; or any other set of executable instructions.

[4066] in some embodiments, a server 204 may execute a remote presentation services
program or other program that uses a thin-client or a remote-display protocol to capture display
output generated by an application executing on a server 204 and transmit the application display

output to a client device 202.

(40671 In yet other embodiments, a server 204 may execute a virtual machine providing, to a
user of a client 202, access to a computing environment. The client 202 may be a virtual machine.
The virtual machine may be managed by, for example, a hypervisor, a virtual machine manager

(VMM), or any other hardware virtualization technigue within the server 204.

[4068] As shown in FI1G. 2, in some embodiments, groups of the servers 204 may operate as
one or more server farms 210. The servers 204 of such server farms 210 may be logically grouped,
and may either be geographically co-located (e.g., on premises) or geographically dispersed (e.g.,
cloud based) from the clients 202 and/or other servers 204. In some embodiments, {two or more
server farms 210 may communicate with one another, e.g., via respective appliances 208
connected to the network 206(2), to allow multiple server-based processes to interact with one

another.
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(3369 As also shown in FIG. 2, in some embodiments, one or more of the appliances 208 may
inclade, be replaced by, or be in communication with, one or more additional appHances, such as
WAN optimization appliances 212(1)-212(n), referred to generally as WAN optimization
appliance(s) 212. For example, WAN optimization appliances 212 may accelerate, cache,
compress or otherwise optimize or improve performance, operation, flow control, or quality of
service of network traffic, such as traffic to and/or from a WAN connection, such as optimizing
Wide Area File Services (WAFS), accelerating Server Message Block (SMB) or Common Internet
File System (CIFS). In some embodiments, one or more of the appliances 212 may be a

performance enhancing proxy or a WAN optimization controller.

[G070] In some embodiments, one or more of the appliances 208, 212 may be implemented as
products sold by Citrix Systems, Inc., of Fort Lauderdale, FL, such as Citrix SD-WAN™ or Citrix
Cloud™. For example, in some implementations, one or more of the appliances 208, 212 may be
cloud connectors that enable communications to be exchanged between resources within a cloud

computing environment and resources outside such an environment, e.g., resources hosted within

a data center of an organization.

. Computing Environment

(6071} FIG. 3 illustrates an example of a computing system 300 that may be used to implement
one or more of the respective components {e.g., the clients 202, the servers 2{4, the appliances 208,
212} within the network environment 200 shown in FIG. 2. As shown in FIG. 3, the computing
system 300 may include one or more processors 302, volatile memory 304 {(e.g., RAM),
non-volatile memory 306 (e.g., one or more hard disk drives (HDDs) or other magnetic or optical
storage media, one or more solid state drives (S5Ds) such as a flash drive or other solid state
storage media, one or more hybrid magnetic and solid state drives, and/or one or more virtual
storage volumes, such as a cloud storage, or a combination of such physical storage volumes and
virtual storage volumes or arrays thereof), a user interface (U} 308, one or more communications

interfaces 310, and a communication bus 312. The user interface 308 may include a graphical user
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mterface (GUI) 314 (e.g., a touchscreen, a display, etc.) and one or more jnput/output (VO) devices
316 (e.g., a mouse, a kevboard, etc.). The non-volatile mewmory 306 may store an operating system
318, one or more applications 320, and data 322 such that, for example, computer instructions of
the operating system 318 and/or applications 320 are executed by the processor(s) 302 out of the
volatile memory 304. Data may be entered using an input device of the GUI 314 or received from
VO device(s) 316. Various elements of the computing system 300 may communicate via
communication the bus 312, The computing system 300 as shown in FIG. 3 is shown merely as an
example, as the clients 202, servers 204 and/or appliances 208 and 212 may be implemented by
any computing or processing environment and with any type of machine or set of machines that

may have suitable hardware and/or software capable of operating as described herein.

[6672] The processor(s) 302 may be implemented by one or more programmable processors
executing one or more computer programs to perform the functions of the system. As used herein,
the term “processor” describes an electronic circuit that performs a function, an operation, or a
sequence of operations. The function, operation, or sequence of operations may be hard coded into
the electronic circuit or soft coded by way of instructions held i a memory device. A “processor”
may perform the function, operation, or sequence of operations using digital values or using
analog signals. In some embodiments, the “processor” can be embodied in one or more
application specific integrated circuits {ASICs), microprocessors, digital signal processors,
microcontrollers, field programmable gate arrays (FPGAs), programmable logic arrays (PLAs),
multi-core processors, or general-purpose computers with associated memory. The “processor”
may be analog, digital or mixed-signal. In some embodiments, the “processor” may be one or

more physical processors or one or more “virtual” {e.g., remotely located or “cloud”) processors.

[BG73 The commumnications interfaces 310 may inchude one or more interfaces to enable the
computing system 300 to access a computer network such as a Local Area Network (LAN), a Wide
Area Network (WAN), a Personal Area Network (PAN), or the Internet through a variety of wired

and/or wireless connections, including cellular connections.



WO 2021/226745 PCT/CN2020/089364
19

(33743 As noted above, 1n some embodiments, one or more computing systems 300 may
execute an application on behalf of a user of a client computing device {e.g., a client 202 shown in
FIG. 2), may execute a virtaal machine, which provides an execution session within which
applications execute on behalf of a user or a client computing device {e.g., a client 202 shown in
FIG. 2), such as a hosted desktop session, may execute a termiinal services session to provide a
hosted desktop environment, or may provide access (o a computing environment including one or
more of: one or more applications, one or more desktop applications, and one or more desktop

sessions in which one or more applications may execute.

D. Systems and Methods for Delivering Shared Resources Using a Cloud Computing

Environment

[B37 5] Referring to FIG. 4, a cloud computing environment 400 is depicted, which may also
be referred to as a cloud environment, cloud computing or cloud network. The cloud computing
environment 400 can provide the delivery of shared computing services and/or resources to
multiple users or tenants. For example, the shared resources and services can include, but are not
limited to, networks, network bandwidth, servers, processing, memory, storage, applications,

virtual machines, databases, software, hardware, analytics, and intelligence.

100761 In the cloud computing environment 400, one or more clients 202 (such as those
described in connection with FIG. 2) are in comnmnication with a cloud network 434, The cloud
network 404 may include back-end platforms, e.g., servers, storage, server farms and/or data
centers. The clients 202 may correspond to a single organization/tenant or multiple
organizations/tenants. More particularly, in one example implementation, the cloud computing
environment 400 may provide a private cloud serving a single organization {e.g., enterprise cloud).
In another example, the cloud computing environment 400 may provide a community or public

cloud serving multiple organizations/tenants.

(60771 In some embodiments, a gateway appliance(s) or service may be utilized to provide

access to cloud computing resources and virtual sessions. By way of example, Citrix Gateway,
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provided by Citrix Systems, Inc., may be deployed on-premises or on public clouds to provide
users with secure access and single sign-on to virtaal, SaaS and web applications. Furthermore, to
protect users from web threats, a gateway such as Citrix Secure Web Gateway may be used. Citrix
Secure Web Gateway uses a cloud-based service and a local cache to check for URL reputation

and category.

[GO78] Io still further embodiments, the cloud computing environment 400 may provide a
hybrid cloud that is a combination of a public cloud and one or more resources located outside
such a cloud, such as resources hosted within one or more data centers of an organization. Pablic
clouds may include public servers that are maintained by third parties to the clients 202 or the
enterprise/tenant. The servers may be located off-site in remote geographical locations or
otherwise. In some implementations, one or more cloud connectors may be used to facilitate the
exchange of communications between one more resources within the cloud computing

environment 400 and one or more resources outside of such an environment.

[G679] The cloud computing environment 400 can provide resource pooling to serve multiple
users via clients 202 through a multi-tenant environment or multi-tenant model with different
physical and virtual resources dynamically assigned and reassigned responsive to different
demands within the respective environment. The multi-tenant environment can include a system
or architecture that can provide a single instance of software, an application or a software
application to serve multiple users. In some embodiments, the cloud computing environment 400
can provide on-demand self-service to unilaterally provision computing capabilities (e.g., server
time, network storage) across a network for multiple chients 202. By way of example, provisioning
services may be provided through a system such as Citrix Provisioning Services {Citrix PVS).
Citrix PVS is a software-streaming technology that delivers patches, updates, and other
configuration information to multiple virtual desktop endpoints through a shared desktop image.
The cloud cormputing environment 400 can provide an elasticity to dynamically scale out or scale

in response to different demands from one or more clients 202, In some embodiments, the cloud
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computing environment 400 may include or provide monitoring services to monitor, conirol

and/or generate reports corresponding to the provided shared services and resources.

KR In some embodiments, the cloud computing environment 400 way provide cloud-based
delivery of different types of cloud computing services, such as Software as a service (5aa8) 402,
Platform as a Service (PaaS) 404, Infrastructure as a Service {IaaS) 406, and Desktop as a Service
(DaaS) 408, for example. IaaS may refer to a user renting the use of infrastructure resources that
are needed during a specified time period. 1aaS providers may offer storage, networking, servers
or virtualization resources from large pools, allowing the users to quickly scale up by accessing
more resources as needed. Examples of aaS include AMAZON WEB SERVICES provided by
Amazon.com, Inc., of Seattle, Washington, RACKSPACE CLOUD provided by Rackspace US,
Inc., of San Antonio, Texas, Google Compute Engine provided by Google Inc. of Mountain View,

California, or RIGHTSCALE provided by RightScale, Inc., of Santa Barbara, California.

100811 PaaS providers may offer functionality provided by 1aaS, including, e.g., storage,
networking, servers or virtualization, as well as additional resources such as, e.g., the operating
system, middleware, or runtime resources. Examples of PaaS include WINDOWS AZURE
provided by Microsoft Corporation of Redmond, Washington, Google App Engine provided by

Google Inc., and HEROKU provided by Heroku, Inc. of San Francisco, California.

(40821 Saa$S providers may offer the resources that PaaS provides, including storage,
networking, servers, virtualization, operating system, middleware, or runtime resources. In some
embodiments, SaaS providers may offer additional resources including, e.g., data and application
resources. Examples of SaaS include GOOGLE APPS provided by Google Inc., SALESFORCE
provided by Salesforce.com Inc. of San Francisco, California, or OFFICE 365 provided by
Microsoft Corporation. Examples of SaaS may also include data storage providers, e.g. Citrix
ShareFile from Citrix Systems, DROPBOX provided by Dropbox, Inc. of San Francisco,
California, Microsoft SKYDRIVE provided by Microsoft Corporation, Google Drive provided by
Google Inc., or Apple ICLOUD provided by Apple Inc. of Capertino, California.
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Strnilar to SaaS, DaaS (which is also known as hosted desktop services) i1s a form of virtnal
desktop infrastructure (VD) in which virtaal desktop sessions are typically delivered as a cloud
service along with the apps used on the virtual desktop. Citrix Cloud from Citrix Systems is one
example of a DaaS delivery platform. DaaS delivery platforms may be hosted on a public cloud
computing infrastructure, such as AZURE CLOUD from Microsoft Corporation of Redmond,
Washington, or AMAZON WEB SERVICES provided by Amazon.com, Inc., of Seattle,
Washington, for example. In the case of Citrix Cloud, Citrix Workspace app may be used as a
single-entry point for bringing apps, files and desktops together (whether on-premises or in the

cloud) to deliver a unified experience.

. Systerns and Methods for Managing and Streamlining Access by Client Devices to a

Variety of Resources

(383 FIG. 5A is a block diagram of an exarople multi-resource access system 500 in which
one OF more resource management services 302 may manage and streamline access by one or more
chients 202 to ove or roore resource feeds 504 (via one or more gateway services 506) and/or one or
more software-as-a-service {SaaS) applications 508. In particular, the resource management
service(s} 502 may employ an identity provider 510 to authenticate the identity of a user of a client
202 and, following authentication, identify one of more resources the user is authorized to access.
In response to the user selecting one of the identified resources, the resource management service(s)
502 may send appropriate access credentials to the requesting chlient 202, and the chient 202 may
then use those credentials to access the selected resource. For the resource feed(s) 504, the client
202 may use the supplied credentials to access the selected resource via a gateway service 506.
For the SaaS application(s) 508, the client 202 may use the credentials to access the selected
application directly.

[6084] The client(s) 202 may be any type of computing devices capable of accessing the
resource feed(s) 504 and/or the SaaS application(s) 508, and may, for example, include a variety of

desktop or laptop computers, smartphones, tablets, etc. The resource feed(s) 504 may include any
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of numerous resource types and may be provided from any of numerous locations. In some
embodiments, for example, the resource feed(s) 504 may include one or more systems or services
for providing virtual applications and/or deskiops to the chient(s) 202, one or more file repositories
and/or file sharing systems, one or more secure browser services, one or ruotre access control
services for the SaaS applications 508, one or roore management services for local applications on
the client(s) 202, one or more internet enabled devices or sensors, etc. The resource management
service(s) 502, the resource feed(s) 504, the gateway service(s) 506, the SaaS application(s) 50%,
and the identity provider 510 may be located within an on-premises data center of an organization
for which the multi-resource access system 500 is deployed, within one or more cloud computing

environments, or elsewhere.

[8085] FIG. 5B is a block diagram showing an example implementation of the multi-resource
access system 500 shown in FIG. 5A in which various resource management services 502 as well
as a gateway service 306 are located within a cloud computing environment 312. The cloud
computing environment may, for example, include Microsoft Azure Cloud, Amazon Web Services,
Google Cloud, or IBM Cloud. It should be appreciated, however, that in other implementations,
one or more (or all} of the components of the resource management services 502 and/or the
gateway service 306 may alternatively be located outside the cloud computing environment 512,

such as within a data center hosted by an organization.

[3086] For any of the illustrated components {other than the client 202) that are not based
within the cloud computing environment 512, cloud connectors (not shown in FIG. 5B) may be
used to interface those components with the cloud computing environment 512. Such cloud
connectors may, for example, run on Windows Server instances and/or Linux Server instances
hosted in resource locations and may create a reverse proxy to route traffic between those resource
locations and the cloud computing environment 512, In the illustrated example, the cloud-based
resource managernent services 302 inchide a client interface service 514, an identity service 516, a
resource feed service 518, and a single sign-on service 520. As shown, in some embodiments, the

client 202 may use a resource access application 322 to coromunicate with the client interface
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service 314 as well as to present a user interface on the client 202 that a user 524 can operate to
access the resource feed(s) 504 and/or the SaaS application{s) 508. The resource access
application 522 may either be installed on the client 202, or may be executed by the client interface
service 514 (or elsewhere in the multi-resource access system 300) and accessed using a web

browser {not shown in FIG. 3B) on the client 202.

(G871 As explained in more detail below, in some embodiments, the resource access
application 522 and associated components may provide the user 524 with a personalized,
all-in-one interface enabling instant and seamless access to all the user’s SaaS and web
applications, files, virtual Windows applications, virtual Linux applications, desktops, mobile

apphications, Citrix Virtual Apps and Desktops™, local applications, and other data.

[3038] When the resource access application 522 is launched or otherwise accessed by the user
524, the client interface service 514 may send a sign-on request to the identity service 516. In
some embodiments, the identity provider 510 may be located on the premises of the organization
for which the multi-resource access system 500 is deployed. The identity provider 510 may, for
example, correspond to an on-premises Windows Active Directory. In such embodiments, the
identity provider 510 may be connected to the cloud-based identity service 516 using a cloud
connector (not shown in FIG. 5B), as described above. Upon receiving a sign-on request, the
identity service 516 may cause the resource access application 522 {via the client interface service
514} to prompt the user 524 for the user’s authentication credentials (e g, user-name and
password). Upon recetving the user’s authentication credentials, the client interface service 514
may pass the credentials along to the identity service 516, and the identity service 516 may, in turn,
forward them to the identity provider 310 for authentication, for example, by comparing them
against an Active Directory domain. Once the identity service 516 receives confirmation from the
identity provider 510 that the user’s identity has been properly authenticated, the client interface
service 514 may send a reguest to the resource feed service 518 for a list of subscribed resources

for the user 524.
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(B389 In other embodiments (not iltustrated in FIG. 5B), the identity provider 510 may be a
cloud-based identity service, such as a Microsoft Azure Active Directory. In such embodiments,
upon receiving a sign-on request from the client interface service 514, the identity service 516 may,
via the client interface service 514, cause the client 202 to be redirected to the cloud-based identity
service to complete an authentication process. The cloud-based identity service may then cause
the client 202 to prompt the user 524 to enter the user’s authentication credentials. Upon
determining the user’s identity has been properly authenticated, the cloud-based identity service
may send a message to the resource access application 522 indicating the authentication attempt
was successtul, and the resource access application 522 may then inform the client interface
service 514 of the successfully authentication. Unce the identity service 516 receives confirmation
from the client interface service 514 that the user’s identity has been properly authenticated, the
client interface service 514 may send a request to the resource feed service 51§ for a list of

subscribed resources for the user 524,

[G090] The resource feed service 518 may request identity tokens for configured resources
from the single sign-on service 520. The resource feed service 518 may then pass the feed-specific
identity tokens it receives to the points of authentication for the respective resource feeds 504. The
resource feeds 504 may then respond with lists of resources configured for the respective identities.
The resource feed service 518 may then aggregate all items from the different feeds and forward
them to the client interface service 514, which may cause the resource access application 522 to
present a list of available resources on a user interface of the client 202. The list of available
resources may, for example, be presented on the user interface of the client 202 as a set of
selectable icons or other elements corresponding to accessible resources. The resources so
ideuntified may, for example, inchide one or more virtual applications and/or desktops {(e.g., Citrix
Virtual Apps and Desktops™, VMware Horizon, Microsoft RDS, etc.), one or more file
repositories and/or file sharing systems (e.g., Sharefile®, one or more secure browsers, one or
more internet enabled devices or sensors, one or more local applications installed on the client 202,
and/or one or more SaaS applications 308 to which the user 524 has subscribed. The lists of local

applications and the Saa8 applications 308 may, for example, be supplied by resource feeds 504
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for respective services that manage which such applications are to be wade available to the user
324 via the resource access application 522, Examples of SaaS applications 508 that may be
managed and accessed as described herein include Microsoft Office 365 applications, SAP 5aa8

applications, Workday applications, etc.

[6091] For resources other than local applications and the Saa8 application{s) 508, upon the
user 524 selecting oune of the listed available resources, the resource access application 522 way
cause the client interface service 514 to forward a request for the specified resource to the resource
feed service S18. Tu response to receiving such a request, the resource feed service 518 may
request an identity token for the corresponding feed from the single sign-on service 520. The
resource feed service 518 may then pass the identity token received from the single sign-on service
520 to the client interface service 514 where a launch ticket for the resource may be generated and
sent to the resource access application 522. Upon receiving the launch ticket, the resource access
application 522 may initiate a secure session to the gateway service 506 and present the launch
ticket. When the gateway service 506 is presented with the launch ticket, it may initiate a secure
session to the appropriate resource feed and present the identity token to that feed to seamlessly
authenticate the user 524. Once the session initializes, the client 202 may proceed to access the

selected resource.

[6092] ‘When the user 524 selects a local application, the resource access application 522 may
cause the selected local application to launch on the client 202, When the user 524 selects a SaaS
application 508, the resource access application 522 may cause the client interface service 514 t©
request a one-time uniform resource locator {URL) from the gateway service 506 as well a
preferred browser for use in accessing the SaaS application 508. After the gateway service 506
returns the one-time URL and identifies the preferred browser, the client interface service 514 may
pass that information along to the resource access application 522. The chient 202 may then launch
the identified browser and initiate a connection o the gateway service 506. The gateway service
506 may then request an assertion from the single sign-on service 520. Upon receiving the

assertion, the gateway service 506 may cause the identitied browser on the client 202 to be
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redirected to the logon page for identified SaaS application 508 and present the assertion. The
SaaS may then contact the gateway service 506 to validate the assertion and authenticate the user
524. (mce the user has been authenticated, communication may occur divectly between the
ideuntified browser and the selected SaaS application 508, thus allowing the user 524 to use the

client 202 to access the selected Saa$S application 508.

[(093] In some embodiments, the preferred browser identified by the gateway service 506
may be a specialized browser embedded in the resource access application 522 (when the resource
application 1s installed on the client 202) or provided by one of the resource feeds 504 (when the
resource application 522 is located remotely), e.g., via a secure browser service. In such
embodiments, the SaaS applications 508 may incorporate enhanced security policies to enforce
one or more restrictions on the embedded browser. Examples of such policies include (1}
requiring use of the specialized browser and disabling use of other local browsers, (2) restricting
clipboard access, e.g., by disabling cut/copy/paste operations between the application and the
clipboard, (3) restricting printing, e.g., by disabling the ability to print from within the browser, (3)
restricting navigation, e.g., by disabling the next and/or back browser buttons, (4) restricting
downloads, e.g., by disabling the ability to download from within the SaaS application, and (5)
displaying watermarks, e.g., by overlaying a screen-based watermark showing the username and
1P address associated with the client 202 such that the watermark will appear as displayed on the
screen if the user tries to print or take a screenshot. Further, in some embodiments, when a user
selects a hyperlink within a SaaS application, the specialized browser may send the URL for the
Hnk to an access control service {e.g., implemented as one of the resource feed(s) 504) for
assessment of its security risk by a web filtering service. For approved URLs, the specialized
browser may be permitted to access the link. For suspicious links, however, the web filtering
service may have the client interface service 514 send the link to a secure browser service, which
may start a new virtual browser session with the client 202, and thus allow the user to access the

potentially harmtul linked content in a safe environment.
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(3394 In some embodiments, in addition to or in lieu of providing the user 5324 with a list of
resources that are available to be accessed individoally, as described above, the user 524 may
nstead be permitted to choose to access a streamiined feed of event notifications and/or available
actions that may be taken with respect to events that are automatically detected with respect to one
or more of the resources. This streamlined resource activity feed, which may be customized for
individual users, roay allow users to monitor important activity involving all of their
resources—>3aal applications, web applications, Windows applications, Linux applications,
desktops, file repositories and/or file sharing systems, and other data through a single interface,
without needing to switch context from one resource to another. Further, event notifications in a
resource activity feed may be accompanied by a discrete set of user-interface elements, e.g.,
“approve,” “deny,” and “see more detail” buttons, allowing a user to take one or more simple
actions with respect to events right within the user’s feed. In some embodiments, sucha
streamlined, intelligent resource activity feed may be enabled by one or more micro-applications,
or “microapps,” that can interface with underlying associated resources using APIs or the like.
The responsive actions may be user-initiated activities that are taken within the microapps and that
provide inputs to the underlying applications through the AP{ or other interface. The actions a user
performs within the microapp may, for example, be designed to address specific conimon
problems and use cases guickly and easily, adding to increased user productivity {(e.g., request
personal time off, submit a help desk ticket, etc.). In some emnbodiments, notifications from such
event-driven microapps may additionally or alternatively be pushed to clients 202 to notify a user
524 of something that requires the user’s attention {e.g., approval of an expense report, new course

available for registration, etc.).

[6095] FIG. 3C is a block diagram sitotlar to that shown in FIG. 5B but in which the available
resources (e.g., SaaS applications, web applications, Windows applications, Linux applications,
desktops, file repositories and/or file sharing systems, and other data) are represented by a single
box 526 labeled “systems of record,” and further in which several different services are mcluded
within the resource management services block 502, As explained below, the services shown in

FIG. 3C may enable the provision of a streamlined resource activity feed and/or notification
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process for a client 202. In the example shown, in addition o the chient interface service 514
discussed above, the Hustrated services include a mucroapp service 528, a data integration
provider service 530, a credential wallet service 532, an active data cache service 534, an analytics
service 536, and a notification service 538. In various embodiments, the services shown in FIG.
5C may be employed either in addition to or instead of the different services shown in FIG. 3B.
Further, as noted above 1n connection with FIG. 5B, it should be appreciated that, in other
implementations, one or more {(or all} of the components of the resource management services 502
shown in FIG. 3C may alternatively be located outside the cloud computing environment 512,

such as within a data center hosted by an organization.

[(096] In some embodiments, a microapp may be a single use case made available to users to
streamline functionality from complex enterprise applications. Microapps may, for example,
utilize APls available within Saa$, web, or home-grown applications allowing users to see content
without needing a full launch of the application or the need to switch context. Absent such
microapps, users would need to launch an application, navigate to the action they need to perform,
and then perform the action. Microapps may streamline routine tasks for frequently performed
actions and provide users the ability to perform actions within the resource access application 522
without having to launch the native application. The system shown in FIG. 5C may, for example,
aggregate relevant notifications, tasks, and insights, and thereby give the user 524 a dynamic
productivity tool. In some embodiments, the resource activity feed may be intelligently populated
by utilizing machine learning and artificial intelligence (Al) algorithms. Further, in some
irmplementations, microapps may be configured within the cloud computing environment 312,
thus giving administrators a powerful tool to create more productive worktlows, without the need
for additional infrastructure. Whether pushed to a user or initiated by a user, microapps may
provide short cuts that siroplify and strearoline key tasks that would otherwise require opening full
enterprise applications. In some embodiments, out-of-the-box terplates may allow admiunistrators
with AP account permissions to build microapp solutions targeted for their needs. Administrators

may also, in some embodiments, be provided with the tools they need to build custom microapps.
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(60971 Referring to FIG. SC, the systems of record 526 may represent the applications and/or
other resources the resource management services 302 may interact with to create microapps.
These resources may be SaaS applications, legacy applications, or howegrown applications, and
can be hosted on-premises or within a cloud computing environment. Counectors with
out-of-the-box templates for several applications may be provided and integration with other
applications may additionally or alternatively be configured through a wicroapp page builder.
Such a microapp page builder may, for example, connect to legacy, on-premises, and SaaS
systems by creating streamlined user workflows via microapp actions. The resource management
services 502, and in particular the data integration provider service 530, may, for example, support
REST APL JSON, OData-JSON, and 6ML. As explained in more detail below, the data
integration provider service 530 may also write back to the systems of record, for example, using

OAutXXH?2 or a service account.

(3098 In some embodiments, the microapp service 528 may be a single-tenant service
responsible for creating the microapps. The microapp service 528 may send raw events, pulled
from the systems of record 526, to the analytics service 536 for processing. The microapp service

may, for example, periodically pull active data trom the systems of record 526.

[6099] In some embodiments, the active data cache service 534 may be single-tenant and may
store all configuration information and microapp data. It may, for example, utilize a per-tenant

database encryption key and per-tenant database credentials.

[6100] In some embodiments, the credential wallet service 532 may store encrypted service

credentials for the systems of record 526 and user OAutXXH?2 tokens.

[6101] In some embodiments, the data integration provider service 530 may interact with the
systems of record 526 to decrypt end-user credentials and write back actions to the systerns of
record 526 under the identity of the end-user. The write-back actions may, for example, utilize a
user’s actual account to ensure all actions performed are compliant with data policies of the

application or other resource being interacted with.
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[Bi102] In some embodiments, the analytics service 536 may process the raw events recetved
from the microapps service 528 to create targeted scored notifications and send such notifications

to the notification service 538.

[4103] Finally, 1n some embodiments, the notification service 538 may process any

notifications it receives from the analytics service 536. In some iroplementations, the notification
service 538 may store the notifications in a database to be later served in an activity feed. In other
embodiments, the notification service 338 may additionally or alternatively send the notifications

out imynediately to the client 202 as a push notification to the user 524.

[6104] In sore embodiments, a process for synchronizing with the systems of record 526 and
generating notifications may operate as follows. The microapp service 528 may retrieve encrypted
service account credentials for the systems of record 526 from the credential wallet service 532
and request a sync with the data integration provider service 530. The data integration provider
service 530 may then decrypt the service account credentials and use those credentials to retrieve
data from the systems of record 526. The data integration provider service 530 may then stream
the retrieved data to the microapp service 528. The microapp service 528 may store the received
systems of record data in the active data cache service 534 and also send raw events to the analytics
service 536. The analytics service 536 may create targeted scored notifications and send such
notifications to the notification service 538. The notification service 538 may store the
notifications in a database to be later served in an activity feed and/or may send the notifications

out immediately to the client 202 as a push notification to the user 524.

[6105] In some embodiments, a process for processing a user-initiated action via a microapp

may operate as follows. The client 202 may receive data from the microapp service 528 (via the
client interface service 514) to render information corresponding to the microapp. The microapp
service 528 may receive data from the active data cache service 534 to support that rendering. The
user 524 may invoke an action from the microapp, causing the resource access application 522 to
send an action request to the microapp service 328 (via the client interface service 514). The

microapp service 328 may then retrieve from the credential wallet service 532 an encrypted
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OautXXH?2 token for the system of record for which the action is to be invoked, and may send the
action to the data integration provider service 530 together with the encrypted CAutXXH?2 token.
The data integration provider service 530 may then decrypt the OAutXXH?2 token and write the
action to the appropriate system of record under the identity of the user 524, The data integration
provider service 330 may then read back changed data from the written-to system of record and
send that changed data to the microapp service 528. The microapp service 328 way then update
the active data cache service 534 with the updated data and cause a message to be sent to the
resource access application 522 (via the client interface service 514) notifying the user 524 that the

action was successfully completed.

[4106] in some embodiments, in addition to or in lieu of the functionality described above, the
resource management services 502 may provide users the ability to search for relevant information
across all files and applications. A simple keyword search may, for example, be used to find

application resources, SaaS applications, desktops, files, etc. This functionality may enhance user

productivity and efficiency as application and data sprawl is prevalent across all organizations.

101071 In other embodiments, in addition to or in lieu of the functionality described above, the
resource management services 502 may enable virtual assistance functionality that aliows users to
remain productive and take quick actions. Users may, for example, interact with the “Virtual
Assistant” and ask questions such as “What 1s Bob Smith’s phone number?” or “What absences are
pending my approval?” The resource management services 502 may, for example, parse these
requests and respond because they are integrated with multiple systemns on the back-end. In some
embodiments, users may be able to interact with the virtual assistant through either the resource
access application 522 or directly from another resource, such as Microsoft Teams. This feature
may allow employees to work efficiently, stay organized, and deliver only the specific information

they’re looking for.

[6108] FIG. 3D shows how a display screen 340 presented by a resource access application
522 (shown 1n FIG. 5C) may appear when an intelligent activity feed feature is employed and a

user is logged on to the system. Such a screen may be provided, for example, when the user clicks
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on or otherwise selects a “home” user mnterface element 542. As shown, an activity feed 544 may
be presented on the screen 540 that includes a plurality of notifications 546 about respective events
that occurred within various applications to which the user has access rights. An example

immplementation of a system capable of providing an activity feed 544 like that shown is described

above in connection with FIG. 5C. As explained above,

s

a user’s authentication credentials may be
used to gain access to various systems of record {e.g., SalesForce, Ariba, Concur, RightSignature,
etc.) with which the user has accounts, and events that occur within such systems of record may be
evaluated to generate notifications 546 to the user concerning actions that the user can take relating
to such events. As shown in FIG. 5D, in some implementations, the notifications 546 may include
a title 560 and a body 562, and may also include a logo 564 and/or a name 566 of the system or
record to which the notification 546 corresponds, thus helping the user understand the proper
context with which to decide how best to respond to the notification 546. In some
implementations, one of more filters may be used to control the types, date ranges, etc., of the
notifications 546 that are presented in the activity feed 544. The filters that can be used for this
purpose may be revealed, for example, by clicking on or otherwise selecting the “show filters” user
interface element 568. Further, in some embodiments, a user interface element 570 may
additionally or alternatively be employed to select a manner in which the notifications 546 are
sorted within the activity feed. In some implementations, for example, the notifications 546 may
be sorted 1n accordance with the “date and time” they were created (as shown for the element 570
in FIG. 5D), a “relevancy” mode (not illustrated) may be selected (e.g., using the element 570) in
which the notifications may be sorted based on relevancy scores assigned to them by the analytics
service 536, and/or an “application” mode (not tlustrated) may be selected (e.g., using the element

570) in which the notifications 546 may be sorted by application type.

[6109] Wheun presented with such an activity feed 544, the user may respond to the
notifications 546 by clicking on or otherwise selecting a corresponding action elernent 348 {e.g.,
“Approve,” “Reject,” “Open,” “Like,” “Submit,” etc.), or else by dismissing the notification, e.g,,
by clicking on or otherwise selecting a “close” element 350. As explained in connection with FIG.

5C below, the notifications 546 and corresponding action elements 548 may be implemented, {or
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example, using “microapps” that can read and/or write data to systems of record using application
programming interface (AP functions or the like, rather than by performing full launches of the
applications for such systems of record. In some imaplementations, a user may additionally or
alternatively view additional details concerning the event that triggered the notification and/or
may access additional functionality enabled by the wicroapp corresponding to the notification 5346
(e.g., in a separate, pop-up window corresponding to the microapp) by clicking on or otherwise
selecting a portion of the notification 546 other than one of the user-interface elements 548, 550.
In some embodiments, the user may additionally or alternatively be able to select a user interface
element either within the notification 546 or within a separate window corresponding to the
microapp that allows the user to launch the native application to which the notification relates and
respond to the event that prompted the notification via that native application rather than via the
microapp. In addition to the event-driven actions accessible via the action elements 54% in the
notifications 546, a user may alternatively initiate microapp actions by selecting a desired action,
e.g., via a drop-down menu accessible using the “action” user-interface element 552 or by
selecting a desired action from a list 554 of recently and/or commonly used microapp actions. As
shown, the user may also access files (e.g., via a Citrix ShareFile™ platform) by selecting a
desired file, e.g., via a drop-down menu accessible using the “files” user interface element 556 or

by selecting a desired file from a list 558 of recently and/or commonly used files.

01101 Although not shown in FIG. 3D, it should be appreciated that, in some implementations,
additional resources may also be accessed through the screen 540 by clicking on or otherwise
selecting one or more other user interface elements that may be presented on the screen. For
example, in some ernbodiments, one or more virtualized applications roay be accessible (e.g., viaa
Citrix Virtual Apps and Desktops™ service) by clicking on or otherwise selecting an “apps”
user-interface element (not shown) to reveal a list of accessible applications and/or one or more
virtualized desktops may be accessed (e.g., via a Curix Virtual Apps and Desktops™ service) by
clicking on or otherwise selecting a “desktops” user-interface element (not shown) to reveal a list

of accessible desktops.
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9311 The activity feed shown in FIG. 5D provides sigunificant benefits, as it allows a user to
respond to application-specific events generated by disparate systems of record without needing (o

navigate to, launch, and interface with multiple different native applications.

O Detailed Description of Example Embodiments of Systems and Methods for

indicating the Relative Urgency of Activity Feed Notifications

31123 As discussed above in Section A, in some embodiments, a notification urgency
deterroination systern 102 (shown in FIGS. 1 A & 1B) may determine the relative urgency levels of
tasks indicated by respective notifications 106, 546 for an activity feed 544 presented on a client
device 202, and may cause the chient device 202 to present indications, e.g., urgency level
indication 108, of such urgency levels so as to allow the user 524 of the client device 202 to
respond accordingly. As was described in Section A, in some implementations, entries in one or
more tables 104a, 104b may be populated and used o assess the urgency levels of respective tasks.

Further, as was also noted in Section A, different factors may be taken into account when assessing

the argency levels of different types of tasks.

[6113] FIG. 6 shows example components that may be included within the notification
urgency determination system 102 to enable the system 102 to determine urgency level indications,
e.g., the urgency level indication 108 shown in FIGS. 1A & 1B, for respective notifications 106,
546, and to present such indications on one or more client devices 202. As shown, in some
implementations, the system 102 may include one or more databases 602, one or more processors
604 and one or more computer readable mediums 606. The processor{s) 604 and computer
readable medium(s) 606 may be disposed at any of various locations with respect the client
device(s) 202. In some implementations, some or all of the processor(s) 604 and computer
readable medium(s) 606 may be located remote from the client device(s) 202 and may
communicate with the client device(s) 202 over one or more networks, such as the networks 206
described above in connection with FIG. 2. In some embodiments, for example, some or all of the

processor(s) 604 and computer readable medium(s) 606 may be included within, or operate in
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conjunction with, the resource management service(s) 302 described above in connection with
FIGS. 5A-5C. In some implementations, one or more of the processor(s) 604 and computer
readable medium(s) 606 may additionally or alternatively be included within one or more of client
device(s) 202. Examples of particular functionalities of the system 102 that may be eraployed
within the resource management service(s) 502 and/or the client device(s) 202 are described

below.

piidy As iHustrated in FIG. 6, regardiess of where the processor(s) 634 and computer
readable medium(s) 606 are physically located, those coraponents may, in some ernbodiments,
implement several functional engines, including, for example, an urgency factor determination
engine 608, a task activity monitoring engine 610, an urgency level determination engine 612, and

an urgency level presentation engine 614.

[6115] The urgency factor determination engine 608 may categorize notifications 106, 546
into particular notification “types” so as to determine the factors that are to be taken into account
when assessing the urgency levels of the tasks they indicate. The urgency factor determination
engine 608 may also create appropriate table entries, e.g., in the database(s) 602, for use by the
other engines 610, 612, and 614, as discussed below. FIG. 7, which is described in more detail
below, shows an example routine 700 that may be performed by the urgency factor determination
engine 608. Examples of table entries that may be created as a result of the routine 700 are shown

in tables 800, 900, 1000 and 1100 illustrated in FIGS. 8, 9, 10 and 11, respectively.

[0116] The task activity monitoring engine 610 may monitor activity at the server level, e.g.,
within one or more of the resource management service(s) 502 shown in FIGS. SA-C, and/or at the
client level, e.g., by one or more of the client devices 202, to detect when users complete the
various tasks indicated in the tables 900 and 1000. Upon detecting the completion of such tasks,
the task activity monitoring engine 610 may update corresponding entries in the tables 900 and
1000 accordingly. FIG. 12, which is described in more detail below, shows an example routine

1200 that may be performed by the task activity monitoring engine 610.
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[6117] The urgency level determination engine 612 may be responsible for calculating
appropriate urgency parameters for respective notifications 106, 346 based of the notification
“type” mformation determined by the urgency factor determination engine 608, e.g., as indicated
by vartous flags n the “notification parameter” table 800, as well as the entries n the “broadcast
task completion” table 900, the “association task completion” table 1000, and/or the “task
pendency” table 1100, as appropriate. As explained in more detail below, in some
implementations, the urgency level determination engine 612 may identify a group of notifications
for which urgency parameters are to be calculated/updated based on the states of the “urgency
parameter” flags in the “notification parameter” table 800, and may select appropriate equations to
use to calculate the urgency parameters for such notifications based on the states of the “broadcast”
flags, the “association” flags, and the “deadline” flags in that same table 800, FI(G. 13, which is
described in more detail below, shows an example routine 1300 that may be performed by the
urgency factor determination engine 608. Example equations that may be used to calculate
urgency parameters based on the states of the “broadcast” flag, the “association” flag, and the
“deadline” flag for respective notifications 106, 546 are also described below in connection a step

1308 of the routine 1300 (shown in FIG. 13).

[6118] The urgency level presentation engine 614 may be responsible for causing indications
of determined urgency levels for respective notifications 106, 546 to be presented on the client
device(s) 202 to which such notifications 106, 546 are sent. FIG. 14, which is described in more
detail below, shows an example routine 1400 that may be performed by the urgency level

presentation engine 614.

[6119] As noted previously, FI1G. 7 shows an example routine 700 that may be performed by
the argency factor determination engine 608 in accordance with some ernbodiments. In some
implementations, the urgency factor deterraination engine 608 may be included within, or operate
in conjunction with, the analytics service 336 shown in FIG. 5C. As discussed above in

conuection with FIG. 5C, in sorme implementations, the analytics service 536 may be the entity



WO 2021/226745 PCT/CN2020/089364
38

that is responsible for creating notifications 546 (e.g., targeted scored notifications) and sending

such notifications 546 to the notification service 538 for further processing.

[31247 As shown in FIG. 7, the routine 700 may begin at a decision step 702, at which the
urgency factor determination engine 608 may determine whether a new notification 106, 546 has

been generated (e.g., by the analytics service 536).

(6121} When, at the decision step 702, the urgency factor determunation engine 608
determuines that a new notification 106, 546 has been generated, the routine 700 may proceed to a
step 704, at which the urgency factor determination engine 608 may create a new set of entries for
the new notification 106, 546 n the “notification parameter” table 800 shown 1n FIG. 8. For
exarnple, the top row entries in the table 800 may have been created in the table 800 when
“Nouification A” was generated. As shown, in addition to “notification ID” entries 802, which
may uniquely identify the respective notifications 106, 546 in the table 800, the table 800 may
include (A) “task D7 entries 804, which may identify the particular tasks that are indicated by the
notifications 106, 546, (B) “broadcast flag” entries 806, which may indicate whether the
notification 106, 546 has been categorized as a “broadeast” type {described below), (C)
“association flag” entries 808, which may indicate whether the notification 106, 546 has been
categorized as an “association” type {described below), (D} “deadline flag” entries 810, which
may indicate whether the notification 106, 546 has been categorized as a “deadline” type
{(described below), (E) “urgency parameter flag” entries 812, which may indicate whether the
notifications are of a type for which an urgency parameter may be calculated, (F) “urgency
parameter” entries 814, which may indicate the current values of calculated urgency parameters
for the respective notifications 106, 546, and (G) “urgency level” entries 816, which may indicate
the urgency levels (e.g., “standard,” “low,” “medium,” or “high”) that bave been assigned to the
respective notifications 106, 546 based on the current values of the “urgency parameter” entries
814, When entries are first created in the table 800 for a new notification 106, 546, the values of

the various “flag” entries 806, 808, §10, 812 may be mmtiahized to “false,” the value of the
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“urgency parameter” entry 814 may be mitialized to “0,” and the value of the “urgency level” entry

816 may be imitialized to “standard.”

[6122] At a decision step 706, the urgency factor determination engine 608 may determine
whether the new notification 106, 546 is one of several instances of the same notification 106, 546
that was broadcasted to respective users, and should thus be categorized as a “broadcast” type of
notification. Such a determination may be made, for example, by comparing the content of the
new notification 106, 546 with that of other notifications 546 that were generated at or about the
same time as the new notification (e.g., within a predetermined window of time surrounding the
time the new notification was generated), and determining whether one or more of those other

notifications are within a threshold degree of similarity of the new notification.

41231 When, at the decision step 706, the urgency factor determination engine 608
determines that the new notification 106, 546 1s a “broadcast” type of notification, the routine 760
may proceed to a step 70§, at which the urgency factor determination engine 608 may create
entries for the task indicated by the broadcasted notification in the “broadcast task completion”
table 900 shown in FIG. 9. As shown in FIG. 9, sets of tasks indicated by the notifications 106,
546 that are determined to have been broadcasted to multiple recipients may be linked together in
the table 900 by entering the same value {e g, “group 17} in the respective “broadcast group ID”
entries 902 that are associated with “task ID” entries 904 for those tasks. As shown, “user ID”
entries 206 may additionally be populated in the “broadcast task completion” table 200 to identify
the users to whom the indicated tasks have been assigned, e.g., to facilitate monitoring of user
activity by the task activity monitoring engine 610 (described below). The value of the “complete?”
entries 908 in the “broadcast task completion” table 900, which may indicate whether the
corresponding task indicated by the “task ID” entry 904 has been completed by the user indicated
by the “user ID” entry 906, may be initialized to “no” when the entries 902, 904, 906, 908 are first

created, to indicate that none of the identified users have yet completed the indicated tasks.

(6124} At astep 710 of the routine 700, the urgency factor determination engine 608 may set

the value of the “broadcast flag” entry 806 in the “notification parameter” table 800 (shown in FIG,



WO 2021/226745 PCT/CN2020/089364
40

83 to “true” to indicate that the urgency factor determination engine 608 has categorized the new

notification 106, 546 as a “broadcast” type of notification.

3125} At a decision step 712, the urgency factor deterrination engine 608 may determine
whether there exist any other, different tasks that are associated with the task indicated by the new
notification 106, 346, such as by being part of the sarse common project, so that the new task
should be categorized as an “association” type of notification. Such a determination may be made,
for example, by querying the system of record 526 responsible for generating the task indicated by
the new notification 106, 346, to identity any associated tasks. As one example, a JIRA
application may be queried to identify other issues in the same epic as the task indicated by the new
notification. In some implementations, the urgency factor determination engine 608 may query
the pertinent system of record 526 using a data “syncing” process similar to that used by the
microapp service 528, as described above connection with FIG. 5C. In particular, the urgency
factor determination engine 608 may retrieve encrypted service account credentials for the
pertinent system of record 526 from the credential wallet service 5332 and request a sync with the
data integration provider service 530. The data integration provider service 530 may then decrypt
the service account credentials and use those credentials to retrieve data from the system of record
526. The data integration provider service 530 may then stream the retrieved data to the urgency

factor determination engine 608,

01261 When, at the decision step 712, the urgency factor determination engine 608 identifies
other, different tasks that are associated with the task indicated by the new notification 106, 546,
the routine 700 may proceed to a step 714, at which the urgency factor determination engine 608
may create entries in the “association task completion” table 1000 shown in FIG. 10. As shown in
FIG. 10, a set of tasks that are determined to be associated with the task indicated by the new
notification 106, 346 may be linked together in the table 1000 by entering the same value (e.g.,
“group 37} n the respective “association group ID” entries 1002 that are associated with “task ID”
entries 1004 for those tasks. As shown, “user ID” entries 1006 may additionally be populated in

the “association task completion” table 1000 to identify the users to whom the indicated tasks have
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been assigned, e.g., to facilitate monitoring of user activity by the task activity monitoring engine
610 (described below). The value of the “complete?” entries 1008 in the “association task
completion” table 1000, which may imdicate whether the corresponding task indicated by the “task
ID” entry 1004 has been completed by the user indicated by the “user ID” entry 1006, may be
inttialized to “no” when the entries 1002, 1004, 1006, 1008 are first created, to indicate that none

of the identified users have yet completed the indicated tasks.

(61271 At a step 716 of the routine 700, the urgency factor determination engine 608 may set
the value of the “association flag” entry 808 in the “notification parameter” table 800 (shown n

FIG. 8) to “true” to indicate that the urgency factor determination engine 608 has categorized the

new notification 106, 546 as an “association” type of notification.

[3128] At a decision step 718, the urgency factor determination engine 608 may determine
whether the new notification 106, 546 specifies a deadline by which the task indicated by the new
notification 100, 546 1s to be completed, so that the new task should be categorized as a “deadline”
type of notification. Such a determination may be made, for example, by examining the content of
new notification for information indicative of a deadline. For example, the content may be
examined to determine whether it includes key words or phrases, together with date and/or time

information, that specify a date and/or time for completion of the indicated task.

[4129] When, at the decision step 718, the urgency factor determination engine 608
determines that the new notification 106, 546 indicates a completion deadline, the routine 700 may
proceed to a step 720, at which the urgency factor determination engine 608 may create entries in
the “task pendency” table 1100 shown in FIG. 1. As shown in FIG. 11, the “task pendency” table
1100 may be populated to include, in association with respective “notification ID” entries 1102
(which dentify individual notifications 106, 546), “initiation time” entries 1104 {which identify
times and/or dates on which the respective notifications 106, 546 were initiated), and “deadline”
entries 1106 indicating the completion deadlines the urgency factor determination engine 608

determined were specified in the notifications 106, 546.
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[31387 At a step 720 of the routine 700, the urgency factor determination engine 608 may set
the value of the “deadhline flag” entry 810 in the “notification parameter” table 800 {(shown in FIG,
83 to “true” to indicate that the urgency factor determination engine 608 has categorized the new

notification 106, 546 as a “deadline” type of notification.

31313 At a decision step 724, the urgency factor deterrination engine 608 may determine
whether the any of the flags 806, 808, 810 m the “notification parameter” table 800 have been set
to “true.” When, at the decision step 724, the urgency factor determination engine 608 determines
that at least one of the flags 306, 808, 810 has been set to “true,” the routine may proceed to a step
726, at which the urgency factor determination engine 608 may set the “urgency parameter” flag
§12 1n the “notification parameter” table 800 (shown in FIG. 8} to “true.” When, on the other hand,
the urgency factor determination engine 608 determines (at the decision step 724) that none the
flags 806, 808, 810 has been set to “true,” the routine 700 may terminate, thus leaving the “urgency

parameter” flag 812 in the “notification parameter” table 800 (shown in FIG. 8) set to “false”

[6132] FI1G. 12 shows an example routine 1200 that may be performed by the task activity
monitoring engine 610 shown in FIG. 6 in accordance with some embodiments of the presents
disclosure. As noted previously, the role of the task activity monitoring engine 610 is to monitor
activity within the notification urgency determination system 102 and/or on the client device(s)
202 to detect when the tasks indicated in the “broadcast task completion” table 900 and the
“association task completion” table 1000 have been completed. In some implementations, the task
activity monitoring engine 610 may include one or more components included among the resource
management service(s) 502 described above in connection with FIG. 5A-C, such as one or more
components that are included within, or that operate in conjunction with, the analytics service 336
shown in FIG. 5C, one or more components that are included within, or that operate in conjunction
with, the gateway service 506 shown in FIG. 5B, and/or one or more components that are included
within, or that operate in conjunction with, the client interface service 514 shown in FIGS. 5B and
5C. In some iroplementations, the task activity monitoring engine 610 may additionally or

alternatively include one or more components that are included within, or that operate in
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conjunction with, one or more client devices 202, such as one or more plagins or other

enhancements to the resource access application 522 shown in FIGS. 5B and 5C.

[3i33] The task activity monitoring engine 610 may determine that tasks indicated in the
tables 900, 1000 have been completed in any of numerous ways and based on information from
any of a mumber of sources. In some implementations, for example, user interactions with
microapps corresponding to notifications 346 for the tasks may be monitored to determine when
users initiate actions via such microapps to complete such tasks. In other implementations, data
retrieved from systermns of record 526, e.g., via a data sync operation as discussed above, may
additionally or alternatively be evaluated to determine when certain tasks have been completed.
For example, data retrieved from a JIRA application may indicate whether issues in an epic are

29 <k

“done,” “cancelled,” “need info,” etc. Retrieval of JIRA data indicating that an 1ssue is “done” or
“cancelled” may, for example, indicate that the task corresponding to such an issue 1s “complete,”
and the task activity monitoring engine 610 may update the “association task completion” table
1000 to reflect the same. In yet other implementations, user interactions with one or more resource
feeds 504 via a gateway service 506 (as shown in FIGS. 5A and B) may additionally or
alternatively be monitored, e.g., by using one or more components within the gateway service 506,
to determine when users take actions to complete the indicated tasks. In still other
implementations, user interactions with one or more Saa$ applications 508 (as shown in FIGS. 5A
and B) may additionally or alternatively be monitored, e.g., by using a plugin or other
enhancement to a browser that a client device 202 uses to access the SaaS application 508, to
determine when users take actions to complete the indicated tasks. For example, if a task indicated
in one of the tables 900, 1000 involves completing a survey by clicking on a link for a SaaS
application 508, a component of the task activity monitoring engine 610 on the client device 202

may determine whether a user 524 has clicked on the indicated link.

(3134 As shown in FIG. 12, wherever and however it is implemented, the routine 1200 may

mclude decision steps 1202 and 1204, at which the task activity monitoring engine 610 may
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determine whether any tasks indicated in the “broadcast task completion” table 900 and the

“association task completion” table 1000, respectively, have been completed.

[3135] When, at the decision step 1202, the task activity monttoring engine 610 determines
that a task mdicated i the “broadcast task completion” table 900 has been completed, the routine
1200 may proceed to a step 1206, at which the task activity monitoring engine 610 may update the
“complete?” entry 908 for that task to indicate that the task has been completed, e.g., by changing
the value of the entry 908 to “yes.”

<

[(136] At astep 1208, the task activity monitoring engine 010 may set the “urgency parameter”
flag 812 for the notification 546 corresponding to the completed task to “false.” As discussed
below n connection with a step 1304 of the routine 1300 {shown in FIG. 13), setting the “urgency
parameter” flag 812 for a notification to “false” may exclude that notification from the group of
notifications for which the urgency level determination engine 612 needs to calculate an urgency

parameter, thus reducing the computational load of the system.

[0137] When, at the decision step 1204, the task activity monitoring engine 610 determines
that a task indicated in the “association task completion” table 1000 has been completed, the
routine 1200 may proceed to a step 1210, at which the task activity monitoring engine 610 may
update the “complete?” entry 1008 for that task to indicate that the task has been completed, e.g |

by changing the value of the entry 1008 to “yes.”

[3138] Like the step 1208, at a step 1212, the task activity monitoring engine 610 may set the
“urgency parameter” flag 812 for the notification 546 corresponding to the completed task to

“false,” thus excluding that notification from the group of notifications for which the urgency level
determination engine 612 needs to calculate an urgency parameter in connection with the routine

1300.

[6139] F1G. 13 shows an example routine 1300 that may be performed by the urgency level
determination engine 612 shown in FI(3. 6 in accordance with some embodiments of the present

disclosure. Pursuant to the routine 1300, the urgency level determination engine 612 may
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calculate {or recalculate) the values of the “urgency parameter” entries 814 in the “notification
parameter” table 800 for respective notifications 546, as well as to adjust the values of the

corresponding “urgency level” entries 816 for those notifications 546, as needed, in accordance

with any new values of the “urgency parameter” entries 814,

[3148] As shown in FIG. 13, the routine 1300 may begin in response to the urgency level
determination engine 612 detecting, at a decision step 1302, a trigger event. The detected trigger
event may take on any of numerous forms and may be detected in any of a number of ways. In
some implementations, the urgency level determination engine 612 may detect only a single type
of trigger event, e.g., a periodic signal. In other implementations, the urgency level determination
engine 612 may detect multiple different types of trigger events. In some circumstances, the
trigger event detected at the step 1302 may be a state change of a periodic signal based on a clock,
a timer, or the like. Such a signal may, for example, cause the routine 1300 to be executed (at least)
at midnight each day, every four hours, etc. In other circumstances, the step 1302 may instead
involve a determination of whether a predetermined time period has elapsed since the Iast time the
routine 1300 was executed, thus ensuring that the values of the “urgency level” entries 816 do not
become stale for longer than that predetermined time period. In still other circumstances, the step
1302 may involve a determination of whether one or more “complete?” entries 908, 1008 in the
tables 900, 1000 have been updated and/or that other information that might impact the values of
the “urgency parameter” entries 814 and/or the “urgency level” entries 816 in the “notification

parameter” table 800 has been received or has changed.

(01411 When, at the decision step 1302, such a trigger event is detected, the routine 1300 may
proceed to a step 1304, at which the urgency level determination engine 612 may identify those
notifications 546 represented in the “notification parameter” table 800 for which the “urgency
parameter flag” entry 812 has been set to “true.” As indicated, in some implementations, the
urgency level determination engine 612 oay create a list of such notifications 106, 546 for further
processing by subsequent steps 1306, 1308, 1310, and 1312, In particular, at the step 1306, the

next notification on the hist may be selected, and, pursuant to a decision step 1314, the routine 1300
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may cycle through the respective notifications on the list to (A) determine (at the step 1308) an
appropriate equation to use to calculate a value of the “urgency parameter” entry 814 for that
notification, (B) use the determuned equation to calcalate {at the step 1310} the value of that
“urgency parameter” entry 814, and (C) determune (at the step 1312) a value of the “urgency level”
entry 816 based on the determined value of the “urgency parameter” entry 814, In some
immplementations, the steps 1308, 1310, 1312 may instead be performed, in whole or in part, in

paralle] for the respective notifications 546 on the list, rather than processing the notifications 546

one at a time, as indicated in FIG. 13.

1h142] As shown in FIG. 13, at the step 1308, the urgency level determination engine 612 may
determine, based the states of the notification “type” tlags indicated in the “notification parameter”
table 800, an appropriate equation to use to calculate a value of the “urgency parameter” eniry 814
for the notification 546 selected at the step 1306. As discussed above, in some implementations,
the “type” flags for a given notification 546 may include a “broadcast flag” entry 806, an
“association flag” entry 808, and a “deadline flag” entry 810. As one example, in some
implementations, the urgency level determination engine 612 may select one the seven different

equations (described below) based on the “type” flags as indicated in Table 1 below:

Broadeast Flag | Association Flag | Deadline Flag | Urgency Parameter Equation
True False False Equation 1
False True False Equation 2
False False True Equation 3
True True False Hguation 4
False True True Hqguation 5
True False True Eguation 6
True True True Hquation 7
Table 1
(143 In some implementations, Equations 1 through 7 may be defined as shown below. The

respective variables in such equations, as well as example technigues for determuning such
variables, are also described below, following each equation.

_Ch

(0144 Eguation 1: P = e
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[3145] Equation 1 may be used to calcalate a value of the “urgency parameter” entry 814 fora
notification 546 that has been categorized as only a “broadcast” type of notification. As described
above, for copies of the same notification that are broadcasted together, the tasks indicated by such
notifications may be assigned a common “broadcast group ¥ value n the “broadcast completion”
table 900. The variable Th in Eguation | may represent the total number of tasks that are included
within the same broadcast group as the task indicated by the notification being evaluated, and the
variable Cb in Equation 1 may represent the number of those commonly-grouped tasks that have

been completed (e g, as indicated by “yes” values for the “complete?” entries 908},

[0146] Equation 2: p = f-f;
151477 Equation 2 may be used to caiculate a value of the “urgency parameter” entry 814 for a

notification 546 that has been categorized as only an “association” type of notification. As
described above, in some implementations, different tasks that are related to one another in some
fashion, such as being a part of the same project, may be identified (e.g., by querying a system of
record 526) and information indicating whether such related tasks have been completed may be
stored in the “associate task completion” table 1000, Further, as was explained in connection with
FIG. 8, in some implementations, such related tasks may be assigned a common “association
group ID” value in the “association completion” table 1000. The variable Ta in Equation 2 may
represent the total number of tasks that are included within the same association group as the task
indicated by the notification being evaluated, and the variable Ca in Equation 2 may represent the
number of those commonly-grouped tasks that have been completed (e g., as mdicated by “yes”

values for the “complete?” entries 1008).

[6148] Eqguation 3: P o= ?;jL
[6149] Equation 3 may be used to calculate a value of the “urgency parameter” entry 814 for a

notification 546 that has been categorized as only an “deadhine” type of notification. The variable
Te in Eguation 3 may represent the current time, .., the time at which the urgency parameter is

currently being calculated for the notification 546 being evaluated. As noted above, in some
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implementations, for purposes of calculating urgency parameter values, time may be measured in
units of days. The variable T7 1o Equation 3 may represent the time at which the notification 546
being evaluated was initiated, e.g., when it was first created by the analytics service 536 (shown in
FIG. 5C) or when it was first pashed to a client device 202 via the notification service 538 {also
shown in FIG. 5C). The variable Td in Equation 3 may represent the deadline that the urgency
factor determiine engine 608 determined was specified in the potification being evaluated. The
values of the variables Ti7 and Td may be determined, for example, by referencing values of the
“initiation time” entry 1104 and the “deadline” entry 1106 in the “task pendency” table 1100

(shown in FIG. 11) for the notification 106, 546 being evaluated.

[6150]  Equation 4: P =Wkt W2
s Ta
(G151} Equation 4 may be used to calculate a value of the “urgency parameter” entry 814 fora

notification 546 that has been categorized as both a “broadcast” type and an “association” type of
notification. The variables Ca, Ch, Ta, and Th in Eguation 4 may be the same as the variables in
Eguations | and 2. W1 and W2 in Equation 4 are weighting values that may be applied to
respective portions of the equation. The weighing values may be set, e.g., by adeveloperor a
system administrator, to conirol the degree by which a particular equation portion will influence
the urgency parameter being calculated. In some implementations, the weighting values W1 and
W2 may be set to that their sum 1s equal to “1,” thus ensuring the value of the calculated urgency

parameter falls in the range between “0” and “1.”

Ca Te~-Ti
o= | PR Ko — 7 e e g
(315827 Eguation 5: P=W3=x o FW4 p—
[3153] Equation 5 may be used to caiculate a value of the “urgency parameter” entry 814 for a

notification 546 that has been categorized as both an “association” type and a “deadline” type of
notification. The variables Ca, Ta, T, Ti, and T4 in Equation 5 may be the same as the variables
in Eqguations 2 and 3. W3 and W4 in Equation 5 are weighting values that may be applied to
respective portions of the equation. The weighing values may be set, e.g., by a developer or a

system administrator, to control the degree by which a particular equation portion will influence
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the urgency parameter being calculated. In some implementations, the weighting values W3 and
W4 may be set to that their sum 13 equal 10 1,7 thus ensuring the value of the calculated urgency
parameter falls in the range between “0” and “1.”

Te-Ti
Td-~Ti

[6154] Equation 6: P =W5x % + We =

[B155] Equation 6 may be used to calculate a value of the “urgency parameter” entry 814 for a
notification 546 that has heen categorized as both a “broadcast” type and a “deadline” type of
notification. The variables Ch, Th, T¢, Ti, and T4 in Equation 6 may be the same as the variables
in BEquations | and 3. W3 and W6 in Equation 6 are weighting values that may be applied to
respective portions of the equation. The weighing values may be set, e.g., by a developer or a
systern administrator, to control the degree by which a particular equation portion will influence
the urgency parameter being calculated. In some iroplernentations, the weighting values W35 and
W6 may be set to that their sum s equal to 1,7 thus ensuring the value of the calculated urgency

parameter falls in the range between 07 and “1.7

[3156] Equation 7: P7 =W7=% E?' + W8 &?. + W9 Mi
b Ta Td-Ti
[6157] Equation 7 may be used to calculate a value of the “urgency parameter” entry 814 fora

notification 546 that has been categorized as each of a “broadcast” type, an “association” type, and
a “deadline” type of notification. The variables Ca, Cb, Ta, Th, T¢, Ti, and Td in Eqguation 7 may
be the same as the variables in Equations 1 through 3. W7, W8 and W9 in Equation 7 are
weighting values that may be applied to respective portions of the equation. The weighing values
may be set, e.g., by a developer or a system administrator, to control the degree by which a
particular equation portion will influence the urgency parameter being calculated. In some

implementations, the weighting valoes W7, W8 and W9 may be set to that thewr sum 1s equal to 1,7

thus ensuring the value of the calculated urgency parameter falls in the range between “07 and “1.7

[G158] At the step 1310, the urgency level determination engine 612 may use the equation
determined at the step 1308 to calculate an urgency parameter for the notification being evahiated.

As discussed above, data in the “broadcast task completion” table 900, the “association task
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completion” table 1000, and/or the “task pendency” table 1100 may be used to determine values of
the variables in the selected equation. In some implementations, the various equations are
formulated s0 as to vield a parameter in the range between “0” {or zero percent) and 17 (or one

handred percent).

[3159] At astep 1312, the urgency level determination engine 612 may use the urgency level
parameter calculated at the step 1310 to determine an urgency level for the notification being
evaluated. In some implementations, the urgency level determination engine 612 may make such

a determination by referencing a lookup table such as Table 2 shown below.

Urgency Parameter Range | Urgency Level
- 30% Standard
31% - 60% Low
61% - 90% Medium
91% - 100% High
Table 2
[G160] At a step 1316 of the routine 1300, the urgency level determination engine 612 may

provide data indicating the urgency levels determined at the step 1312 to the urgency level
presentation engine 614 (shown in FIG. 6). As noted above, the urgency level presentation engine
614 may be responsible for causing indications of determined urgency levels for respective
notifications 106, 546 1o be presented on the client device(s) 202 to which such notifications 106,

546 are sent.

(G161} FI1G. 14 shows an example routine 1400 that may be performed by urgency level
presentation engine 614 shown in FIG. 6. As shown, the routine 1400 may begin at a decision step
1402, at which the urgency level presentation engine 614 may determine whether a trigger event to
initiate the remainder of the routine 1400 has been detected. As shown, upon detection of such a
trigger event, the routine 1400 may proceed to a step 1404, at which the urgency level for one or

more notifications 106, 546 may be determined, e.g., based on the data received from the urgency
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level determination engine 612, and then to a step 1406, at which the urgency level presentation
engine 614 may cause indication(s} of the determined urgency level(s) to be presented on the client

device 202.

(162} The urgency level presentation engine 614 may take on any of numerous forms and
may be disposed at any of a number of locations within the systern. In sore implementations, the
urgency level presentation engine 614 may be embodied, in whole or in part, within a client device
202, e.g., as a component of the resource access application 522 (shown in FIGS. 5B and 5C). In
such implementations, the client device 202 may be at least partially responsible for presenting
indications of determined urgency levels for notifications 106, 546 to a user 524. For example, in
some circumstances, the trigger event detected at the decision step 1402 may correspond to user
interacting with the user interface element 570 (shown in FIG. 5D) to select “urgency” as a sorting
option, or selecting a filter option, e.g., via a user interface element 568, so as to view notifications
that have been assigned one or more particular urgency levels, e.g., to view only “high” urgency
notifications. Selecting an “urgency” sorting option may, for example, cause the notifications 546
having the highest urgency parameters (calculated as discussed above) to appear closer to the top
of the activity feed 544. In other circumstances, a positive determination at the decision step 1402
may simply represent a determination by the client device 202 that a notification is to be presented
on a display screen of the client device. For example, in some implementations, the client device
202 may perform the step 1406 each time a new notification is displayed, such as by causing a
border or other portion of the displayed notification 546 to be highlighted or color coded to
represent the urgency level determined by the urgency level determination engine 612. Other
examples of steps that the client device 202 may take to indicate the determined urgency levels are

described above in Section A.

[0163] In some implementations, the urgency level presentation engine 614 may additionally
or alternatively be embodied, in whole or in part, by a system coroponent other than the client
device 202. For example, in some implementations, the urgency level presentation engine 614

1wy be included, in whole or in part, ar ' the resource management service(s) shown in FIGS.
may be included, in whole or in part, among the resource management service(s) shown in FIGS
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SA-C. For example, in some circumstances, a positive determination at the decision step 1402
may represent a determination by the notification service 538 that a notification 1s to be pushed to
the clent device 202. In such a circumstance, the notification service 538 may, for example,
perform the step 1406 by color coding or otherwise modifying notifications 106, 346 to indicate
the urgency levels that were determined by the urgency level determination engine 612. In other
circamstances, a positive determination at the decision step 1402 may represent a determination by
the notification service 538 that a client device 202 has requested that notifications 546 be filtered
and/or or sorted in a particular way. In still other implementations, a positive determination at the
decision step 1402 may represent a determination by the notification service 538, the analytics
service 536, or some other server-based component that a new urgency level has been assigned to
a notification. For example, in some circumstances, the notification service 538 may receive data
from the urgency level determination engine 612 indicating that a particular notification has been
assigned a “high” urgency level. Based on such a new urgency level designation, the notification
service 338 may perform the step 1406 by re-pushing the notification 5406, possibly modified or
enhanced to reflect the “high” urgency status, to the client device 202. The notification service
538 may, for example, determine to re-push the notification to the client device 202 based on the
notification service 538 also determining that the notification at issue has been dismissed from the
activity feed 544 presented on a client device 202, e.g., in response to a user 524 clicking on a

“close” user mnterface element 550,

G. Example Implementations of Methods, Systems, and Computer-Readable Media in

Accordance with the Present Disclosure

[6164] The following paragraphs (M1) through (M13) describe examples of methods that may

be implemented in accordance with the present disclosure.
[6165] {(M1) A method may involve sending, by a computing system, a first notification to a
first client device, the first notification indicating a first task to be performed by a first user with

respect to a resource accessible to the computing system; identifying, by the computing system, a



WO 2021/226745 PCT/CN2020/089364
53

second task of a second user with respect to the resource; determining that the second user has
completed the second task; determining, by the computing system, a parameter indicating an
urgency level of the first task, the parameter being based at least in part on the second user having
completed the second task; and causing, by the computing system, an indication of the urgency

level 1o be presented on the first client device.

[(#166] {(M2) A method may be performed as described tn paragraph (M1), wherein the first
notification may further include at least one user interface element corresponding to a first action

to be taken with respect to the first task.

[3167] (M3} A method may be performed as described in paragraph (M1) or paragraph {(M2),
and may further involve sending a second notification to a second client device, the second
notification indicating the second task; and identifying the second task at least in part by
determining that at least one feature of the second notification is identical to at least one feature of

the first notification.

[(168] {M4) A method may be performed as described in any of paragraphs (M1} through
(M3), and may further involve receiving information from the resource indicating that the second
task is associated with the first task; and identifying the second task based at least in part on the

received information.

[¢169] (M3) A method may be performed as described in any of paragraphs (M1) through

(M4), and may further involve determining a total number of tasks, including the first task and the
second task, that the resource has indicated are associated; and determining a quantity of the total
number of tasks have been completed; wherein determining the parameter may be further based at

least in part on the total number of tasks and the guantity.

(61701 (M6} A method may be performed as described in any of paragraphs (M1) through
{MS5), and may further involve determining a total number of tasks, including the first task and the

second task, that were indicated in a message broadcasted to multiple individuals; and determining
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a guantity of the total number of tasks that have been completed; wherein determining the

parameter may be further based at least in part on the total number of tasks and the guantity.

(6171} (M7} A roethod may be performed as described in any of paragraphs (M1) through
(M6}, and may farther involve sending, by the computing syster, a request to the resource (o

identify one or more other tasks that are associated with the first task.

[G172] (MR} A method may be performed as described tn any of paragraphs (M1) through
(M7}, and may further involve determining an initiation time of the first notification; and
determining a deadline for completing the first task; wherein determining the parameter may be

further based at least in part on the initiation time, the deadline, and a current timne.

[G173] {(M9) A method may be performed as described tn any of paragraphs (M1) through
{MR&), wherein causing the indication to be presented may further comprise altering at least one
featare of the first notification presented on a display screen of the first chient device to indicate the

urgency level.

[¢174] (M10) A method may be performed as described in any of paragraphs (M1) through
(M%), wherein causing the indication (o be presented may further comprisealtering a manner in
which the first notification is presented on a display screen of the first client device to indicate the

urgency level.

[G175] (M11) A method may involve sending, by a computing system, a notification to aclient
device, the notification indicating a first task to be performed with respect to a resource accessible
to the client device; determining an initiation time of the notification; determining a deadline for
completing the first task; determining a parameter indicating an urgency level of the first task, the
parameter being based at least in part on the initiation time, the deadline, and a current time; and

causing an indication of the urgency level to be presented on the client device.

[G6176] (M12} A method may be performed as described in paragraph (M11), wherein causing
the indication to be presented may further comprise altering at least one feature of the notification

presented on a display screen of the client device to indicate the urgency level.
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[6177] {(M13) A method may be performoed as described in paragraph (M 11) or paragraph
{(M12), wherein cassing the indication to be presented may further comprise altering a manuer in
which the notification is presented on a display screen of the client device to indicate the urgency

level.

(417381 The following paragraphs (S1) through (513) describe exaruples of systems and/or

devices that may be implemented in accordance with the present disclosure.

[3179] {(S§1) A systern may comprise at least one processor, and at least one computer-readable
medium encoded with instructions which, when executed by the at least one processor, cause the
computing system to send a first notification to a first client device, the first notification indicating
a first task to be performed by a first user with respect to a resource accessible to the computing
system, to identify a second task of a second user with respect to the resource, to determine that the
second user has completed the second task, to determine a parameter indicating an urgency level of
the first task, the parameter being based at least in part on the second user having completed the
second task, and to cause an indication of the urgency level to be presented on the first client

device.

[G180] (82) A system may be configured as described in paragraph (51), and the at least one
computer-readable medium may be further encoded with additional instructions which, when
executed by the at least one processor, further cause the computing system to cause the first
notification to further include at least one user interface element corresponding to a first action to

be taken with respect to the first task.

(6181} (53) A system may be configured as described in paragraph (S1) or paragraph (S2), and
the at least one computer-readable medium may be further encoded with additional instructions
which, when executed by the at least one processor, turther cause the computing system to send a
second notification to a second client device, the second notification indicating the second task,
and to identify the second task at least in part by determining that at least one feature of the second

notification is identical to at least one feature of the first notification
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[6182] (54} A systern may be configured as described in any of paragraphs (S 1) through (53),
and the at Jeast one computer-readable medium may be further encoded with additional
mstructions which, when executed by the at least one processor, further cause the computing
system to receive information from the resource indicating that the second task is associated with

the first task, and o identify the second task based at least in part on the received mformation.

[(¢183] {S5) A system may be configured as described in any of paragraphs (S1) through (S4),
and the at least one computer-readable medium may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to determine a total number of tasks, including the first task and the second task, that the
resource has indicated are associated, to determine a quantity of the total number of tasks have
been completed, and to determine the parameter further based at least in part on the total number of

tasks and the guantity.

(61841 {S6) A system may be configured as described in any of paragraphs (S1) through (85),
and the at least one computer-readable medium may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to determine a total number of tasks, including the first task and the second task, that were
indicated in a message broadcasted to multiple individuals, to determine a guantity of the total
nurnber of tasks that have been completed, and to determine the parameter further based at least in

part on the total number of tasks and the guantity.

i0185] (57} A systermn may be configured as described in any of paragraphs (S1) through (56),
and the at least one computer-readable medium may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to send a request to the resource to identify one or more other tasks that are associated with

the first task.

[0186] (S8} A system may be configured as described in any of paragraphs (81) through (87),
and the at least one computer-readable medium may be further encoded with additional

instructions which, when executed by the at least one processor, further cause the computing
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systemn to determine an initiation time of the first notification, to determine a deadline for
completing the first task, and to determine the parameter farther based at least in part on the

nitiation time, the deadling, and a current time.

(1871 (89) A system may be configured as described in any of paragraphs (51) through (88),
and the at least one computer-readable medium may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering at least one feature of the
first notification presented on a display screen of the first chient device to indicate the urgency

level.

[(#188] (810) A system may be configured as described in any of paragraphs (S 1) through (S9),
and the at least one computer-readable medium may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering a manner in which the first

notification is presented on a display screen of the first client device to indicate the urgency level.

[3139] {(S11) A system may comprise at least one processor, and at least one
comptuter-readable medium encoded with instructions which, when executed by the at least one
processor, cause the computing system to send a notification to a client device, the notification
indicating a first task to be performed with respect to a resource accessible to the client device, to
determine an initiation time of the notification, to determine a deadline for completing the first task,
to determine a parameter indicating an urgency level of the first task, the parameter being based at
least in part on the initiation time, the deadline, and a current time, and to cause an indication of the

urgency level to be presented on the client device.

[6190] (S12) A system may be configured as described in paragraph (S11), and the at least one
computer-readable medium may be further encoded with additional instructions which, when
executed by the at least one processor, further cause the computing system to cause the indication
to be presented at least in part by altering at least one feature of the notification presented on a

display screen of the client device to indicate the urgency level.
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(6191} {(S§13) A system may be configured as described in paragraph (S11) or paragraph (512),
and the at Jeast one computer-readable medium may be further encoded with additional
mstructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering a manner in which the

notification is presented on a display screen of the client device to indicate the urgency level.

[¢192] The following paragraphs (CRM1) through (CRMI3) describe examples of

computer-readable media that may be implemented in accordance with the present disclosure.

(4193 (CRM1) At least one non-transitory, computer-readable medium may be encoded with
mstructions which, when executed by at Jeast one processor incladed in a computing system, cause
the coraputing systern to send a first notification to a first client device, the first notification
indicating a first task to be performed by a first user with respect to a resource accessible to the
computing system, to identify a second task of a second user with respect to the resource, to
determine that the second user has completed the second task, to determine a parameter indicating
an urgency level of the first task, the parameter being based at least in part on the second user
having completed the second task, and to cause an indication of the urgency level to be presented

on the first client device.

(6194} {(CRM2) At least one computer-readable medium may be configured as described in
paragraph (CRM1), and the at least one computer-readable medium may be further encoded with
additional instructions which, when executed by the at least one processor, further cause the
computing system o cause the first notification to further inchude at least one user interface

element corresponding to a first action to be taken with respect to the first task.

[g195] (CRM3) At least one computer-readable medium may be configured as described in
paragraph (CRM1) or paragraph (CRM2}, and may be further encoded with additional instructions
which, when executed by the at least one processor, further cause the computing system to send a
second notification to a second client device, the second notification indicating the second task,
and to identify the second task at least in part by determining that at least one feature of the second

notification 1s identical to at least one feature of the first notification
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[3196] {(CRM4) At least one computer-readable mediurn may be configured as described in
any of paragraphs (CRM1) through (CRM3), and way be further encoded with additional
mstructions which, when executed by the at least one processor, further cause the computing
system to receive information from the resource indicating that the second task is associated with

the first task, and to identify the second task based at least in part on the received information.

(41971 {(CRM35) At least one computer-readable mediurn may be configured as described in
any of paragraphs (CRM1) through (CRM4), and may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to determine a total number of tasks, including the first task and the second task, that the
resource has indicated are associated, to determine a quantity of the total number of tasks have
been completed, and to determine the parameter further based at least in part on the total number of

tasks and the guantity.

[3198] {(CRM®6) At least one computer-readable medium may be configured as described in
any of paragraphs (CRM1) through (CRMS5), and may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to determine a total number of tasks, including the first task and the second task, that were
indicated in a message broadcasted to multiple individuals, to determine a quantity of the total
nurnber of tasks that have been completed, and to determine the parameter further based at least in

part on the total number of tasks and the guantity.

[4199] (CRMT7) At least one computer-readable medium may be configured as described in
any of paragraphs (CRM1) through (CRMS6), and may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to send a request to the resource to identify one or more other tasks that are associated with
the first task.

[6200] (CRMB8) At least one computer-readable medium may be configured as described in
any of paragraphs (CRM1) through (CRM7), and may be further encoded with additional

instructions which, when executed by the at least one processor, further cause the computing
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systemn to determine an initiation time of the first notification, to determine a deadline for
completing the first task, and to determine the parameter farther based at least in part on the

nitiation time, the deadling, and a current time.

(62011 {CRM9) At least one computer-readable medium may be configured as described in
any of paragraphs (CRM1) through (CRMS), and may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering at least one feature of the
first notification presented on a display screen of the first client device to indicate the urgency

level.

(6202 {CRMI1{) At least one computer-readable medium may be configured as described in
any of paragraphs (CRM1) through (CRM9), and may be further encoded with additional
instructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering a manner in which the first

notification is presented on a display screen of the first client device to indicate the urgency level.

[6203] {(CRM11) At least one non-transitory, computer-readable medium may be encoded
with instructions which, when executed by at least one processor included in a computing system,
cause the computing system to send a notification to a client device, the notification indicating a
first task to be performed with respect to a resource accessible to the client device, to determine an
initiation time of the notification, to determine a deadline for completing the first task, o
determine a parameter indicating an urgency level of the first task, the parameter being based at
least in part on the initiation time, the deadline, and a current time, and to cause an indication of the

urgency level to be presented on the client device.

[6204] (CRM12) At least one computer-readable medium may be configured as described in
paragraph (CRM11), and may be further encoded with additional instructions which, when
executed by the at least one processor, further cause the computing system to cause the indication
to be presented at least in part by altering at least one feature of the notification presented on a

display screen of the client device to indicate the urgency level.
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(2857 {CRM13) At least one computer-readable mediurm may be configured as described o
paragraph {CRMI1) or paragraph (CRM12), and may be further encoded with additional
mstructions which, when executed by the at least one processor, further cause the computing
system to cause the indication to be presented at least in part by altering a manner in which the

notification is presented on a display screen of the client device to indicate the urgency level.

(6206} Having thus described several aspects of at least one embodiment, it is to be
appreciated that various alterations, modifications, and improvements will readily occur to those
skilled 1n the art. Such alterations, modifications, and iroprovements are intended to be part of this
disclosure, and are intended to be within the spirit and scope of the disclosure. Accordingly, the
foregoing description and drawings are by way of example only.
(62871 Various aspects of the present disclosure may be used alone, in combination, or in a
variety of arrangements not specifically discussed in the embodiments described in the foregoing
and is therefore not limited in this application to the details and arrangement of components set
forth in the foregoing description or illustrated in the drawings. For example, aspects described in

one embodiment may be combined in any manner with aspects described in other embodiments.

[4208] Also, the disciosed aspects may be embaodied as a method, of which an example has
been provided. The acts performed as part of the method may be ordered in any suitable way.
Accordingly, embodiments may be constructed in which acts are performed in an order different
than illustrated, which may include performing some acts simultaneously, even though shown as
sequential acts in illustrative embodiments.

23 <¢

[3269] Use of ordinal terms such as “first.” “second,” “third,” etc. in the claims to modify a
claim element does not by itself connote any priority, precedence or order of one claim element
over another or the temporal order in which acts of a method are performed, but are used merely as
labels to distinguish one claimed element having a certain name from another element having a

same name (but for use of the ordinal term) to distinguish the claim elements.



WO 2021/226745 PCT/CN2020/089364
62

[6218] Also, the phraseclogy and terminology used herein is used for the purpose of
description and should not be regarded as limiting. The use of “including,” “comprising,” or

“having,” “contatning,” “mvolving,” and variations thereof herein, 1s meant to encompass the
items listed thereafter and equivalents thereof as well as additional items.

fB2i13 What 1s claimed is:
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CLAIMS

1. A method, comprising:

sending, by a computing system, a {irst notification to a first client device, the first
notification indicating a first task to be performed by a first user with respect to a resource
accessible to the computing system;

identifying, by the computing system, a second task of a second user with respect to the
resource;

determining that the second user has completed the second task;

determuning, by the computing system, a parameter indicating an urgency level of the first
task, the parameter being based at least in part on the second user having completed the second
task; and

causing, by the computing system, an indication of the urgency level to be presented on the

first client device.

2. The method of claim 1, wherein the first notification further includes at least one user

interface element corresponding to a first action to be taken with respect to the first task.

3. The method of claim 1, further comprising:

sending a second notification to a second client device, the second notification indicating
the second task; and

identifying the second task at least in part by determining that at least one feature of the

second notification is identical to at least one feature of the first notification.

4. The method of claim 1, further comprising:
receiving information froto the resource indicating that the second task 15 associated with
the first task; and

identifying the second task based at least in part on the received information.



WO 2021/226745 PCT/CN2020/089364
64

3. The method of claim 4, further comprising:
sending, by the computing system, a request to the resource to identify one or more other

tasks that are associated with the first task.

6. The method of claim 4, further comprising:

determining a total number of tasks, including the first task and the second task, that the
resource has indicated are associated; and

determining a quantity of the total number of tasks have been completed;

wherein determining the parameter is further based at least in part on the total number of

tasks and the quantity.

7. The method of claim 6, further comprising:
determining an initiation time of the first notification; and
determining a deadline for completing the first task;
wherein determining the parameter is further based at least in part on the initiation time, the

deadline, and a current time.

8. The method of claim 1, further comprising:

determuning a total number of tasks, including the first task and the second task, that were
indicated in a message broadeasted to multiple individuals; and

determining a quantity of the total number of tasks that have been completed;

wherein determining the parameter is further based at least in part on the total nuraber of

tasks and the quantity.

9. The method of claim &, further comprising:
determining an initiation time of the first notification; and

determining a deadline for completing the first task;



WO 2021/226745 PCT/CN2020/089364
65

wherein deterroining the parameter is further based at least 1n part on the initiation time, the

deadline, and a current fime.

10. The method of claim 1, further comprising:
determuning an imtiation tirne of the first notification; and
determining a deadline for completing the first task;
wherein determining the parameter is further based at least in part on the initiation time, the

deadline, and a current time.

11 The method of claim 1, wherein causing the indication to be presented further comprises:
altering at least one feature of the first notification presented on a display screen of the first

client device to indicate the urgency level.

12 The method of claim 1, wherein causing the indication to be presented further comprises:
altering a manner in which the first notification is presented on a display screen of the first

client device to indicate the urgency level

13. A method, comprising:

sending, by a computing systern, a notification to a chient device, the notification indicating
a first task to be performed with respect to a resource accessible to the client device;

determining an initiation time of the notification;

determining a deadline for completing the first task;

determining a parameter indicating an urgency level of the first task, the parameter being
based at least in part on the initiation time, the deadline, and a current time; and

causing an indication of the urgency level to be presented on the chient device.

14. The method of claim 13, wherein causing the indication to be presented further comprises:

altering at least one feature of the notification presented on a display screen of the client
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device to indicate the urgency level.

15. The wethod of claim 13, wherein causing the indication to be presented further corprises:
altering a manner in which the notification is presented on a display screen of the client

device to indicate the urgency level.

i6. A computing system, comprising:
at least one processor; and
at least one computer-readable medium encoded with instructions which, when executed
by the at least one processor, cause the computing system {o:
send a first notification to a first client device, the first notification indicating a first
task to be performed by a first user with respect to a resource accessible to the computing
system,
identify a second task of a second user with respect to the resource,
determine that the second user has completed the second task,
determine a parameter indicating an urgency level of the first task, the parameter
being based at least in part on the second user having completed the second task, and

cause an indication of the urgency level to be presented on the first client device.

17. The computing system of claim 16, wherein the at least one coroputer-readable medivm is
further encoded with additional instructions which, when executed by the at least one processor,
further cause the computing system to:

receive information from the resource indicating that the second task is associated with the
first task; and

identify the second task based at least in part on the received information.

18. The computing system of claim 17, wherein the at least one computer-readable wediur is

further encoded with additional instructions which, when executed by the at least one processor,
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further cause the computing system to:

determine a total nuraber of tasks, inchuding the first task and the second task, that the
resource has indicated are associated;

determine a quantity of the total mimber of tasks have been completed; and

determine the parameter further based at least in part on the total number of tasks and the

guantity.

19. The computing system of claim 16, wherein the at least one computer-readable medium is
further encoded with additional instructions which, when executed by the at least one processor,
further cause the computing system to:

determine a total number of tasks, including the first task and the second task, that were
indicated in a message broadcasted to multiple individuals;

determine a quantity of the total number of tasks that have been completed; and

determine the parameter further based at least in part on the total number of tasks and the

quantity.

20. The computing system of claim 16, wherein the at least one computer-readable medium is
further encoded with additional instructions which, when executed by the at least one processor,
further cause the computing systern to:

determine an initiation titne of the first notification;

determine a deadline for corapleting the first task; and

determine the parameter further based at least in part on the initiation time, the deadline,

and a current tirne.
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