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(57) Abstract: Apparatuses and computer-implemented methods for compres-
sion and extraction of three-dimensional (3D) volumetric imaging data, includ-
ing in particular medical and dental imaging data, that may receive the 3D vol-
umetric image data and preparing compressed 3D volumetric image data for
compression by analyzing a relevant region of the 3D volumetric image data.
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image data, the pre-processed static 3D volumetric image data using a video
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MEDICAL IMAGING DATA COMPRESSION AND EXTRACTION ON CLIENT SIDE

CROSS REFERENCE TO RELATED APPLICATIONS
[0001] This patent application claims priority to U.S. Provisional Patent Application No.
62/979,325, filed on February 20, 2020, titled “MEDICAL IMAGING DATA COMPRESSION
AND EXTRACTION ON CLIENT SIDE,” herein incorporated by reference in its entirety.

INCORPORATION BY REFERENCE
[0002] All publications and patent applications mentioned in this specification are herein
incorporated by reference to the same extent as if each individual publication or patent

application was specifically and individually indicated to be incorporated by reference.

BACKGROUND
[0003] Modern medicine increasingly relies on medical imaging for diagnosing and treating
patients. For example, medical imaging may provide visual representations of the interior of a
patient’s body. Various medical imaging techniques, such as X-ray radiography, CT-scan
imaging, magnetic resonance imaging (MRI), and ultrasonography, can be used to produce
image data of a patient’s body. For example, cone beam computed tomography (CBCT) is one
such medical imaging technique in which X-rays form a cone for scanning that is used to image
the patient. During the imaging, the CBCT scanner may be rotated around a region of interest to
obtain numerous (e.g., hundreds or thousands) of distinct images forming a volumetric data set.
The volumetric data may be used to reconstruct a digital volume of the region of interest. The
digital volume may be defined by three-dimensional voxels of anatomical data.
[0004] However, as medical imaging techniques become more sophisticated, the amount of
image data has increased and the prior approaches to handling data can be less than ideal in at
least some respects. The above imaging approaches may be used for dental or orthodontic
imaging, and in at least some instances the treatment professional can be located remotely from
the imaging system. Although a dental or orthodontic practitioner may be able to view and
manipulate the digital volume to diagnose and treat the region of interest, there can be significant
delays in transmitting data in at least some instances. Also, with some approaches such as teeth
segmentation for the planning of dental and orthodontic procedures, the dataset can be
transferred to a remote location for processing the volumetric data. Although the digital volume
may provide an accurate 3D representation, the volumetric data storage and transfer
requirements may burdensome and less than ideal in at least some instances. For example, the

CBCT scanner may generate volumetric data, and a large amount of volumetric data may be
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difficult and time consuming to consistently transfer to a remote location. Also, it may be more
difficult than ideal to store or otherwise archive multiple sets of volumetric data in multiple
locations, for example.

[0005] The present disclosure, therefore, identifies and addresses a need for systems and

method for client-side compression and extraction of medical imaging data.

SUMMARY OF THE DISCLOSURE
[0006] Described herein are methods and apparatuses (e.g., systems and devices, including
software, hardware and firmware) for compression and extraction of imaging data. In particular,
these methods and apparatuses may be used for medical imaging data, such as three-dimensional
(3D) volumetric image data from, for instance (but not limited to), a CBCT scanner. In general,
the 3D volumetric image data may be static data. The 3D volumetric image data may include a
plurality of 2D images (sections or slices) through which may collectively be referred to as a 3D
volume. The 3D volume may include predefined section or images (2D image), or these 2D
section so images may be generated from the 3D volume.
[0007] This 3D volumetric image data may be pre-processed by aligning it, for example, by
analyzing a relevant region of the 3D volumetric data. Pre-processing may also include selecting
and/or setting coordinate axes (e.g., X, ¥, z). The coordinate axes may be based on one or more
identified anatomical planes, identified from the image data. Pre-processing may therefore be
used to align and maximize the symmetry within the 3D volumetric image data. In some
examples, pre-processing may include cropping the 3D volume, e.g., parallel to the anatomical
planes identified, so that 3D volume has a regular (e.g., rectangular, cubic, etc.) shape. In some
examples the 3D volume may be padded, such as with blank space, to maintain the regular
shape. The 3D volumetric image data may also be preprocessed by reducing the dynamic range
and/or by segmenting to identify predetermined clinically relevant features. For dental imaging
in particular, the clinically relevant features may include bone, soft tissue (e.g., gums, gingiva,
etc.), tooth roots, tooth crown, tooth internal structures (e.g., dentin, enamel, etc.), and the like.
[0008] The pre-processed 3D volumetric image data may be compressed using any
appropriate compression technique. In particular one or more video compression techniques may
be used by converting a spatial axis of the 3D volume of the 3D volumetric image data into a
time axis to form a time sequence of 2D images and applying a video compression scheme. By
compressing the pre-processed 3D volumetric image data, the methods and apparatuses
described herein may provide a client-side solution for compressing and/or extracting medical
imaging data. The systems and methods described herein may improve the transmission and

storing of medical imaging data, by reducing an amount of data to be uploaded to a server.
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[0009] In addition, the systems and methods described herein may improve the functioning
of a computing device by more efficiently applying a compression scheme and reducing
bandwidth by transmitting compressed data. These systems and methods may also improve the
field of medical imaging by reducing data storage requirements for computational processes.
[0010] Also described herein are apparatuses (e.g., systems) for performing any of the
methods described herein. These apparatuses may be integrated with an imaging device or
system (such as CBCT scanner, an ultrasound scanner, etc.). For example, described herein are
systems for compressing a three-dimensional (3D) volumetric image data set including a
plurality of image sections forming a 3D volume, the system comprising: one or more
processors; a memory coupled to the one or more processors, the memory storing computer-
program instructions, that, when executed by the one or more processors, perform a computer-
implemented method comprising: identifying one or more anatomic planes within the 3D
volumetric image data set and setting coordinate planes using the one or more anatomic planes;
cropping the 3D volume parallel to the coordinate planes; adjusting the dynamic rage of the 3D
volumetric image data set; and converting a spatial axis of the 3D volume into a time axis to
form a time sequence of 2D images and applying a video compression scheme to the time
sequence of 2D images to form a compressed 3D volumetric image data set.

[0011] The computer implemented method may identify the one or more anatomic planes
within the 3D volumetric image data set and sets the coordinate planes to increase the symmetry
of the coordinate planes. In some examples the computer implemented method crops the 3D
volume parallel to the coordinate planes to minimize empty regions of the 3D volume. The
computer implemented method may further include padding the 3D volume with empty regions
to keep the 3D volume symmetrical after cropping. In some examples the computer implemented
method adjusts the dynamic rage of the 3D volumetric image data set by histogram analysis. For
example, the computer implemented method may adjust the dynamic rage of the 3D volumetric
image data set by segmenting the 3D volumetric image data set using clinically-relevant regions
(e.g., the clinically-relevant regions may comprise: soft tissue, bone, tooth crowns and tooth
roots, etc.).

[0012] For example, described herein are methods of compressing a three-dimensional (3D)
volumetric image data set. The 3D volumetric data set may include a plurality of image sections
forming a 3D volume. For example a 3D (e.g., static) volumetric image data set may be
compressed by: identifying one or more anatomic planes within the 3D volumetric image data
set and setting coordinate planes using the one or more anatomic planes; cropping the 3D volume
parallel to the at least two coordinate planes; adjusting the dynamic rage of the 3D volumetric

image data set; and converting a spatial axis of the 3D volume into a time axis to form a time
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sequence of 2D images and applying a video compression scheme to the time sequence of 2D
images to form a compressed 3D volumetric image data set.

[0013] Any of these methods may include identifying the one or more anatomic planes
within the 3D volumetric image data set and settings the coordinate planes by setting the
coordinate planes to increase the symmetry of the coordinate planes. In some examples the
method also includes cropping the 3D volume parallel to the coordinate planes to minimize
empty regions of the 3D volume, and/or padding the 3D volume with empty regions to keep the
3D volume symmetrical after cropping.

[0014] Adjusting dynamic rage of the 3D volumetric image data set may include adjusting
by histogram analysis. Any of these methods may include segmenting the 3D volumetric image
data set using clinically-relevant regions. The clinically-relevant regions may include, for
example: soft tissue, bone, tooth crowns and tooth roots.

[0015] Any of these methods may include dividing the image sections forming the 3D
volume into a first half that is symmetric with a second half, determining differences between the
first half and the second half, and reducing the 3D volume by replacing the second half with
differences between first half and the second half before converting the spatial axis of the 3D
volume into the time axis.

[0016] These methods may also include storing or transmitting the compressed 3D
volumetric image data set. For example, any of these methods may include transmitting the
compressed 3D volumetric data set to a remote server and decompressing the 3D volumetric data
set on the remote server. The remote server may decompress the 3D volumetric image data set.
[0017] In any of these methods applying the video compression scheme to the time sequence
of 2D images to form the compressed 3D volumetric image data set may comprise forming the
compressed 3D volumetric image data set at a compression rate of between 50 and 2500 times.
In some examples, applying the video compression scheme to the time sequence of 2D images to
form the compressed 3D volumetric image data set comprises forming the compressed 3D
volumetric image data set at a compression rate of 50 times or more. In general, these methods
may include compressing with a Dice coefficient of greater than 0.90.

[0018] In any of these methods, applying the video compression scheme to the time
sequence of 2D images may comprise applying macroblock compression using a discrete cosine
transformation (DCT). Any of these methods may include encoding the compressed 3D
volumetric image data set using entropy encoding.

[0019] For example, a method of compressing a three-dimensional (3D) volumetric image
data set including a plurality of image sections forming a 3D volume, may include: identifying at

least two anatomic planes within the 3D volumetric image data set and setting at least two
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coordinate planes using the at least two anatomic planes to increase the symmetry of the
coordinate planes; cropping the 3D volume parallel to the coordinate planes; adjusting the
dynamic rage of the 3D volumetric image data set by histogram analysis and segmenting the 3D
volumetric image data set using clinically-relevant regions comprising: soft tissue, bone, tooth
crowns and tooth roots; dividing the image sections forming the 3D volume into a first half that
is symmetric with a second half, determining differences between the first half and the second
half and reducing the 3D volume by replacing the second half with differences between first half
and the second half; applying a video compression scheme to the 3D volume to form a
compressed 3D volumetric image data set by converting a spatial axis of the 3D volume into a
time axis to form a time sequence of 2D images; and storing or transmitting the compressed 3D
volumetric image data set.

[0020] Any of these computer implemented methods may further comprise dividing the
image sections forming the 3D volume into a first half that is symmetric with a second half,
determining differences between the first half and the second half and reducing the 3D volume
by replacing the second half with differences between first half and the second half before
converting the spatial axis of the 3D volume into the time axis.

[0021] As mentioned, any of these systems may include an imaging device in
communication with the one or more processors (e.g., CBCT system, etc.).

[0022] The computer implemented method may further comprises storing or transmitting the
compressed 3D volumetric image data set. In some examples the computer implemented method
further comprises transmitting the compressed 3D volumetric data set to a remote server and
decompressing the 3D volumetric image data set on the remote server. The computer
implemented method may apply the video compression scheme to the time sequence of 2D
images to form the compressed 3D volumetric image data set at a compression rate of between
50 and 2500 times. In some examples the computer implemented method applies the video
compression scheme to the time sequence of 2D images to form the compressed 3D volumetric
image data set at a compression rate of 50 times or more. The compression may be done with a
Dice score of greater than 0.9.

[0023] The computer implemented method may apply the video compression scheme by
applying macroblock compression using a discrete cosine transformation (DCT) to the time
sequence of 2D images to form a compressed 3D volumetric image data set.

[0024] In some examples the computer implemented method further comprises encoding the
compressed 3D volumetric image data set using entropy encoding.

[0025] For example, a system for compressing a three-dimensional (3D) volumetric image

data set including a plurality of image sections forming a 3D volume, the system comprising:
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one or more processors; a memory coupled to the one or more processors, the memory storing
computer-program instructions, that, when executed by the one or more processors, perform a
computer-implemented method comprising: identifying at least two anatomic planes within the
3D volumetric image data set and setting at least two coordinate planes using the at least two
anatomic planes to increase the symmetry of the coordinate planes; cropping the 3D volume
parallel to the coordinate planes; adjusting the dynamic rage of the 3D volumetric image data set
by histogram analysis and segmenting the 3D volumetric image data set using clinically-relevant
regions comprising: soft tissue, bone, tooth crowns and tooth roots; dividing the image sections
forming the 3D volume into a first half that is symmetric with a second half, determining
differences between the first half and the second half and reducing the 3D volume by replacing
the second half with differences between first half and the second half; applying a video
compression scheme to the 3D volume to form a compressed 3D volumetric image data set by
converting a spatial axis of the 3D volume into a time axis to form a time sequence of 2D

images; and storing or transmitting the compressed 3D volumetric image data set.

BRIEF DESCRIPTION OF THE DRAWINGS
[0026] A better understanding of the features, advantages and principles of the present
disclosure will be obtained by reference to the following detailed description that sets forth
illustrative embodiments, and the accompanying drawings of which:
[0027] FIG. 1 shows a portion of 3D volumetric image data, in accordance with some
examples;
[0028] FIG. 2 shows a reconstruction of a patient’s teeth based on 3D volumetric image data,
in accordance with some examples;
[0029] FIG. 3 shows a block diagram of an example system for medical imaging data
compression and extraction, in accordance with some examples;
[0030] FIG. 4 shows a block diagram of an additional example system for compression and
extraction of medical imaging data, in accordance with some examples;
[0031] FIG. 5 shows a flow diagram of an example method for compression of medical
imaging data, in accordance with some examples;
[0032] FIGS. 6A and 6B show diagrams of geometric preprocessing, in accordance with
some examples;
[0033] FIG. 7 shows an exemplary graph of histogram analysis, in accordance with some
examples;

[0034] FIG. 8 shows an example of reencoding voxels, in accordance with some examples;
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[0035] FIG. 9 shows a flow diagram of an example method for extracting medical imaging
data from compressed data, in accordance with some examples;

[0036] FIGS. 10A and 10B show a table and a graph of compression metrics, in accordance
with some examples;

[0037] FIGS. 11A and 11B show visual comparisons of compression results, in accordance
with some examples;

[0038] FIG. 12 shows a flow diagram of an example method of extracting data from
compressed volumetric image data, in accordance with some examples;

[0039] FIG. 13 shows a block diagram of an example computing system capable of
implementing one or more examples described and/or illustrated herein, in accordance with some
examples;

[0040] FIG. 14 shows a block diagram of an example computing network capable of
implementing one or more of the examples described and/or illustrated herein, in accordance
with some examples; and

[0041] FIG. 15A shows a flow diagram of an example method for compression of (e.g.,
dense) 3D volumetric imaging data. FIG. 15B shows another example of a flow diagram of an

example method for compression of 3D volumetric imaging data.

DETAILED DESCRIPTION
[0042] The following detailed description and provides a better understanding of the features
and advantages of the inventions described in the present disclosure in accordance with the
examples disclosed herein. Although the detailed description includes many specific examples,
these are provided by way of example only and should not be construed as limiting the scope of
the inventions disclosed herein.
[0043] The following will provide, with reference to FIGS. 1-2, detailed descriptions of
imaging and modeling. Theses examples may be specific to medical (e.g., dental) systems and
methods, but the methods and apparatuses described herein may be generally applied to any
(including non-medical) imaging technique. Detailed descriptions of example systems for
compressing and extracting medical imaging data will be provided in connection with FIGS. 3-4.
Detailed descriptions of corresponding computer-implemented methods will also be provided in
connection with FIG. 5. Detailed descriptions of exemplary geometric pre-processing will be
provided in connection with FIG. 6. Detailed descriptions of histogram analysis will be provided
in connection with FIG. 7. Detailed descriptions of voxel reencoding will be provided in
connection with FIG. 8. Detailed descriptions of computer-implemented methods for extracting

medical imaging data will be provided in connection with FIG. 9. Detailed descriptions of
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evaluating compression results will also be provided in connection with FIG. 10 and FIG. 11.
Detailed descriptions of additional methods will also be provided in connection with FIG. 12. In
addition, detailed descriptions of an example computing system and network architecture capable
of implementing one or more of the examples described herein will be provided in connection
with FIGS. 13 and 14, respectively.

[0044] FIG. 1 illustrates image data 100, which may be a single image from a 3D volumetric
image data such as CBCT scan data. The 3D volumetric image data may include a plurality of
separate images taken around a subject. Each image may correspond to, for example, a scan of
the subject taken at a different angle, a different scanning offset, etc. The 3D volumetric data
may be used to reconstruct a digital volume of the subject. The digital volume may comprise
voxels which represent values in the three-dimensional space. The values may correspond to
anatomical structures. As seen in FIG. 1, image data 100 includes a bone structure 110, a tissue
structure 120, and an empty space 130.

[0045] FIG. 2 illustrates a reconstruction 200 having various tooth structures 210. 3D
volumetric data may be reconstructed into a 3D model of the subject. In some examples,
segmentation may be performed on the 3D volumetric data to remove non-relevant regions from
the 3D model. Reconstruction 200 includes only tooth structures 210 without non-relevant
regions. Orthodontic practitioners may often utilize reconstructions such as reconstruction 200 to
diagnose a patient’s teeth. Thus, accuracy of reconstruction 200 may be an important
consideration. Although a larger 3D volumetric image data set may produce higher resolution
reconstructions, the data storage requirements may be prohibitive.

[0046] FIG. 3 is a block diagram of an example system 300 for compressing and extracting
medical imaging data. As illustrated in this figure, example system 300 may include one or more
modules 302 for performing one or more tasks. As will be explained in greater detail below,
modules 302 may include a receiving module 304, a preparing module 306, a compressing
module 308, and a restoring module 310. Although illustrated as separate elements, one or more
of modules 302 in FIG. 3 may represent portions of a single module or application.

[0047] In certain examples, one or more of modules 302 in FIG. 3 may represent one or
more software applications or programs that, when executed by a computing device, may cause
the computing device to perform one or more tasks. For example, and as will be described in
greater detail below, one or more of modules 302 may represent modules stored and configured
to run on one or more computing devices, such as the devices illustrated in FIG. 4 (e.g.,
computing device 402 and/or server 406). One or more of modules 302 in FIG. 3 may also
represent all or portions of one or more special-purpose computers configured to perform one or

more tasks.
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[0048] As illustrated in FIG. 3, example system 300 may also include one or more memory
devices, such as memory 340. Memory 340 generally represents any type or form of volatile or
non-volatile storage device or medium capable of storing data and/or computer-readable
instructions. In one example, memory 340 may store, load, and/or maintain one or more of
modules 302. Examples of memory 340 include, without limitation, Random Access Memory
(RAM), Read Only Memory (ROM), flash memory, Hard Disk Drives (HDDs), Solid-State
Drives (SSDs), optical disk drives, caches, variations or combinations of one or more of the
same, and/or any other suitable storage memory.

[0049] As illustrated in FIG. 3, example system 300 may also include one or more physical
processors, such as physical processor 330. Physical processor 330 generally represents any type
or form of hardware-implemented processing unit capable of interpreting and/or executing
computer-readable instructions. In one example, physical processor 330 may access and/or
modify one or more of modules 302 stored in memory 340. Additionally or alternatively,
physical processor 330 may execute one or more of modules 302 to facilitate compression and/or
extraction of medical imaging data. Examples of physical processor 330 include, without
limitation, microprocessors, microcontrollers, Central Processing Units (CPUs), Graphics
Processing Units (GPUs) Field-Programmable Gate Arrays (FPGAs) that implement softcore
processors, Application-Specific Integrated Circuits (ASICs), portions of one or more of the
same, variations or combinations of one or more of the same, and/or any other suitable physical
processor.

[0050] As illustrated in FIG. 3, example system 300 may also include one or more data
elements 320, such as 3D volumetric image data 322, pre-processed 3D volumetric image data
324, compressed 3D volumetric image data 326, and restored 3D volumetric image data 328.
Data elements 320 generally represent any type or form of data, such as medical imaging data
and permutations thereof, as will be described further below.

[0051] Example system 300 in FIG. 3 may be implemented in a variety of ways. For
example, all or a portion of example system 300 may represent portions of example system 400
in FIG. 4. As shown in FIG. 4, system 400 may include a computing device 402 in
communication with a server 406 via a network 404. In one example, all or a portion of the
functionality of modules 302 may be performed by computing device 402, server 406, and/or
any other suitable computing system. As will be described in greater detail below, one or more
of modules 302 from FIG. 3 may, when executed by at least one processor of computing device
402 and/or server 406, enable computing device 402 and/or server 406 to compress and/or
extract medical imaging data. For example, and as will be described in greater detail below, one

or more of modules 302 may cause computing device 402 and/or server 406 to prepare pre-
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processed 3D volumetric image data and compress the pre-processed 3D volumetric image data
into compressed 3D volumetric image data.

[0052] Computing device 402 generally represents any type or form of computing device
capable of reading computer-executable instructions. Computing device 402 may be a user
device, such as a desktop computer or mobile device. Additional examples of computing device
402 include, without limitation, laptops, tablets, desktops, servers, cellular phones, Personal
Digital Assistants (PDAs), multimedia players, embedded systems, wearable devices (e.g., smart
watches, smart glasses, etc.), smart vehicles, smart packaging (e.g., active or intelligent
packaging), gaming consoles, so-called Internet-of-Things devices (e.g., smart appliances, etc.),
variations or combinations of one or more of the same, and/or any other suitable computing
device.

[0053] Server 406 generally represents any type or form of computing device that is capable
of storing and/or processing imaging data. Additional examples of server 406 include, without
limitation, security servers, application servers, web servers, storage servers, and/or database
servers configured to run certain software applications and/or provide various security, web,
storage, and/or database services. Although illustrated as a single entity in FIG. 4, server 406
may include and/or represent a plurality of servers that work and/or operate in conjunction with
one another.

[0054] Network 404 generally represents any medium or architecture capable of facilitating
communication or data transfer. In one example, network 404 may facilitate communication
between computing device 402 and server 406. In this example, network 404 may facilitate
communication or data transfer using wireless and/or wired connections. Examples of network
404 include, without limitation, an intranet, a Wide Area Network (WAN), a Local Area
Network (LAN), a Personal Area Network (PAN), the Internet, Power Line Communications
(PLC), a cellular network (e.g., a Global System for Mobile Communications (GSM) network),
portions of one or more of the same, variations or combinations of one or more of the same,
and/or any other suitable network.

[0055] FIG. 5 is a flow diagram of an example computer-implemented method 500 for
compressing medical imaging data. The steps shown in FIG. 5 may be performed by any suitable
computer-executable code and/or computing system, including system 300 in FIG. 3, system 400
in FIG. 4, and/or variations or combinations of one or more of the same. In one example, each of
the steps shown in FIG. 5 may represent an algorithm whose structure includes and/or is
represented by multiple sub-steps, examples of which will be provided in greater detail below.
[0056] As illustrated in FIG. 5, at step 502 one or more of the systems described herein may

receive the 3D volumetric image data. For example, receiving module 304, as part of computing

-10 -



10

15

20

25

30

WO 2021/168415 PCT/US2021/019053

device 402, may receive 3D volumetric image data 322. 3D volumetric image data 322 may
comprise scan data of a patient. 3D volumetric image data 322 may include a computed
tomography (CT) image, a cone beam computed tomography image (CBCT), or a magnetic
resonance imaging (MRI) image. 3D volumetric image data 322 may include a 3D volumetric
digital imaging and communications in medicine (DICOM) image.

[0057] In one example, an orthodontic practitioner may receive raw CBCT scan data of a
patient’s head from a scanner onto his computing device. For example, 3D volumetric image
data 322 may include a plurality of teeth.

[0058] In other examples, 3D volumetric image data 322 may include one or more
segmentable tissue structures. Each of the one or more segmentable tissue structures may include
an outer surface enclosing an interior of the one or more segmentable tissue structures. More
specifically, the one or more segmentable tissue structures may include a plurality of teeth. Each
of the plurality of teeth may include an outer surface enclosing an interior.

[0059] As illustrated in FIG. 5, at step 504 one or more of the systems described herein may
prepared pre-processed 3D volumetric image data for compression by analyzing a relevant
region of the 3D volumetric image data. For example, preparing module 306, as part of
computing device 402, may prepare pre-processed 3D volumetric image data 324 by analyzing a
relevant region of 3D volumetric image data 322. Pre-processed 3D volumetric image data 324
may include data that preparing module 306 has analyzed to determine refinements and other
modifications to optimize compression. Preparing module 306 may prepare pre-processed 3D
volumetric image data 324 in various ways.

[0060] In some examples, preparing module 306 may prepare pre-processed 3D volumetric
image data 324 by performing geometric preprocessing on 3D volumetric image data 322. For
instance, preparing module 306 may identify an anatomical plane from 3D volumetric image
data 322. The anatomical plane may be one or more of a sagittal plane, a coronal plane, or an
axial plane. Preparing module 306 may rotate a volume captured in 3D volumetric image data
322 to align the anatomical plane to a coordinate axis, which may be defined in 3D volumetric
image data 322. Pre-processed 3D volumetric image data 324 may include the rotated volume.
[0061] FIG. 6A illustrates image 600 including an anatomical plane 610 and a volume 620.
As seen in FIG. 6A, volume 620 may be rotated to align anatomical plane 610 with a coordinate
axis. For example, volume 620 may be rotated to make anatomical plane 610 parallel with an X,
Y, or Z axis. Such rotation may reduce a complexity of a data structure (e.g., by making more
symmetrical) for pre-processed 3D volumetric image data 324 which may further optimize

compression.
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[0062] Preparing module 306 may perform geometric preprocessing by identifying an axis of
symmetry from 3D volumetric image data 322 to divide a volume captured in 3D volumetric
image data 322 into a first part and a second part. Preparing module 306 may determine a
difference between the first part and the second part and store, as pre-processed 3D volumetric
image data 324, the first part and the difference.

[0063] FIG. 6B illustrates a segmented image 602 including a first part 630 and a second part
640. First part 630 and second part 640 may be divided from an axis of symmetry (e.g.
anatomical plane 610 in FIG. 6A) such that first part 630 may be nearly symmetrical with second
part 640. Although first part 630 may resemble a mirror image of second part 640, difference
may exist which may include relevant data. However, storing first part 630 and the difference
may reduce a storage size of pre-processed 3D volumetric image data 324 compared to that of
3D volumetric image data 322 and may further optimize compression.

[0064] Preparing module 306 may also perform geometric preprocessing by identifying a
non-relevant region from 3D volumetric image data 322, and cropping the non-relevant region
such that pre-processed 3D volumetric image data 324 may not include the non-relevant region.
The non-relevant region may be an empty region. For example, portions of empty space 130 in
FIG. 1 may be cropped. Cropping non-relevant regions may reduce a storage size of pre-
processed 3D volumetric image data 324 compared to that of 3D volumetric image data 322 and
may further optimize compression.

[0065] In some examples, preparing module 306 may prepare pre-processed 3D volumetric
image data 324 by identifying a root structure or a bone structure from 3D volumetric image data
322 as the relevant region and marking the identified relevant region. For example, preparing
module 306 may identify and mark bone structure 110 in FIG. 1. Preparing module 306 may
perform segmentation to segment the volume into relevant and non-relevant regions.

[0066] In some examples, preparing module 306 may perform a histogram analysis to
identify the relevant region. FIG. 7 illustrates a histogram graph 700. As seen in FIG. 7, certain
values may correspond to certain types of structures. Preparing module 306 may analyze the
values of the voxels of 3D volumetric image data 322.

[0067] Marking the relevant regions may facilitate further preprocessing of 3D volumetric
image data 322. In some examples, preparing module 306 may reencode voxels of 3D
volumetric image data 322 to decrease a dynamic range of bits per voxel. Each voxel may
include a value corresponding to a type of anatomical structure. As a number of types increases
(e.g., arange of possible values increases), a number of bits required for storing each value for
each voxel may increase. Increasing the bits per voxel may result in increased data storage

requirements for 3D volumetric image data 322. However, because certain types of structures
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may not be relevant, for example as determined through histogram analysis, less data may be
preserved with respect to the non-relevant regions without losing data with respect to relevant
regions.

[0068] For example, the types of structures may be reduced to empty space, soft tissue, bone,
or tooth. With 4 possible intensity values, each voxel may be encoded with 2 bits per voxel. In
other examples, a more detailed segmentation may result in 4 to 8 bits per voxel. Thus, the
dynamic range may be decreased from greater than 8 bits per voxel to 2 to 8 bits per voxel.
[0069] FIG. 8 illustrates a reencoding 800 of image data 810 into reencoded image data 820.
As seen in FIG. 8, reencoding may result in some loss of detail while preserving relevant
structural details.

[0070] Returning to FIG. 5, at step 506 one or more of the systems described herein may
compress, into compressed 3D volumetric image data, the pre-processed 3D volumetric image
data using a compression scheme. For example, compressing module 308, as part of computing
device 402, may compress pre-processed 3D volumetric image data 324 into compressed 3D
volumetric image data 326 using a compression scheme. Compressing module 308 may
compress pre-processed 3D volumetric image data 324 in various ways.

[0071] In some examples, the compression scheme may be a video codec. Because the
volumetric image data (e.g., 3D volumetric image data 322 and pre-processed 3D volumetric
image data 324) may include a plurality of images, similar to a video file, compressing module
308 may utilize a video codec. The preprocessing performed by preparing module 306 may
further optimize pre-processed 3D volumetric image data 324 for compression. In some
examples, the compression scheme may include a discrete cosine transformation (DCT). In some
examples, the compression scheme may include a motion compensation scheme. In some
examples, the compression scheme may include an entropy encoding scheme.

[0072] FIG. 9 is a flow diagram of an example computer-implemented method 900 for
extracting medical imaging data from compressed data. The steps shown in FIG. 9 may be
performed by any suitable computer-executable code and/or computing system, including system
300 in FIG. 3, system 400 in FIG. 4, and/or variations or combinations of one or more of the
same. In one example, each of the steps shown in FIG. 9 may represent an algorithm whose
structure includes and/or is represented by multiple sub-steps, examples of which will be
provided in greater detail below.

[0073] As illustrated in FIG. 9, at step 902 one or more of the systems described herein may
decompress the compressed 3D volumetric image data using the compression scheme. For

example, restoring module 310 may, as part of computing device 402 and/or server 406 in FIG.
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4, may decompress compressed 3D volumetric image data 326 into restored 3D volumetric
image data 328.

[0074] In some examples, the orthodontic practitioner may send compressed 3D volumetric
image data 326 from computing device 402 to server 406, which may be, for instance, a cloud
server, a laboratory server, an external storage device, etc. Server 406 may decompress
compressed 3D volumetric image data 326. In some examples, computing device 402 may send
the compression scheme to server 406. In other examples, the compression scheme may be pre-
determined.

[0075] At step 904 one or more of the systems described herein may restore, from the
decompressed 3D volumetric image data, image data previously modified for preparing the pre-
processed 3D volumetric image data to produce restored 3D volumetric image data. For
example, restoring module 310 may, as part of computing device 402 and/or server 406 in FIG.
4, restore restored 3D volumetric image data 328 by reverting modifications of pre-processed 3D
volumetric image data 324 to 3D volumetric image data 322.

[0076] Restored 3D volumetric image data 328 may preserve information from 3D
volumetric image data 322. In some examples, 3D volumetric image data 322 may comprise a
first spatial resolution and restored 3D volumetric image data 328 may comprise a second spatial
resolution. The first spatial resolution may match the second spatial resolution. A DICE score or
coefficient between 3D volumetric image data 322 and restored 3D volumetric image data 328
may measure a similarity between original and decompressed data. The DICE score will be
known to one of ordinary skill in the art and the DICE score is sometimes referred to as a
Segrensen-Dice coefficient. The DICE score generally corresponds to the volume overlap of
structures, for example, the volumetric overlap of one or more teeth. For example, the relevant
(e.g., segmented) region from 3D volumetric image data 322 may be compared to the same
region from restored 3D volumetric image data 328. FIG. 10A illustrates a table 1000 of DICE
coefficients for a given compression rate. FIG. 10B illustrates a corresponding graph 1002. As
seen in FIGS. 10A-B, a compression rate of up to about 2000 may yield sufficient similarity (e.g.
from about 0.90 to about 0.95), whereas a compression rate of almost 6000 may produce
unusable results.

[0077] In some examples, a compression rate of about 200 may be used. A higher
compression rate may create additional processing overhead without significant gain in
preserving data. By compressing the 3D volumetric image data, the compressed 3D volumetric
image data may be more easily transferred, for instance requiring less bandwidth to transmit.
[0078] FIG. 11A illustrates a reconstruction 1100 with a 5x compression rate. FIG. 11B

illustrates a reconstruction 1102 with an approximately 2000x compression rate. The shaded

-14 -



10

15

20

25

30

35

WO 2021/168415 PCT/US2021/019053

portions may correspond to restored data whereas the white portions may correspond to original
uncompressed data. As shown by the visual comparison of FIGS. 11A-B, after the compression
and restoration, the preserved data is significant enough for successful reconstruction.

[0079] In some examples, 3D volumetric image data 322 may comprise a plurality of teeth
and compressed 3D volumetric image data 326 may comprise the plurality of teeth. A
compression ratio of 3D volumetric image data 322 to compressed 3D image data 326 may
comprise a value within a range from about 50 to about 2000. A DICE score from the plurality of
teeth of 3D volumetric image data 322 compared to compressed 3D volumetric image data 326
may be within a range from about 0.95 to about 0.90.

[0080] In some examples, 3D volumetric image data 322 may comprises one or more
segmentable tissue structures and compressed 3D volumetric image data 326 may comprise the
one or more segmentable tissue structures. Each of the one or more segmentable tissue structures
may comprise an outer surface enclosing an interior of the one or more segmentable tissue
structures. A compression ratio of 3D volumetric image data 322 to the compressed 3D image
data 326 may comprise a value within a range from about 50 to about 2000. A voxel overlap for
the one or more segmentable tissue structures of 3D volumetric image data 322 compared to
compressed 3D volumetric image data 326 may be within a range from about 0.95 to about 0.90.
[0081] In some examples, restoring module 310 may, as part of computing device 402 and/or
server 406 in FIG. 4, perform segmentation to isolate a relevant structure from restored 3D
volumetric image data 328. Restored volumetric image data 328 may comprise a plurality of
voxels each encoded into one of empty space, soft tissue, bone or tooth. The relevant structure
may be isolated based on an encoding of each of the plurality of voxels. In some examples, the
relevant structure may comprise an individual tooth structure.

[0082] FIG. 12 is a flow diagram of an example computer-implemented method 1200 for
extracting medical imaging data from compressed data. The steps shown in FIG. 12 may be
performed by any suitable computer-executable code and/or computing system, including system
300 in FIG. 3, system 400 in FIG. 4, and/or variations or combinations of one or more of the
same. In one example, each of the steps shown in FIG. 12 may represent an algorithm whose
structure includes and/or is represented by multiple sub-steps, examples of which will be
provided in greater detail below.

[0083] As illustrated in FIG. 12, at step 1202 one or more of the systems described herein
may receive 3D volumeltric image data comprising a plurality of discrete tissue structures. For
example, receiving module 304 may, as part of computing device 402 and/or server 406 in FIG.
4, may receive compressed 3D volumetric image data 326. Compressed 3D volumetric image

data 326 may include various discrete tissue structures. For example, compressed 3D volumetric
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image data 326 may have been generated from raw 3D volumetric image data (e.g., 3D
volumetric image data 322) comprising a plurality of teeth such that compressed 3D volumetric
image data 326 comprises the plurality of teeth. A compression ratio of the raw 3D volumetric
image data to the compressed 3D image data may comprise a value within a range from about 50
to about 2000 and a DICE score from the plurality of teeth of the raw 3D volumetric image data
compared to the restored 3D volumetric image data may be within a range from about 0.95 to
about 0.90.

[0084] In another example, the compressed 3D volumetric image data may have been
generated from raw 3D volumetric image data comprising one or more segmentable tissue
structures and the compressed 3D volumetric image data may comprise the one or more
segmentable tissue structures. Each of the one or more segmentable tissue structures may
comprise an outer surface enclosing an interior of the one or more segmentable tissue structures.
A compression ratio of the raw 3D volumetric image data to the compressed 3D image data may
comprise a value within a range from about 50 to about 2000. A voxel overlap for the one or
more segmentable tissue structures of the raw 3D volumetric image data compared to the
compressed 3D volumetric image data may be within a range from about 0.95 to about 0.90.
[0085] In yet another example, the compressed 3D volumetric image data may be generated
from raw 3D volumetric image data comprising a first spatial resolution. The restored 3D
volumetric image data may comprise a second spatial resolution matching the first spatial
resolution. The raw 3D volumetric image data may comprise a dynamic range greater than 8 bits
and the restored volumetric image data may comprise a dynamic range within a range from 2 bits
per voxel to 8 bits per voxel.

[0086] As illustrated in FIG. 12, at step 1204 one or more of the systems described herein
may decompress, with a compression scheme, the compressed 3D volumetric image data to
generate restored 3D volumetric image data. For example, restoring module 310 may, as part of
computing device 402 and/or server 406 in FIG. 4, decompress compressed 3D volumetric image
data 326 into restored 3D volumetric image data 328.

[0087] At step 1206 one or more of the systems described herein may segment the restored
3D volumetric image data into a plurality of segmented tissue structures. For example, restoring
module 310 may, as part of computing device 402 and/or server 406 in FIG. 4, segment restored
3D volumetric image data 328 into various segmented tissue structures, such as seen in FIGS. 2,
11A, and 11B.

[0088] In some examples, restoring module 310 may, as part of computing device 402 and/or

server 406 restore, from the decompressed 3D volumetric image data, image data previously
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modified for preparing the pre-processed 3D volumetric image data to produce the restored 3D
volumetric image data.

[0089] Although the systems and methods are described above with respect to orthodontic
treatment, in other implementations, the anonymization methods and apparatus may be used for
other medical contexts, such as plastic surgery. Alternatively, the anonymization methods and
apparatus may be used outside of medical contexts, such as for generating avatars, concealing
minors’ identities for publishing, etc. In such contexts, the clinically relevant region may
correspond to or be defined by important body features relevant to the given context.

[0090] FIG. 13 is a block diagram of an example computing system 1310 capable of
implementing one or more of the examples described and/or illustrated herein. For example, all
or a portion of computing system 1310 may perform and/or be a means for performing, either
alone or in combination with other elements, one or more of the steps described herein (such as
one or more of the steps illustrated in FIG. 5). All or a portion of computing system 1310 may
also perform and/or be a means for performing any other steps, methods, or processes described
and/or illustrated herein.

[0091] Computing system 1310 broadly represents any single or multi-processor computing
device or system capable of executing computer-readable instructions. Examples of computing
system 1310 include, without limitation, workstations, laptops, client-side terminals, servers,
distributed computing systems, handheld devices, or any other computing system or device. In
its most basic configuration, computing system 1310 may include at least one processor 1314
and a system memory 1316.

[0092] Processor 1314 generally represents any type or form of physical processing unit
(e.g., a hardware-implemented central processing unit) capable of processing data or interpreting
and executing instructions. In certain examples, processor 1314 may receive instructions from a
software application or module. These instructions may cause processor 1314 to perform the
functions of one or more of the examples described and/or illustrated herein.

[0093] System memory 1316 generally represents any type or form of volatile or non-
volatile storage device or medium capable of storing data and/or other computer-readable
instructions. Examples of system memory 1316 include, without limitation, Random Access
Memory (RAM), Read Only Memory (ROM), flash memory, or any other suitable memory
device. Although not required, in certain examples computing system 1310 may include both a
volatile memory unit (such as, for example, system memory 1316) and a non-volatile storage
device (such as, for example, primary storage device 1332, as described in detail below). In one

example, one or more of modules 302 from FIG. 3 may be loaded into system memory 1316.
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[0094] In some examples, system memory 1316 may store and/or load an operating system
1340 for execution by processor 1314. In one example, operating system 1340 may include
and/or represent software that manages computer hardware and software resources and/or
provides common services to computer programs and/or applications on computing system 1310.
Examples of operating system 1340 include, without limitation, LINUX, JUNOS, MICROSOFT
WINDOWS, WINDOWS MOBILE, MAC OS, APPLE’S 10S, UNIX, GOOGLE CHROME
0OS, GOOGLE’S ANDROID, SOLARIS, variations of one or more of the same, and/or any other
suitable operating system.

[0095] In certain examples, example computing system 1310 may also include one or more
components or elements in addition to processor 1314 and system memory 1316. For example,
as illustrated in FIG. 13, computing system 1310 may include a memory controller 1318, an
Input/Output (I/0) controller 1320, and a communication interface 1322, each of which may be
interconnected via a communication infrastructure 1312. Communication infrastructure 1312
generally represents any type or form of infrastructure capable of facilitating communication
between one or more components of a computing device. Examples of communication
infrastructure 1312 include, without limitation, a communication bus (such as an Industry
Standard Architecture (ISA), Peripheral Component Interconnect (PCI), PCI Express (PCle), or
similar bus) and a network.

[0096] Memory controller 1318 generally represents any type or form of device capable of
handling memory or data or controlling communication between one or more components of
computing system 1310. For example, in certain examples, memory controller 1318 may control
communication between processor 1314, system memory 1316, and I/O controller 1320 via
communication infrastructure 1312.

[0097] I/0O controller 1320 generally represents any type or form of module capable of
coordinating and/or controlling the input and output functions of a computing device. For
example, in certain examples 1/0O controller 1320 may control or facilitate transfer of data
between one or more elements of computing system 1310, such as processor 1314, system
memory 1316, communication interface 1322, display adapter 1326, input interface 1330, and
storage interface 1334.

[0098] As illustrated in FIG. 13, computing system 1310 may also include at least one
display device 1324 coupled to I/O controller 1320 via a display adapter 1326. Display device
1324 generally represents any type or form of device capable of visually displaying information
forwarded by display adapter 1326. Similarly, display adapter 1326 generally represents any type

or form of device configured to forward graphics, text, and other data from communication
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infrastructure 1312 (or from a frame buffer, as known in the art) for display on display device
1324.

[0099] As illustrated in FIG. 13, example computing system 1310 may also include at least
one input device 1328 coupled to I/O controller 1320 via an input interface 1330. Input device
1328 generally represents any type or form of input device capable of providing input, either
computer or human generated, to example computing system 1310. Examples of input device
1328 include, without limitation, a keyboard, a pointing device, a speech recognition device,
variations or combinations of one or more of the same, and/or any other input device.

[0100] Additionally or alternatively, example computing system 1310 may include
additional I/O devices. For example, example computing system 1310 may include I/O device
1336. In this example, I/0 device 1336 may include and/or represent a user interface that
facilitates human interaction with computing system 1310. Examples of 1/0 device 1336 include,
without limitation, a computer mouse, a keyboard, a monitor, a printer, a modem, a camera, a
scanner, a microphone, a touchscreen device, variations or combinations of one or more of the
same, and/or any other 1/0 device.

[0101] Communication interface 1322 broadly represents any type or form of
communication device or adapter capable of facilitating communication between example
computing system 1310 and one or more additional devices. For example, in certain examples
communication interface 1322 may facilitate communication between computing system 1310
and a private or public network including additional computing systems. Examples of
communication interface 1322 include, without limitation, a wired network interface (such as a
network interface card), a wireless network interface (such as a wireless network interface card),
a modem, and any other suitable interface. In at least one example, communication interface
1322 may provide a direct connection to a remote server via a direct link to a network, such as
the Internet. Communication interface 1322 may also indirectly provide such a connection
through, for example, a local area network (such as an Ethernet network), a personal area
network, a telephone or cable network, a cellular telephone connection, a satellite data
connection, or any other suitable connection.

[0102] In certain examples, communication interface 1322 may also represent a host adapter
configured to facilitate communication between computing system 1310 and one or more
additional network or storage devices via an external bus or communications channel. Examples
of host adapters include, without limitation, Small Computer System Interface (SCSI) host
adapters, Universal Serial Bus (USB) host adapters, Institute of Electrical and Electronics
Engineers (IEEE) 1394 host adapters, Advanced Technology Attachment (ATA), Parallel ATA
(PATA), Serial ATA (SATA), and External SATA (eSATA) host adapters, Fibre Channel
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interface adapters, Ethernet adapters, or the like. Communication interface 1322 may also allow
computing system 1310 to engage in distributed or remote computing. For example,
communication interface 1322 may receive instructions from a remote device or send
instructions to a remote device for execution.

[0103] In some examples, system memory 1316 may store and/or load a network
communication program 1338 for execution by processor 1314. In one example, network
communication program 1338 may include and/or represent software that enables computing
system 1310 to establish a network connection 1342 with another computing system (not
illustrated in FIG. 13) and/or communicate with the other computing system by way of
communication interface 1322. In this example, network communication program 1338 may
direct the flow of outgoing traffic that is sent to the other computing system via network
connection 1342. Additionally or alternatively, network communication program 1338 may
direct the processing of incoming traffic that is received from the other computing system via
network connection 1342 in connection with processor 1314.

[0104] Although not illustrated in this way in FIG. 13, network communication program
1338 may alternatively be stored and/or loaded in communication interface 1322. For example,
network communication program 1338 may include and/or represent at least a portion of
software and/or firmware that is executed by a processor and/or Application Specific Integrated
Circuit (ASIC) incorporated in communication interface 1322.

[0105] As illustrated in FIG. 13, example computing system 1310 may also include a
primary storage device 1332 and a backup storage device 1333 coupled to communication
infrastructure 1312 via a storage interface 1334. Storage devices 1332 and 1333 generally
represent any type or form of storage device or medium capable of storing data and/or other
computer-readable instructions. For example, storage devices 1332 and 1333 may be a magnetic
disk drive (e.g., a so-called hard drive), a solid state drive, a floppy disk drive, a magnetic tape
drive, an optical disk drive, a flash drive, or the like. Storage interface 1334 generally represents
any type or form of interface or device for transferring data between storage devices 1332 and
1333 and other components of computing system 1310. In one example, data elements 320 from
FIG. 3 may be stored and/or loaded in primary storage device 1332.

[0106] In certain examples, storage devices 1332 and 1333 may be configured to read from
and/or write to a removable storage unit configured to store computer software, data, or other
computer-readable information. Examples of suitable removable storage units include, without
limitation, a floppy disk, a magnetic tape, an optical disk, a flash memory device, or the like.
Storage devices 1332 and 1333 may also include other similar structures or devices for allowing

computer software, data, or other computer-readable instructions to be loaded into computing
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system 1310. For example, storage devices 1332 and 1333 may be configured to read and write
software, data, or other computer-readable information. Storage devices 1332 and 1333 may also
be a part of computing system 1310 or may be a separate device accessed through other interface
systems.

[0107] Many other devices or subsystems may be connected to computing system 1310.
Conversely, all of the components and devices illustrated in FIG. 13 need not be present to
practice the examples described and/or illustrated herein. The devices and subsystems referenced
above may also be interconnected in different ways from that shown in FIG. 13. Computing
system 1310 may also employ any number of software, firmware, and/or hardware
configurations. For example, one or more of the examples disclosed herein may be encoded as a
computer program (also referred to as computer software, software applications, computer-
readable instructions, or computer control logic) on a computer-readable medium. The term
“computer-readable medium,” as used herein, generally refers to any form of device, carrier, or
medium capable of storing or carrying computer-readable instructions. Examples of computer-
readable media include, without limitation, transmission-type media, such as carrier waves, and
non-transitory-type media, such as magnetic-storage media (e.g., hard disk drives, tape drives,
and floppy disks), optical-storage media (e.g., Compact Disks (CDs), Digital Video Disks
(DVDs), and BLU-RAY disks), electronic-storage media (e.g., solid-state drives and flash
media), and other distribution systems.

[0108] The computer-readable medium containing the computer program may be loaded into
computing system 1310. All or a portion of the computer program stored on the computer-
readable medium may then be stored in system memory 1316 and/or various portions of storage
devices 1332 and 1333. When executed by processor 1314, a computer program loaded into
computing system 1310 may cause processor 1314 to perform and/or be a means for performing
the functions of one or more of the examples described and/or illustrated herein. Additionally or
alternatively, one or more of the examples described and/or illustrated herein may be
implemented in firmware and/or hardware. For example, computing system 1310 may be
configured as an Application Specific Integrated Circuit (ASIC) adapted to implement one or
more of the examples disclosed herein.

[0109] FIG. 14 is a block diagram of an example network architecture 1400 in which client
systems 1410, 1420, and 1430 and servers 1440 and 1445 may be coupled to a network 1450. As
detailed above, all or a portion of network architecture 1400 may perform and/or be a means for
performing, either alone or in combination with other elements, one or more of the steps

disclosed herein (such as one or more of the steps illustrated in FIG. 5). All or a portion of
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network architecture 1400 may also be used to perform and/or be a means for performing other
steps and features set forth in the instant disclosure.

[0110] Client systems 1410, 1420, and 1430 generally represent any type or form of
computing device or system, such as example computing system 1310 in FIG. 13. Similarly,
servers 1440 and 1445 generally represent computing devices or systems, such as application
servers or database servers, configured to provide various database services and/or run certain
software applications. Network 1450 generally represents any telecommunication or computer
network including, for example, an intranet, a WAN, a LAN, a PAN, or the Internet. In one
example, client systems 1410, 1420, and/or 1430 and/or servers 1440 and/or 1445 may include
all or a portion of system 300 from FIG. 3.

[0111] As illustrated in FIG. 14, one or more storage devices 1460(1)-(N) may be directly
attached to server 1440. Similarly, one or more storage devices 1470(1)-(N) may be directly
attached to server 1445. Storage devices 1460(1)-(N) and storage devices 1470(1)-(N) generally
represent any type or form of storage device or medium capable of storing data and/or other
computer-readable instructions. In certain examples, storage devices 1460(1)-(N) and storage
devices 1470(1)-(N) may represent Network-Attached Storage (NAS) devices configured to
communicate with servers 1440 and 1445 using various protocols, such as Network File System
(NES), Server Message Block (SMB), or Common Internet File System (CIFS).

[0112] Servers 1440 and 1445 may also be connected to a Storage Area Network (SAN)
fabric 1480. SAN fabric 1480 generally represents any type or form of computer network or
architecture capable of facilitating communication between a plurality of storage devices. SAN
fabric 1480 may facilitate communication between servers 1440 and 1445 and a plurality of
storage devices 1490(1)-(N) and/or an intelligent storage array 1495. SAN fabric 1480 may also
facilitate, via network 1450 and servers 1440 and 1445, communication between client systems
1410, 1420, and 1430 and storage devices 1490(1)-(N) and/or intelligent storage array 1495 in
such a manner that devices 1490(1)-(N) and array 1495 appear as locally attached devices to
client systems 1410, 1420, and 1430. As with storage devices 1460(1)-(N) and storage devices
1470(1)-(N), storage devices 1490(1)-(N) and intelligent storage array 1495 generally represent
any type or form of storage device or medium capable of storing data and/or other computer-
readable instructions.

[0113] In certain examples, and with reference to example computing system 1310 of FIG.
13, a communication interface, such as communication interface 1322 in FIG. 13, may be used to
provide connectivity between each client system 1410, 1420, and 1430 and network 1450. Client
systems 1410, 1420, and 1430 may be able to access information on server 1440 or 1445 using,

for example, a web browser or other client software. Such software may allow client systems
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1410, 1420, and 1430 to access data hosted by server 1440, server 1445, storage devices

1460(1)-(N), storage devices 1470(1)-(N), storage devices 1490(1)-(N), or intelligent storage
array 1495. Although FIG. 14 depicts the use of a network (such as the Internet) for exchanging
data, the examples described and/or illustrated herein are not limited to the Internet or any
particular network-based environment.

[0114] In at least one example, all or a portion of one or more of the examples disclosed
herein may be encoded as a computer program and loaded onto and executed by server 1440,
server 1445, storage devices 1460(1)-(N), storage devices 1470(1)-(N), storage devices 1490(1)-
(N), intelligent storage array 1495, or any combination thereof. All or a portion of one or more of
the examples disclosed herein may also be encoded as a computer program, stored in server
1440, run by server 1445, and distributed to client systems 1410, 1420, and 1430 over network
1450.

[0115] As detailed above, computing system 1310 and/or one or more components of
network architecture 1400 may perform and/or be a means for performing, either alone or in
combination with other elements, one or more steps of an example method for compressing and
extracting medical imaging data.

[0116] While the foregoing disclosure sets forth various examples using specific block
diagrams, flowcharts, and examples, each block diagram component, flowchart step, operation,
and/or component described and/or illustrated herein may be implemented, individually and/or
collectively, using a wide range of hardware, software, or firmware (or any combination thereof)
configurations. In addition, any disclosure of components contained within other components
should be considered example in nature since many other architectures can be implemented to
achieve the same functionality.

[0117] In some examples, all or a portion of example system 300 in FIG. 3 may represent
portions of a cloud-computing or network-based environment. Cloud-computing environments
may provide various services and applications via the Internet. These cloud-based services (e.g.,
software as a service, platform as a service, infrastructure as a service, etc.) may be accessible
through a web browser or other remote interface. Various functions described herein may be
provided through a remote desktop environment or any other cloud-based computing
environment.

[0118] In various examples, all or a portion of example system 300 in FIG. 3 may facilitate
multi-tenancy within a cloud-based computing environment. In other words, the software
modules described herein may configure a computing system (e.g., a server) to facilitate multi-
tenancy for one or more of the functions described herein. For example, one or more of the

software modules described herein may program a server to enable two or more clients (e.g.,
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customers) to share an application that is running on the server. A server programmed in this
manner may share an application, operating system, processing system, and/or storage system
among multiple customers (i.e., tenants). One or more of the modules described herein may also
partition data and/or configuration information of a multi-tenant application for each customer
such that one customer cannot access data and/or configuration information of another customer.
[0119] According to various examples, all or a portion of example system 300 in FIG. 3 may
be implemented within a virtual environment. For example, the modules and/or data described
herein may reside and/or execute within a virtual machine. As used herein, the term “virtual
machine” generally refers to any operating system environment that is abstracted from
computing hardware by a virtual machine manager (e.g., a hypervisor). Additionally or
alternatively, the modules and/or data described herein may reside and/or execute within a
virtualization layer. As used herein, the term “virtualization layer” generally refers to any data
layer and/or application layer that overlays and/or is abstracted from an operating system
environment. A virtualization layer may be managed by a software virtualization solution (e.g., a
file system filter) that presents the virtualization layer as though it were part of an underlying
base operating system. For example, a software virtualization solution may redirect calls that are
initially directed to locations within a base file system and/or registry to locations within a
virtualization layer.

[0120] In some examples, all or a portion of example system 300 in FIG. 3 may represent
portions of a mobile computing environment. Mobile computing environments may be
implemented by a wide range of mobile computing devices, including mobile phones, tablet
computers, e-book readers, personal digital assistants, wearable computing devices (e.g.,
computing devices with a head-mounted display, smartwatches, etc.), and the like. In some
examples, mobile computing environments may have one or more distinct features, including,
for example, reliance on battery power, presenting only one foreground application at any given
time, remote management features, touchscreen features, location and movement data (e.g.,
provided by Global Positioning Systems, gyroscopes, accelerometers, etc.), restricted platforms
that restrict modifications to system-level configurations and/or that limit the ability of third-
party software to inspect the behavior of other applications, controls to restrict the installation of
applications (e.g., to only originate from approved application stores), etc. Various functions
described herein may be provided for a mobile computing environment and/or may interact with
a mobile computing environment.

[0121] In addition, all or a portion of example system 300 in FIG. 3 may represent portions
of, interact with, consume data produced by, and/or produce data consumed by one or more

systems for information management. As used herein, the term “information management” may
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refer to the protection, organization, and/or storage of data. Examples of systems for information
management may include, without limitation, storage systems, backup systems, archival systems,
replication systems, high availability systems, data search systems, virtualization systems, and
the like.

[0122] In some examples, all or a portion of example system 300 in FIG. 3 may represent
portions of, produce data protected by, and/or communicate with one or more systems for
information security. As used herein, the term “information security” may refer to the control of
access to protected data. Examples of systems for information security may include, without
limitation, systems providing managed security services, data loss prevention systems, identity
authentication systems, access control systems, encryption systems, policy compliance systems,
intrusion detection and prevention systems, electronic discovery systems, and the like.

[0123] The methods and apparatuses (e.g., systems, which may include software, hardware
and/or firmware for executing the techniques described herein) may generally be used to
compress large image data sets, such as (but not limited to) cone beam computed tomography
image (CBCT), or a magnetic resonance imaging (MRI) data sets. As discussed above, such data
sets may be extremely large and typical compression techniques are unable to compress them
without significant loss of information and/or the introduction of artifacts. The methods and
apparatuses described herein may provide up to 2000 fold compression (e.g., compression rate).
These methods and apparatuses may greatly simplify the data transfer between, for example, the
apparatus performing/collecting the imaging data, such as a doctor’s CBCT scanner, and one or
more other facilities (e.g., cloud, external laboratories, external storage etc.). These methods and
apparatuses may also increase the speed of processing and analysis of the imaging data.

[0124] A difficulty in data transfer of CBCT data is the large amount of data in each CBCT
scan, and uploading this data is time-consuming process. The methods and apparatuses described
herein may provide a significant decrease in the amount of data to be sent without loss of
essential information. In some examples, these methods or apparatuses may be integrated as part
of the imaging system; in one example, these methods and apparatuses may be integrated as part
of a CBCT scanner and/or as part of an in web-browser uploading page.

[0125] For example, FIG. 15A illustrates one example of a method of compressing a 3D
volumetric image data set. The method may begin by receiving (e.g., in a processor) raw 3D
volumetric image data (e.g., DICOM data) 1503. In some examples, these methods (and
apparatuses for performing them) may include geometrically preprocessing the raw imaging data
1505. The geometric processing may include identifying anatomical planes from the raw data
(e.g., DICOM standardized data), such as one or more of: sagittal, coronal, transverse, and/or

axial planes. Once identified from the data, X, Y, and Z axes for the data set may be set for the
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data set to align with the anatomical planes. For example, the data set may be translated (e.g.,
rotated, shifted, etc.) so that they are parallel to X, Y and Z axes. Thus, the volume may initially
be made more symmetric. The volume may then be cropped consistent with the new X, Y and Z
axes to exclude empty regions 1507. In some cases the volume may be padded so that it has
uniform sides (e.g., padded with empty space).

[0126] In some examples, a histogram analysis (e.g., of the dynamic range of the data set)
may be performed to identify a region or subset within the dynamic range that includes the
majority of the information from the imaging volume 1509. As mentioned above, imaging (e.g.,
DICOM) volumes may have a large dynamic range (e.g., up to or more than 16 bits per voxel).
However, dental structures such as teeth, roots and bone reconstruction information is typically
concentrated at lower regions within the dynamic range. Thus, the methods and apparatuses
described herein may remove one or more portions of the dynamic range that do not include
significant data (e.g., regions that include less useful data, such as dental data related to fillings,
inlays, etc.), which may be highly reflective and therefore “bright.”

[0127] In some examples the histogram analysis may reduce the dynamic range by
segmenting the data into clinically relevant regions, such as anatomical regions and in particular
dental categories. For example, clinically relevant regions (categories) may include bones, soft
tissue, teeth crowns, teeth roots, etc. Each of these clinically relevant regions may be coded with
a reference (e.g., a 4-8 bit number, such as 0 for empty space, 1 for soft tissue, 2 for bone, 3 for
tooth, etc.). Thus, these methods and/or apparatuses may segment data (e.g., voxel data) using
these clinically relevant (and in particular, dental-relevant) predefined categories. In some cases
the apparatus may include a machine learning agent to segment (e.g., identify) the voxels.
[0128] In some examples, the revised uniform (and optionally cropped) volume may be
analyzed to divide it into symmetric sections (e.g., halves, such as left/right halves) where the
images are sufficiently similar. The method or apparatus may identify these symmetric regions
1511. Any of these method and apparatuses may then compare the identified symmetric
region(s) to determine differences, e.g., differences based on the segmentation.

[0129] The pre-processed data (the modified 3D volume, modified as described above) may
then be compressed using video compression 1513. For example, the 3D volume including the
differences calculations may be compressed using macroblock compression, e.g., using a
compression scheme such as a discrete cosine transformation (DCT) with prediction. Finally, the
compressed data set may be encoded, e.g., using a lossless data compression scheme, such as
entropy encoding (e.g., Huffman) 1515. As discussed and illustrated above, these techniques
may provide highly accurate compression of up to 200 fold, without significant loss of

information.
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[0130] Any appropriate image data set may be used, including 3D volumetric data sets or
video data sets. For example, CT scan data, which is similar to video sequence data, may be
treated as volumetric data in which images of the same regions may be taken at different times.
Thus, the scan data may be treated as a series of slices (e.g., series of thin image “slices”) that
may be processed and compressed as described herein. CT scans may be considered dense data
sets, which may benefit in particular to the techniques described herein. A dense volume may
include a sequence of 2D frames that are taken at different times; this data may be compressed as
described herein. The preprocessing steps discussed above may align the data set and identify
regions of symmetry that may then be used to simplify the dense data set, by identifying
differences between symmetric regions. For example, left and right parts of a scanned body may
be symmetric, after aligning the images and trimming (and/or padding) appropriately. For
example, when imaging an image of a patient’s head (e.g., jaw, teeth, etc.), the position of the
subject’s head may be estimated, and the X, Y, Z axes set from the data. The dataset may then be
symmetrically cut on the left and right side. As mentioned above, the use of histogram analysis
may be helpful to identify an accurate and useful dynamic range. Each voxel may be reduced to
between 2 bits depth or 8 bits depth (e.g., from an initial 16 bits of depth).

[0131] In some examples, some depth information can be completely removed from the
image data set. For example, as mentioned above, hard structures (e.g., highly reflective
structures) such as details of inlays and/or metal fillings, etc. (or any metallic detail) may be
included in the data set and may be very “bright” in the imaging data, which may lead to
corruption of the dynamic range, by skewing it towards high-density/reflective values. As
described above, the methods and apparatuses described herein may decrease the dynamic range
to concentrate on anatomic features.

[0132] Any of the methods and apparatuses described herein may include compressing a
static 3D volumetric data set using one or more video compression techniques by transforming
the static 3D volumetric dataset into a series of two-dimensional images in a time sequence.
Thus, the volumetric data set may be processed by treating the plurality of slices of through the
3D volumetric data set as a sequence of time points in a video loop to compress the volumetric
data using video compression scheme. For example, a 3D volume may be compressed using a
video compression technique, including after pre-processing as described above (e.g., by identify
and/or setting an X, Y, Z axis, aligning and cropping and/or padding, adjusting the dynamic
range, etc.) and then transforming one axis into a time axis, rather than a spatial axis.

[0133] Examples of video compression were described above, e.g., including using
macroblock compression (e.g., using DCT) and/or using a video codec. The result may be

compressed data.
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[0134] FIG. 15B illustrates one example of a method of compressing dental imaging data as

described herein, which may be a particular application of the more generic method of
compressing 3D volumetric image data sets discussed above. In this example the method of
compressing a three-dimensional (3D) volumetric image data set may optionally include
receiving the 3D volumetric image data. The 3D volumetric image data may include a plurality
of image sections (e.g., through a patient’s jaw(s)), forming a 3D volume. The method may
include identifying at least two anatomic planes within the 3D volumetric image data set and
setting at least two coordinate planes using the at least two anatomic planes to increase the
symmetry of the coordinate planes 1551. The method may further include cropping the 3D
volume parallel to the coordinate planes 1553 and adjusting the dynamic rage of the 3D
volumetric image data set by histogram analysis and segmenting the 3D volumetric image data
set using clinically-relevant regions comprising, for example: soft tissue, bone, tooth crowns and
tooth roots 1555. The method may further include dividing the image sections forming the 3D
volume into a first half that is symmetric with a second half, determining differences between the
first half and the second half and reducing the 3D volume by replacing the second half with
differences between first half and the second half 1557.

[0135] The pre-processed 3D volume may then be compressed by applying a video
compression scheme to the 3D volume to form a compressed 3D volumetric image data set by
converting a spatial axis of the 3D volume into a time axis to form a time sequence of 2D images
1559. The resulting compressed 3D volumetric image data set may then be stored and/or
transmitted 1561.

[0136] The process parameters and sequence of steps described and/or illustrated herein are
given by way of example only and can be varied as desired. For example, while the steps
illustrated and/or described herein may be shown or discussed in a particular order, these steps
do not necessarily need to be performed in the order illustrated or discussed. The various
example methods described and/or illustrated herein may also omit one or more of the steps
described or illustrated herein or include additional steps in addition to those disclosed.

[0137] While various examples have been described and/or illustrated herein in the context
of fully functional computing systems, one or more of these examples may be distributed as a
program product in a variety of forms, regardless of the particular type of computer-readable
media used to actually carry out the distribution. The examples disclosed herein may also be
implemented using software modules that perform certain tasks. These software modules may
include script, batch, or other executable files that may be stored on a computer-readable storage
medium or in a computing system. In some examples, these software modules may configure a

computing system to perform one or more of the examples disclosed herein.
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[0138] As described herein, the computing devices and systems described and/or illustrated
herein broadly represent any type or form of computing device or system capable of executing
computer-readable instructions, such as those contained within the modules described herein. In
their most basic configuration, these computing device(s) may each comprise at least one
memory device and at least one physical processor.

[0139] The term “memory” or “memory device,” as used herein, generally represents any
type or form of volatile or non-volatile storage device or medium capable of storing data and/or
computer-readable instructions. In one example, a memory device may store, load, and/or
maintain one or more of the modules described herein. Examples of memory devices comprise,
without limitation, Random Access Memory (RAM), Read Only Memory (ROM), flash
memory, Hard Disk Drives (HDDs), Solid-State Drives (SSDs), optical disk drives, caches,
variations or combinations of one or more of the same, or any other suitable storage memory.
[0140] In addition, the term “processor” or “physical processor,” as used herein, generally
refers to any type or form of hardware-implemented processing unit capable of interpreting
and/or executing computer-readable instructions. In one example, a physical processor may
access and/or modify one or more modules stored in the above-described memory device.
Examples of physical processors comprise, without limitation, microprocessors,
microcontrollers, Central Processing Units (CPUs), Graphics Processing Units (GPUs), Field-
Programmable Gate Arrays (FPGAs) that implement softcore processors, Application-Specific
Integrated Circuits (ASICs), portions of one or more of the same, variations or combinations of
one or more of the same, or any other suitable physical processor.

[0141] Although illustrated as separate elements, the method steps described and/or
illustrated herein may represent portions of a single application. In addition, in some examples
one or more of these steps may represent or correspond to one or more software applications or
programs that, when executed by a computing device, may cause the computing device to
perform one or more tasks, such as the method step.

[0142] In addition, one or more of the devices described herein may transform data, physical
devices, and/or representations of physical devices from one form to another. Additionally or
alternatively, one or more of the modules recited herein may transform a processor, volatile
memory, non-volatile memory, and/or any other portion of a physical computing device from
one form of computing device to another form of computing device by executing on the
computing device, storing data on the computing device, and/or otherwise interacting with the
computing device.

[0143] The term “computer-readable medium,” as used herein, generally refers to any form

of device, carrier, or medium capable of storing or carrying computer-readable instructions.
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Examples of computer-readable media comprise, without limitation, transmission-type media,
such as carrier waves, and non-transitory-type media, such as magnetic-storage media (e.g., hard
disk drives, tape drives, and floppy disks), optical-storage media (e.g., Compact Disks (CDs),
Digital Video Disks (DVDs), and BLU-RAY disks), electronic-storage media (e.g., solid-state
drives and flash media), and other distribution systems.

[0144] A person of ordinary skill in the art will recognize that any process or method
disclosed herein can be modified in many ways. The process parameters and sequence of the
steps described and/or illustrated herein are given by way of example only and can be varied as
desired. For example, while the steps illustrated and/or described herein may be shown or
discussed in a particular order, these steps do not necessarily need to be performed in the order
illustrated or discussed.

[0145] The various exemplary methods described and/or illustrated herein may also omit one
or more of the steps described or illustrated herein or comprise additional steps in addition to
those disclosed. Further, a step of any method as disclosed herein can be combined with any one
or more steps of any other method as disclosed herein.

[0146] The processor as described herein can be configured to perform one or more steps of
any method disclosed herein. Alternatively or in combination, the processor can be configured to
combine one or more steps of one or more methods as disclosed herein.

[0147] Unless otherwise noted, the terms “connected to” and “coupled to” (and their
derivatives), as used in the specification and claims, are to be construed as permitting both direct
and indirect (i.e., via other elements or components) connection. In addition, the terms “a” or
“an,” as used in the specification and claims, are to be construed as meaning “at least one of.”
Finally, for ease of use, the terms “including” and “having” (and their derivatives), as used in the
specification and claims, are interchangeable with and shall have the same meaning as the word
“comprising.

[0148] The processor as disclosed herein can be configured with instructions to perform any
one or more steps of any method as disclosed herein.

[0149] It will be understood that although the terms “first,” “second,” “third”, etc. may be
used herein to describe various layers, elements, components, regions or sections without
referring to any particular order or sequence of events. These terms are merely used to
distinguish one layer, element, component, region or section from another layer, element,
component, region or section. A first layer, element, component, region or section as described
herein could be referred to as a second layer, element, component, region or section without

departing from the teachings of the present disclosure.
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[0150] As used herein, the term “or” is used inclusively to refer items in the alternative and
in combination.

[0151] Examples of the present disclosure have been shown and described as set forth herein
and are provided by way of example only. One of ordinary skill in the art will recognize
numerous adaptations, changes, variations and substitutions without departing from the scope of
the present disclosure. Several alternatives and combinations of the examples disclosed herein
may be utilized without departing from the scope of the present disclosure and the inventions
disclosed herein. Therefore, the scope of the presently disclosed inventions shall be defined

solely by the scope of the appended claims and the equivalents thereof.
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1. A system for compressing a three-dimensional (3D) volumetric image data set including

a plurality of image sections forming a 3D volume, the system comprising:
one Or more processors;
a memory coupled to the one or more processors, the memory storing computer-
program instructions, that, when executed by the one or more processors, perform
a computer-implemented method comprising:
identifying one or more anatomic planes within the 3D volumetric image data
set and setting coordinate planes using the one or more anatomic planes;
cropping the 3D volume parallel to the coordinate planes;
adjusting a dynamic rage of the 3D volumetric image data set; and
converting a spatial axis of the 3D volume into a time axis to form a time
sequence of 2D images and applying a video compression scheme to the
time sequence of 2D images to form a compressed 3D volumetric image

data set.

The system of claim 1, wherein the computer-implemented method identifies the one or
more anatomic planes within the 3D volumetric image data set and sets the coordinate

planes to increase symmetry of the coordinate planes.

The system of claim 1, wherein the computer-implemented method crops the 3D volume

parallel to the coordinate planes to minimize empty regions of the 3D volume.

The system of claim 1, wherein the computer-implemented method further comprises

padding the 3D volume with empty regions to keep the 3D volume symmetrical after

cropping.

The system of claim 1, wherein the computer-implemented method adjusts the dynamic

rage of the 3D volumetric image data set by histogram analysis.

The system of claim 5, wherein the computer-implemented method adjusts the dynamic
rage of the 3D volumetric image data set by segmenting the 3D volumetric image data set

using clinically-relevant regions.

The system of claim 6, wherein the clinically-relevant regions comprise: soft tissue, bone,
tooth crowns and tooth roots.
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8.

10.

11.

12.

13.

14.

15.

16.

The system of claim 1, wherein the computer-implemented method further comprises
dividing the image sections forming the 3D volume into a first half that is symmetric with
a second half, determining differences between the first half and the second half and
reducing the 3D volume by replacing the second half with differences between first half

and the second half before converting the spatial axis of the 3D volume into the time axis.

The system of claim 1, further comprising an imaging device in communication with the

one or more processors.

The system of claim 1, wherein the computer-implemented method further comprises

storing or transmitting the compressed 3D volumetric image data set.

The system of claim 1, wherein the computer-implemented method further comprises
transmitting the compressed 3D volumetric image data set to a remote server and

decompressing the 3D volumetric image data set on the remote server.

The system of claim 1, wherein the computer-implemented method applies the video
compression scheme to the time sequence of 2D images to form the compressed 3D

volumetric image data set at a compression rate of between 50 and 2500 times.

The system of claim 1, wherein the computer-implemented method applies the video
compression scheme to the time sequence of 2D images to form the compressed 3D

volumetric image data set at a compression rate of 50 times or more.

The system of claim 1, wherein the computer-implemented method applies the video
compression scheme by applying macroblock compression using a discrete cosine
transformation (DCT) to the time sequence of 2D images to form a compressed 3D

volumetric image data set.

The system of claim 1, wherein the computer-implemented method further comprises

encoding the compressed 3D volumetric image data set using entropy encoding.

A system for compressing a three-dimensional (3D) volumetric image data set including
a plurality of image sections forming a 3D volume, the system comprising:
one Or more processors;
a memory coupled to the one or more processors, the memory storing computer-
program instructions, that, when executed by the one or more processors, perform

a computer-implemented method comprising:
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identifying at least two anatomic planes within the 3D volumetric image data
set and setting at least two coordinate planes using the at least two
anatomic planes to increase symmetry of the coordinate planes;

cropping the 3D volume parallel to the coordinate planes;

adjusting a dynamic rage of the 3D volumetric image data set by histogram
analysis and segmenting the 3D volumetric image data set using
clinically-relevant regions comprising: soft tissue, bone, tooth crowns and
tooth roots;

dividing the image sections forming the 3D volume into a first half that is
symmetric with a second half, determining differences between the first
half and the second half and reducing the 3D volume by replacing the
second half with differences between first half and the second half;

applying a video compression scheme to the 3D volume to form a compressed
3D volumetric image data set by converting a spatial axis of the 3D
volume into a time axis to form a time sequence of 2D images; and

storing or transmitting the compressed 3D volumetric image data set.

17. A method of compressing a three-dimensional (3D) volumetric image data set including a
plurality of image sections forming a 3D volume, the method comprising:

identifying one or more anatomic planes within the 3D volumetric image data
set and setting coordinate planes using the one or more anatomic planes;

cropping the 3D volume parallel to the coordinate planes;

adjusting a dynamic rage of the 3D volumetric image data set; and

converting a spatial axis of the 3D volume into a time axis to form a time
sequence of 2D images and applying a video compression scheme to the
time sequence of 2D images to form a compressed 3D volumetric image

data set.

18. The method of claim 17, wherein identifying the one or more anatomic planes within the
3D volumetric image data set and settings the coordinate planes comprises setting the

coordinate planes to increase symmetry of the coordinate planes.

19. The method of claim 17, further comprising cropping the 3D volume parallel to the

coordinate planes to minimize empty regions of the 3D volume.

20. The method of claim 17, further comprising padding the 3D volume with empty regions

to keep the 3D volume symmetrical after cropping.
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21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

The method of claim 17, wherein adjusting the dynamic rage of the 3D volumetric image

data set comprises adjusting by histogram analysis.

The method of claim 21, further comprising segmenting the 3D volumetric image data set

using clinically-relevant regions.

The method of claim 22, wherein the clinically-relevant regions comprise: soft tissue,

bone, tooth crowns and tooth roots.

The method of claim 17, further comprising dividing the image sections forming the 3D
volume into a first half that is symmetric with a second half, determining differences

between the first half and the second half, and reducing the 3D volume by replacing the
second half with differences between first half and the second half before converting the

spatial axis of the 3D volume into the time axis.

The method of claim 17, further comprising storing or transmitting the compressed 3D

volumetric image data set.

The method of claim 17, further comprising transmitting the compressed 3D volumetric
image data set to a remote server and decompressing the 3D volumetric image data set on

the remote server.

The method of claim 17, wherein applying the video compression scheme to the time
sequence of 2D images to form the compressed 3D volumetric image data set comprises
forming the compressed 3D volumetric image data set at a compression rate of between

50 and 2500 times.

The method of claim 17, wherein applying the video compression scheme to the time
sequence of 2D images to form the compressed 3D volumetric image data set comprises
forming the compressed 3D volumetric image data set at a compression rate of 50 times

Oor more.

The method of claim 17, wherein applying the video compression scheme to the time
sequence of 2D images comprises applying macroblock compression using a discrete

cosine transformation (DCT).

The method of claim 17, further comprising encoding the compressed 3D volumetric

image data set using entropy encoding.
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31. A method of compressing a three-dimensional (3D) volumetric image data set including a
plurality of image sections forming a 3D volume, the method comprising:

identifying at least two anatomic planes within the 3D volumetric image data set and

setting at least two coordinate planes using the at least two anatomic planes to
5 increase symmetry of the coordinate planes;

cropping the 3D volume parallel to the coordinate planes;

adjusting a dynamic rage of the 3D volumetric image data set by histogram analysis
and segmenting the 3D volumetric image data set using clinically-relevant regions
comprising: soft tissue, bone, tooth crowns and tooth roots;

10 dividing the image sections forming the 3D volume into a first half that is symmetric
with a second half, determining differences between the first half and the second
half and reducing the 3D volume by replacing the second half with differences
between first half and the second half;

applying a video compression scheme to the 3D volume to form a compressed 3D

15 volumetric image data set by converting a spatial axis of the 3D volume into a

time axis to form a time sequence of 2D images; and

storing or transmitting the compressed 3D volumetric image data set.
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Receive raw 3D volumetric imaging (e.g., DICOM ) data.
1503

Perform geometry preprocessing of the 3D volumetric imaging
data (e.g., identify anatomical planes, set coordinate axes based
on anatomical planes to optimize symmetry, etc.)

1505

Normalize symmetry of 3D volume (e.g., crop, pad, etc.)
1507

Perform histogram analysis and segmentation
1509

Divide into symmetrical regions (of 3D volume, per slide) and
perform difference calculation
1511

N

Perform video compression (e.g., macroblock compression using
DCT with prediction, etc.)
1513

y

Perform lossless encoding (e.g., Entropy encoding, such as
Huffman encoding, etc.)
1515

FIG. 15A
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Identify anatomic planes within a 3D volumetric image data set
and set coordinate planes using the anatomic planes to increase
the symmetry of the coordinate planes
1551

Crop the 3D volume parallel to the coordinate planes
1553

Adjust the dynamic rage of the 3D volumetric image data set
(e.g., by histogram analysis) and segment the 3D volumetric
image data set using clinically-relevant regions (e.g., soft tissue,
bone, tooth crowns and tooth roots)

1555

A

Divide the image sections forming the 3D volume into a first half
that is symmetric with a second half and determine differences
between the first half and the second half. Reduce the 3D
volume by replacing the second half with differences between
first half and the second half (e.g., modify the 3D volume)
1557

Apply a video compression scheme to the 3D volume to form a
compressed 3D volumetric image data set (e.g., convert a spatial
axis of the 3D volume into a time axis to form a time sequence
of 2D images)

1559

Store and/or transmit the compressed 3D volumetric data.
1561

FIG. 15B
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