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(57) Abstract: An information processing device is disclosed. If the information processing device acquires, from a mobile electronic
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accident, the information processing device checks appropriateness of the information. If the information is inappropriate information,
the information processing device discards the information.
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Description

Title of Invention: INFORMATION PROCESSING DEVICE,
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VEHICLE, AND ROADSIDE UNIT

Cross-reference to Related Application
The present application claims priority to Japanese Patent Application No.
2017-163999 (filed on August 29, 2017). The content of which is incorporated by

reference herein in its entirety.

Technical Field

The present technology relates to an information processing device.
Background Art

For example, a pedestrian terminal device for ensuring a pedestrian has been
developed, in which pedestrian information is transmitted to an on-board terminal
device in a case where a pedestrian enters a dangerous area set based on person
attribute information of the pedestrian.

Summary

An information processing device, a vehicle, and a roadside unit are disclosed. In one
embodiment, if an information processing device acquires, from a mobile electronic
device, information notifying that a user of the mobile electronic device may behave
dangerously in a manner likely to induce a traffic accident, the information processing
device checks appropriateness of the information. If the information is inappropriate
information, the information processing device discards the information.

Further, in another embodiment, a vehicle includes the information processing device
of the above-mentioned embodiment, and a vehicle controller. If the information
processing device determines that the information is appropriate information, the in-
formation processing device instructs the vehicle controller to perform vehicle control
to avoid contact with the user.

Further, in another embodiment, a roadside unit includes the information processing
device of the above-mentioned embodiment, and a communication unit configured to
communicate the information. If the information processing device determines that the
information is appropriate information, the roadside unit transmits the information to a
vehicle in a vicinity of the roadside unit and to another roadside unit in a vicinity the
roadside unit via the communication unit.

Brief Description of Drawings
[fig. 1]FIG. 1 illustrates a diagram showing one example of an information processing
system.

[fig.2]FIG. 2 illustrates a diagram showing one example of the information processing
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system.

[fig.3]FIG. 3 illustrates a perspective view showing one example of external ap-
pearance of an electronic device.

[fig.4]FIG. 4 illustrates a back view showing one example of external appearance of
the electronic device.

[fig.5]FIG. 5 illustrates a block diagram showing one example of a configuration of the
electronic device.

[fig.6]FIG. 6 illustrates a block diagram showing one example of a configuration of a
roadside unit.

[fig.7]FIG. 7 illustrates a flowchart showing one example of operations of the
electronic device.

[fig.8]FIG. 8 illustrates a flowchart showing one example of operations of the
electronic device.

[fig.9]FIG. 9 illustrates a block diagram showing one example of a configuration of an
information processing device installed in a vehicle.

[fig. 10]FIG. 10 illustrates a diagram schematically showing a state where a pedestrian
is about to enter a vehicle.

[fig. 11]FIG. 11 illustrates a flowchart showing one example of operations of the
electronic device.

[fig.12]FIG. 12 illustrates a diagram schematically showing a state where a pedestrian
is about to enter a vehicle.

[fig. 13]FIG. 13 illustrates a flowchart showing one example of operations of a
controller of a vehicle.

Description of Embodiments

FIG. 1 and FIG. 2 each illustrate a diagram showing one example of an information
processing system 1. The information processing system 1 is, for example, a system
used in intelligent transport systems (ITS). Specifically, the information processing
system 1 is a safe driving support communication system of ITS. The safe driving
support communication system may be referred to as a safe driving support system, or
as a safe driving support wireless system.

The information processing system 1 includes a plurality of types of information
processing devices. The plurality of types of information processing devices include a
roadside unit 5, and an electronic device installed in a vehicle 6.

In the information processing system 1, as illustrated in FIG. 1, a roadside unit 5
disposed at an intersection 2 etc., a vehicle 6 such as an automobile that travels in a
roadway 7, and an electronic device 10 of a user 9 being a pedestrian can wirelessly

communicate with each other. With this, the roadside unit 5, the vehicle 6, and the
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electronic device 10 can exchange information with each other. Further, a plurality of
vehicles 6 can wirelessly communicate with each another. With this, the plurality of
vehicles 6 can exchange information with each another. Communication between the
roadside unit 5 and the vehicle 6, communication between the vehicles 6, commu-
nication between the roadside unit 5 and the electronic device 10 of a pedestrian, and
communication between the electronic device 10 of a pedestrian and the vehicle 6 are
respectively referred to as roadside-vehicle communication, inter-vehicle commu-
nication, roadside-pedestrian communication, and pedestrian-vehicle communication.

Further, as illustrated in FIG. 2, in the information processing system 1, the
electronic device 10, the roadside unit 5, and a server device 8 are connected to a
network 900. The network 900 includes, for example, a relay device, an internet, etc.
Each of the electronic device 10 and the roadside unit 5 can communicate with the
server device 8 via the network 900.

The electronic device 10 is, for example, a mobile electronic device such as a
smartphone, and may be referred to as a mobile electronic device. The electronic
device 10 can specify an operation state of its user 9. The electronic device 10 can
inform the roadside unit 5, the vehicle 6, etc. of information about an operation state of
a specific user 9 or the like. Operation of the electronic device 10 will be described
later in detail.

The roadside unit 5 can, for example, inform the vehicle 6 and the electronic device
10 of information about lighting of a traffic light 4, information about road traffic
control, etc. Further, the roadside unit 5 can detect a nearby vehicle 6 and a nearby
pedestrian. The roadside unit 5 disposed at the intersection 2 can, for example, can
detect a pedestrian passing across a crosswalk 3. Further, the roadside unit 5 can
inform the vehicle 6 and the electronic device 10 of the information about the detected
vehicle 6 and pedestrian. Further, the roadside unit 5 can inform another vehicle 6 and
another electronic device 10 of the information informed of by the vehicle 6 and the
electronic device 10.

The vehicle 6 can inform another vehicle 6, the roadside unit 5, and the electronic
device 10 of information about its own position, speed, turn signals, etc. Further, the
vehicle 6 can support safe driving of its driver by issuing various notifications such as
warning to the driver based on information informed of by another device. The vehicle
6 can issue various notifications to the driver with the use of a speaker, a display, etc.
The vehicle 6 can, for example, issue various notifications to the driver with the use of
a car navigation device installed in the vehicle 6. Further, the vehicle 6 can auto-
matically control a steering operation, a braking operation, and an accelerating
operation.

The server device 8 manages map information including road information, facility in-
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formation, etc. The server device 8 can transmit map information to the electronic
device 10, the roadside unit 5, and the vehicle 6. When receiving map information
from the server device 8, the electronic device 10 and the vehicle 6 can, for example,
display a map or the like based on the received map information.

In this manner, in the information processing system 1, the roadside-vehicle commu-
nication, the inter-vehicle communication, the roadside-pedestrian communication, and
the pedestrian-vehicle communication are performed, thereby supporting safe driving
of the driver of the vehicle 6.

Note that, in one example of FIG. 1, a vehicle of an automobile is illustrated as the
vehicle 6. However, the vehicle 6 may be a vehicle other than an automobile. For
example, the vehicle 6 may be a vehicle of a bus or a vehicle of a streetcar.

FIG. 3 and FIG. 4 respectively illustrate a perspective view and a back view each
showing one example of external appearance of the electronic device 10. As illustrated
in FIG. 3 and FIG. 4, the electronic device 10 includes a plate-like device case 11
having a substantially rectangular shape in plan view. The device case 11 forms the
exterior of the electronic device 10.

A display region 12 for displaying various pieces of information, such as characters,
symbols, and figures, is located on a front surface 11a of the device case 11. A touch
panel 130 to be described later is located on a back surface side of the display region
12. With this, the user 9 can input various pieces of information to the electronic
device 10 by operating the display region 12 on the front surface of the electronic
device 10 with a finger etc. Note that, the user 9 can also input various pieces of in-
formation to the electronic device 10 by operating the display region 12 with a pointer
other than a finger, that is, for example, a touch-panel pen such as a stylus pen.

A receiver hole 13 is located at an upper end portion of the front surface 11a of the
device case 11. A speaker hole 14 is located at a lower end portion of the front surface
I1a. A microphone hole 15 is located in a side surface 11c on a lower side of the
device case 11.

A lens 181 of a first camera 180 to be described later is visually recognizable from an
upper end portion of the front surface 11a of the device case 11. As illustrated in FIG.
4, alens 191 of a second camera 190 to be described later is visually recognizable from
an upper end portion of a back surface 11b of the device case 11.

The electronic device 10 includes an operation button group 220 made up of a
plurality of operation buttons 22 (refer to FIG. 5). Each of the plurality of operation
buttons 22 is a hardware button. Specifically, each of the plurality of operation buttons
22 is a push button. Note that, at least one operation button 22 included in the
operation button group 220 may be a software button displayed in the display region
12.
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The operation button group 220 includes operation buttons 22a, 22b, and 22c that are
located at a lower end portion of the front surface 11a of the device case 11. Further,
the operation button group 220 may include a power button and a volume button that
are located on a surface of the device case 11.

The operation button 22a is, for example, a back button. The back button is an
operation button for switching the display of the display region 12 to a previous
display. When the user 9 operates the operation button 22a, the display of the display
region 12 is switched to a previous display. The operation button 22b is, for example, a
home button. The home button is an operation button for displaying a home screen in
the display region 12. When the user 9 operates the operation button 22b, a home
screen is displayed in the display region 12. The operation button 22c¢ is, for example, a
history button. The history button is an operation button for displaying in the display
region 12 the history of applications executed in the electronic device 10. When the
user 9 operates the operation button 22c¢, the history of applications executed in the
electronic device 10 is displayed in the display region 12.

Next, one example of an electrical configuration of the electronic device is described.
FIG. 5 illustrates a block diagram mainly showing one example of an electrical con-
figuration of the electronic device 10. As illustrated in FIG. 5, the electronic device 10
includes a controller 100, a wireless communication unit 110, a display 120, an
operation unit 210, and a satellite signal receiver 140. The electronic device 10 further
includes a receiver 150, a speaker 160, a microphone 170, a first camera 180, a second
camera 190, an acceleration sensor 200, and a battery 230. These components of the
electronic device 10 are accommodated inside the device case 11.

The controller 100 can integrally manage the operations of the electronic device 10
by controlling other components of the electronic device 10. The controller 100
includes at least one processor for providing control and processing capability to
perform various functions as described in further detail below.

According to various embodiments, the at least one processor may be implemented
as a single integrated circuit (IC) or as multiple communicatively coupled IC’s and/or
discrete circuits. It is appreciated that the at least one processor can be implemented
according to various known technologies.

In one embodiment, the processor includes one or more circuits or units configurable
to perform one or more data computing procedures or processes by executing in-
structions stored in an associated memory, for example. In other embodiments, the
processor may be implemented as firmware (e.g. discrete logic components)
configured to perform one or more data computing procedures or processes.

According to various embodiments, the processor may include one or more

processors, controllers, microprocessors, microcontrollers, application specific in-
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tegrated circuits (ASICs), digital signal processors, programmable logic devices, field
programmable gate arrays, or any combination of these devices or structures, or other
known devices and structures, to perform the functions described herein.

In this example, the controller 100 includes a central processing unit (CPU) 101, a
digital signal processor (DSP) 102, and a storage 103. The storage 103 includes a non-
transitory recording medium readable with the CPU 101 and the DSP 102, such as read
only memory (ROM) and random access memory (RAM). The ROM of the storage
103 is, for example, flash ROM (flash memory) being non-volatile memory. The
storage 103 can store a plurality of control programs 103a for controlling the electronic
device 10, acceleration data 103b, movement determination data 103c, threshold value
data 103d, setting data 103z, etc.

The CPU 101 and the DSP 102 execute the various control programs 103a in the
storage 103, whereby various functions of the controller 100 are implemented.

The plurality of control programs 103a in the storage 103 include various ap-
plications (application programs).

The control programs 103a can provide a function of determining whether the
behavior of a user of the subject device is likely to induce a traffic accident based on
acceleration being a detection result of the acceleration sensor 200. Specifically, the
control programs 103a can measure vibration and motion acting on the subject device
based on the direction and magnitude of the acceleration being a detection result of the
acceleration sensor 200. The control programs 103a can determine whether the user of
the subject device is in a walking state by comparing a measurement result of the
measured vibration and motion with the movement determination data 103c. The
control programs 103a can start monitoring acceleration if determining that the user is
in a walking state.

The control programs 103a can determine that the behavior of the user is likely to
induce a traffic accident if the monitored acceleration exceeds a predetermined
threshold value contained in the threshold value data 103d. The control programs 103a
can use, for example, average walking acceleration of the user as the predetermined
threshold value. In this case, the control programs 103a can determine that the
behavior of the user is likely to induce a traffic accident if the monitored acceleration
exceeds the average walking acceleration of the user. Determining whether the
monitored acceleration exceeds the average walking acceleration of the user with the
use of a function provided by the control programs 103a, for example, a behavior that
the user suddenly starts to run can be detected.

Further, the control programs 103a can also determine whether the user of the subject
device is in a stopping state by comparing the measurement result of the vibration and

motion acting on the subject device with the movement determination data 103c. The
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control programs 103a can start monitoring acceleration if determining that the user is
in a stopping state. Further, similarly to the case of determining that the user is in a
walking state, the control programs 103a can determine that the behavior of the user is
likely to induce a traffic accident if the monitored acceleration exceeds a prede-
termined threshold value contained in the threshold value data 103d.

If the control programs 103a determine that the behavior of the user of the subject
device is likely to induce a traffic accident, the control programs 103a can provide a
function to issue an alert notification to the user and a notification about the danger to
another entity other than the user.

The acceleration data 103b contains a value of the acceleration obtained by the ac-
celeration sensor 200. The acceleration data 103b contains a direction and magnitude
of the acceleration obtained by the acceleration sensor 200. The acceleration data 103b
may contain all of the measurement results measured by the acceleration sensor 200.

The movement determination data 103c contains, for example, information of deter-
mination conditions to be used at the time of determining a movement state of the user.
The information of the determination conditions may contain a direction and
magnitude of the acceleration acting on the subject device, an acceleration pattern
made up of time-series changes in a direction and magnitude of the acceleration, or a
combined vector in which the acceleration in three axes of an X-axis, a Y-axis, and a
Z-axis are combined. The information of the determination conditions contains at least
information for determining whether the user is in a walking state or in a stopping state
that is obtained from the detection result of the acceleration sensor 200.

The threshold value data 103d contains information of a predetermined threshold
value for determining whether the behavior of the user is likely to induce a traffic
accident. The threshold value data 103d contains, as information of the predetermined
threshold value, for example, information of average walking acceleration of the user
of the subject device that is measured in advance.

The setting data 103z contains information of various settings about operations of the
electronic device 10. In one embodiment, the setting data 103z contains information
about notification modes of an alert issued when the behavior of the user is determined
to be likely to induce a traffic accident. The notification modes may include a pattern
using at least one of sound, image, light, vibration, etc.

The controller 100 may include a plurality of CPUs 101. Further, the controller 100
may omit the DSP 102, or may include a plurality of DSPs 102. Further, all of the
functions of the controller 100 or a part of the functions of the controller 100 may be
implemented by a hardware circuit that does not require software for implementing
such functions.

The storage 103 may include a non-transitory recording medium readable with a
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computer other than ROM and RAM. The storage 103 may include, for example, a
small-sized hard disk drive, a solid state drive (SSD), and the like.

The wireless communication unit 110 includes an antenna 111. The wireless commu-
nication unit 110 may also be referred to as a wireless communication circuit. With the
use of the antenna 111, the wireless communication unit 110 can, for example,
wirelessly communicate in a plurality of types of communication methods. The
wireless communication of the wireless communication unit 110 is controlled by the
controller 100.

The wireless communication unit 110 can wirelessly communicate with a base
station of a mobile phone system. The wireless communication unit 110 can com-
municate with an information processing device different from the electronic device
10, such as the server device 8, a mobile phone, and a web server, via the network 900
including the base station. The electronic device 10 can perform data communication, a
voice call, a video call, etc. with another mobile phone.

Further, the wireless communication unit 110 can wirelessly communicate with the
roadside unit 5 and the vehicle 6. For example, the wireless communication unit 110
can wirelessly communicate using a 700 MHz band that is allocated in ITS. For
example, the wireless communication unit 110 can communicate in conformity to the
wireless standard of IEEE 802.11p used in ITS. Further, the wireless communication
unit 110 can wirelessly communicate using a wireless local area network (LAN), such
as Wifi. Further, the wireless communication unit 110 can perform near-field wireless
communication. For example, the wireless communication unit 110 can wirelessly
communicate in conformity to Bluetooth (registered trademark). The wireless commu-
nication unit 110 may be able to wirelessly communicate in conformity to at least one
of ZigBee (registered trademark) and near field communication (NFC).

The wireless communication unit 110 subjects a signal received at the antenna 111 to
various types of processing such as amplification processing, and outputs the processed
received signal to the controller 100. The controller 100 subjects the input received
signal to various types of processing, and acquires information contained in the
received signal. Further, the controller 100 outputs a transmission signal containing in-
formation to the wireless communication unit 110. The wireless communication unit
110 subjects the input transmission signal to various types of processing such as ampli-
fication processing, and wirelessly transmits the processed transmission signal from
the antenna 111.

The display 120 includes the display region 12 located on the front surface of the
electronic device 10, and a display panel 121. The display 120 can display various
pieces of information in the display region 12. The display panel 121 is, for example, a

liquid crystal display panel or an organic EL. panel. The display panel 121 can display
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various pieces of information, such as characters, symbols, and figures under control of
the controller 100. The display panel 121 is opposed to the display region 12 inside the
device case 11. Information displayed in the display panel 121 is displayed in the
display region 12.

The operation unit 210 can accept various operations performed on the electronic
device 10 by the user 9. The operation unit 210 includes the touch panel 130 and the
operation button group 220.

The touch panel 130 can detect operations performed on the display region 12 by a
pointer such as a finger. With this, the touch panel 130 can accept operations
performed on the display region 12 by the user 9. The touch panel 130 is, for example,
a projected capacitive touch panel. The touch panel 130 is, for example, located on the
back of the display region 12. When the user 9 operates the display region 12 with a
pointer such as a finger, the touch panel 130 can input an electrical signal to the
controller 100 in accordance with the operation. Based on the electrical signal (output
signal) from the touch panel 130, the controller 100 can identify the detail of the
operation performed on the display region 12. Then, the controller 100 can perform
processing in accordance with the identified detail of the operation.

When operated by the user 9, each operation button 22 of the operation button group
220 can output an operation signal to the controller 100, indicating that the operation
button 22 has been operated. With this, regarding each operation button 22, the
controller 100 can determine whether or not the operation button 22 has been operated.
The controller 100 that has received the input operation signal controls other
components, whereby a function allocated to the operated operation button 22 is im-
plemented in the electronic device 10.

The satellite signal receiver 140 can receive a satellite signal transmitted from a po-
sitioning satellite. Then, based on the received satellite signal, the satellite signal
receiver 140 can acquire positional information indicating the position of the electronic
device 10. The positional information acquired by the satellite signal receiver 140
contains, for example, latitude and longitude indicating the position of the electronic
device 10. The controller 100 can initiate operation of the satellite signal receiver 140,
and can also stop the operation. Hereinafter, the satellite signal receiver 140 may
simply be referred to as the “receiver 140.”

The receiver 140 is, for example, a GPS receiver, and can receive wireless signals
from positioning satellites of the Global Positioning System (GPS). Based on the
received wireless signals, the receiver 140 calculates the current position of the
electronic device 10 by means of latitude and longitude, for example, and outputs the
positional information containing the calculated latitude and longitude to the controller

100. It can also be said that the positional information of the electronic device 10 cor-
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responds to positional information indicating the position of the user 9 possessing the
electronic device 10.

Note that, the receiver 140 may obtain positional information of the electronic device
10 based on signals from positioning satellites of a global navigation satellite system
(GNSS) other than GPS. For example, the receiver 140 may obtain positional in-
formation of the electronic device 10 based on signals from positioning satellites of the
Global Navigation Satellite System (GLONASS), the Indian Regional Navigational
Satellite System (IRNSS), COMPASS, Galileo, or the Quasi-Zenith Satellites System
(QZSS).

The microphone 170 can convert sound input from the outside of the electronic
device 10 into an electrical sound signal, and can output the converted signal to the
controller 100. Sound from the outside of the electronic device 10 is input to the inside
of the electronic device 10 through the microphone hole 15, to be input into the mi-
crophone 170.

The speaker 160 is, for example, a dynamic speaker. The speaker 160 can convert the
electrical sound signal from the controller 100 into sound, and can output the converted
sound. The sound output from the speaker 160 is output to the outside through the
speaker hole 14. The user 9 can hear the sound output from the speaker hole 14 even at
a place far from the electronic device 10.

The receiver 150 can output phone-call received sound. The receiver 150 is, for
example, a dynamic speaker. The receiver 150 can convert the electrical sound signal
from the controller 100 into sound, and can output the converted sound. The sound
output from the receiver 150 is output to the outside through the receiver hole 13. The
volume of the sound output through the receiver hole 13 is smaller than the volume of
the sound output through the speaker hole 14. The user 9 brings his/her ear closer to
the receiver hole 13, whereby the user 9 can hear the sound output through the receiver
hole 13. Note that, in place of the receiver 150, a vibration element, such as a piezo-
electric vibration element, that vibrates a front surface portion of the device case 11
may be provided. In this case, the sound is conveyed to the user through the vibration
in the front surface portion.

The first camera 180 includes the lens 181, an image sensor, etc. The second camera
190 includes the lens 191, an image sensor, etc. Each of the first camera 180 and the
second camera 190 can capture an image of an object based on control of the controller
100, can generate a still image or a moving image showing the captured object, and
can output the captured image to the controller 100.

The acceleration sensor 200 can detect acceleration of the electronic device 10. The
acceleration sensor 200 is, for example, a three-axis acceleration sensor. The ac-

celeration sensor 200 can detect acceleration of the electronic device 10 in an x-axis
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direction, a y-axis direction, and a z-axis direction. The x-axis direction, the y-axis
direction, and the z-axis direction are, for example, set in a long-side direction, a short-
side direction, and a thickness direction of the electronic device 10, respectively.

The battery 230 can output power for the electronic device 10. The battery 230 is, for
example, a rechargeable battery. The power output from the battery 230 is supplied to
various components of the electronic device 10, such as the controller 100 and the
wireless communication unit 110.

Further, the electronic device 10 may include a sensor other than the acceleration
sensor 200. For example, the electronic device 10 may include at least one of an air
pressure sensor, a geomagnetic sensor, a temperature sensor, a proximity sensor, an il-
luminance sensor, and a gyro sensor.

Next, one example of a configuration of the roadside unit is described. FIG. 6 il-
lustrates a block diagram showing one example of a configuration of the roadside unit
5. As illustrated in FIG. 6, the roadside unit 5 includes a controller 500, a wireless
communication unit 510, a wired communication unit 520, and a camera 530 (imaging
unit).

The controller 500 can integrally manage the operations of the roadside unit 5 by
controlling other components of the roadside unit 5. The controller 500 includes at
least one processor for providing control and processing capability to perform various
functions as described in further detail below. The above description about the
processor of the controller 100 of the electronic device 10 is applicable to the processor
of the controller 500 as well.

In this example, the controller 500 includes a CPU 501, a DSP 502, and a storage
503. The storage 503 includes a non-transitory recording medium readable with the
CPU 501 and the DSP 502, such as ROM and RAM. The ROM of the storage 503 is,
for example, flash ROM being non-volatile memory. The storage 503 stores a plurality
of control programs 503a etc. for controlling the roadside unit 5. The CPU 501 and the
DSP 502 execute the various control programs 503a in the storage 503, whereby
various functions of the controller 500 are implemented.

Similarly to the storage 103 of the electronic device 10, the storage 503 may include
a non-transitory recording medium readable with a computer other than ROM and
RAM. At least one control program 503a in the storage 503 may be stored in the
storage 503 in advance. Further, at least one control program 503a in the storage 503
may be downloaded by the roadside unit 5 from another device to be stored in the
storage 503. Further, all of the functions of the controller 500 or a part of the functions
of the controller 500 may be implemented by a hardware circuit that does not require
software for implementing such functions.

The wireless communication unit 510 includes an antenna 511. With the use of the
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antenna 511, the wireless communication unit 510 can wirelessly communicate with
the vehicle 6 (specifically, an electronic device inside the vehicle 6) and the electronic
device 10. The wireless communication unit 510 can, for example, wirelessly com-
municate using a 700 MHz band that is allocated in ITS. The wireless communication
unit 510 can communicate in conformity to the wireless standard of IEEE 802.11p
used in ITS.

The wireless communication unit 510 subjects a signal received at the antenna 511 to
a various types of processing such as amplification processing, and outputs the
processed received signal to the controller 500. The controller 500 subjects the input
received signal to various types of processing, and acquires information contained in
the received signal. Further, the controller 500 outputs a transmission signal containing
information to the wireless communication unit 510. The wireless communication unit
510 subjects the input transmission signal to various types of processing such as ampli-
fication processing, and wirelessly transmits the processed transmission signal from
the antenna 511.

Note that, the wireless communication unit 510 may be able to wirelessly com-
municate with the vehicle 6 and the electronic device 10 using a wireless local area
network (LAN), such as Wifi.

The wired communication unit 520 is connected to the network 900 in a wired
manner. The wired communication unit 520 can communicate with a device connected
to the network 900, such as the server device 8, via the network 900. The wired com-
munication unit 520 can input information received from the network 900 to the
controller 500. Further, the wired communication unit 520 can output information
received from the controller 500 to the network 900.

The camera 530 can capture an image of a place where the roadside unit 5 is
installed. The image generated by the camera 530 is input to the controller 500. The
camera 530 can capture a moving image and a still image. The controller 500 can, for
example, make the wireless communication unit 510 transmit the image received from
the camera 530 to the electronic device 10 and the vehicle 6. Further, the controller
500 can analyze the image received from the camera 530 to detect a pedestrian (e.g.
the user 9 of the electronic device 10) who is about to enter a vehicle, and the vehicle
itself. The controller 500 can transmit information to the vehicle 6 and the electronic
device 10 via the wireless communication unit 510.

Note that, the roadside unit 5 may be able to wirelessly communicate with the
network 900. Further, the roadside unit 5 may be able to perform near-field wireless
communication. Further, the roadside unit 5 may be able to wirelessly communicate in
conformity to Bluetooth.

Next, a flow of a process executed by the electronic device 10 is described. FIG. 7
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and FIG. 8 each illustrate a flowchart showing one example of a flow of a process
executed by the electronic device 10. The controller 100 executes the control programs
103a stored in the storage 103, whereby the process illustrated in FIG. 7 and FIG. 8 is
implemented.

FIG. 7 illustrates a flowchart for illustrating one example of starting monitoring the
acceleration acting on the electronic device 10 and determining whether the monitored
acceleration exceeds average walking acceleration to thereby determine whether the
behavior of the user is likely to induce a traffic accident when the user of the electronic
device 10 is in a walking state.

As illustrated in FIG. 7, the controller 100 acquires a detection result of the ac-
celeration sensor 200 (Step S101).

Subsequently, based on the detection result of the acceleration sensor 200, the
controller 100 determines whether the user of the electronic device 10 is in a walking
state (Step S102).

If the user is in a walking state as a result of the determination in Step S102 (if Yes),
the controller 100 starts monitoring the acceleration being the detection result of the
acceleration sensor 200 (Step S103). On the other hand, if the user is not in a walking
state as a result of the determination in Step S102 (if No), the process proceeds to Step
S106.

Next, the controller 100 determines whether the monitored acceleration exceeds
average walking acceleration of the user of the subject device (Step S104).

If the monitored acceleration exceeds average walking acceleration being a result of
the determination in Step S104 (if Yes), the controller 100 issues an alert notification
to the user of the subject device and also issues a notification about danger information
to another entity other than the user (Step S105). On the other hand, if the monitored
acceleration does not exceed the average walking acceleration as a result of the deter-
mination in Step S104 (if No), the process proceeds to Step S106.

Here, the “another entity” corresponds to at least one of an information processing
device 600 installed in the vehicle 6 and the roadside unit 5. The controller 100
transmits, to the information processing device 600 installed in the vehicle 6 and the
roadside unit 5, danger information that there is a pedestrian who behaves in a manner
likely to induce a traffic accident through pedestrian-vehicle communication and
roadside-pedestrian communication via the wireless communication unit 110.

Next, the controller 100 determines whether to continue the process (Step S106). If
the process is to be continued as a result of the determination in Step S106 (if Yes), the
process starting with Step S101 is repeated. On the other hand, if the process is not to
be continued as a result of the determination in Step S106 (if No), the series of the

process is ended.
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FIG. 8 illustrates a flowchart for illustrating one example of starting monitoring the
acceleration acting on the subject device and determining whether the monitored ac-
celeration exceeds average walking acceleration to thereby determine whether the
behavior of the user is likely to induce a traffic accident when the user of the electronic
device 10 is in a stopping state.

As illustrated in FIG. 8, the controller 100 acquires a detection result of the ac-
celeration sensor 200 (Step S201).

Subsequently, based on the detection result of the acceleration sensor 200, the
controller 100 determines whether the user of the electronic device 10 is in a stopping
state (Step S202).

If the user is in a stopping state as a result of the determination in Step S202 (if Yes),
the controller 100 starts monitoring the acceleration as the detection result of the ac-
celeration sensor 200 (Step S203). On the other hand, if the user is not in a stopping
state as a result of the determination in Step S102 (if No), the process proceeds to Step
S206.

Next, the controller 100 determines whether the monitored acceleration exceeds
average walking acceleration of the user of the subject device (Step S204).

If the monitored acceleration exceeds average walking acceleration as a result of the
determination in Step S204 (if Yes), the controller 100 issues an alert notification to
the user of the subject device and also issues a notification about danger information to
another entity other than the user (Step S205). On the other hand, if the monitored ac-
celeration does not exceed the average walking acceleration as a result of the deter-
mination in Step S204 (if No), the process proceeds to Step S206.

Next, the controller 100 determines whether to continue the process (Step S206). If
the process is to be continued as a result of the determination in Step S206 (if Yes), the
process starting with Step S201 is repeated. On the other hand, if the process is not to
be continued as a result of the determination in Step S206 (if No), the series of the
process is ended.

As described above, the electronic device 10 starts monitoring the acceleration of the
subject device when the user is in a walking state or in a stopping state, and issues an
alert notification to the user and a notification about danger information to another
entity other than the user on condition that the monitored acceleration exceeds average
walking acceleration of the user of the subject device. Therefore, danger information
can be transmitted to the traveling vehicle 6 if the user behaves in a manner of running
out into a roadway, for example.

Note that, the above-mentioned method of determining the behavior of the user with
the use of the electronic device 10 is merely one example, and the behavior of the user

may be determined in any method not limited to the above. In short, it is only
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necessary that, in a case where the user may behave in a manner of running out into a
roadway, for example, such a case can be transmitted to the traveling vehicle 6 as
danger information.

Next, one example of a configuration of the information processing device 600
installed in the vehicle 6 is described. FIG. 9 illustrates a block diagram showing one
example of a configuration of the information processing device 600. As illustrated in
FIG. 9, the information processing device 600 includes a CPU 601, a DSP 602, and a
storage 603, and is connected to a wireless communication unit 610, a vehicle
controller 620, and a camera 630 (imaging unit).

The vehicle controller 620 is a unit, such as Advanced Driving Assistance Systems
(ADAS)-Electronic Control Unit (ECU), that automatically controls a steering
operation, a braking operation, and an accelerating operation of the vehicle 6.

The wireless communication unit 610 includes an antenna 611, and can wirelessly
communicate with the roadside unit 5 and the electronic device 10 with the use of the
antenna 611. The wireless communication unit 610 can, for example, wirelessly com-
municate using a 700 MHz band that is allocated in ITS. The wireless communication
unit 610 can communicate in conformity to the wireless standard of IEEE 802.11p
used in ITS.

The storage 603 includes a non-transitory recording medium readable with the CPU
601 and the DSP 602, such as ROM and RAM. The ROM of the storage 603 is, for
example, flash ROM being non-volatile memory. The storage 603 stores a plurality of
control programs 603a etc. for controlling the information processing device 600. The
CPU 601 and the DSP 602 execute the various control programs 603a in the storage
603, whereby various functions of the information processing device 600 are im-
plemented.

Similarly to the storage 103 of the electronic device 10, the storage 603 may include
a non-transitory recording medium readable with a computer other than ROM and
RAM. At least one control program 603a in the storage 603 may be stored in the
storage 603 in advance. Further, at least one control program 603a in the storage 603
may be downloaded by the information processing device 600 from another device to
be stored in the storage 603. Further, all of the functions of the information processing
device 600 or a part of the functions of the information processing device 600 may be
implemented by a hardware circuit that does not require software for implementing
such functions.

The camera 630 can capture an image in at least a front direction of the vehicle 6.
The image generated by the camera 630 is input to the information processing device
600. The camera 630 can capture a moving image and a still image.

The information processing device 600 can analyze the image received from the
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camera 630 to detect a pedestrian (e.g. the user 9 of the electronic device 10) who is
about to enter a vehicle in the front direction, and the vehicle in the front direction
itself.

As in the description above, the electronic device 10 can transmit danger information
to the traveling vehicle 6. The information processing device 600 that has received the
danger information via the wireless communication unit 610 issues a danger aversion
instruction to the vehicle controller 620 so that the vehicle controller 620 performs a
steering operation, a braking operation, etc. that are necessary for avoiding contact
with the user behaving dangerously. The vehicle controller 620 that has received the
danger aversion instruction performs a danger aversion operation such as sudden
braking and sudden steering operations. Such operations, however, may raise a sense
of discomfort in a passenger of the vehicle. Further, in a vehicle not adapted to
automated driving, the information processing device 600 that has received the danger
information notifies a driver about the reception of the danger information with voice
etc. so as to prompt danger aversion, which causes the driver having received such a
notification to perform sudden braking and sudden steering operations. This, however,
may result in imposing a burden on the driver.

Here, the problem is the case where the determination result of the behavior of the
user obtained by the electronic device 10 is wrong. For example, in a case where a
pedestrian possessing the electronic device 10 is about to enter a bus stopping at a bus
stop, the pedestrian may run and hurry, behaving at acceleration exceeding average
walking acceleration. The electronic device 10 may transmit danger information even
in such a case, and the traveling vehicle 6 that has received the danger information
results in performing the above-mentioned danger aversion operation.

The information processing device 600 can reduced the number of times of such
danger aversion operation. FIG. 10 illustrates a diagram schematically showing a state
where the pedestrian 9 possessing the electronic device 10 is about to enter a vehicle
60, and the vehicle 6 installed with the information processing device 600 approaches
the vehicle 60. The electronic device 10 of the pedestrian 9 determines that the
behavior of the pedestrian 9 who is about to enter the vehicle 60 is a behavior likely to
induce a traffic accident, and transmits danger information EI. FIG. 10 illustrates one
example in which a “caution running-out” message and a running-out picture image
are transmitted to the vehicle 6.

At this time, in the information processing device 600 of the vehicle 6, appro-
priateness of the determination result of the behavior of the user obtained by the
electronic device 10 is determined based on an image in the front direction captured by
the camera 630. If the determination result is wrong, the received danger information is

discarded so as not to perform the danger aversion operation. Note that, as examples of
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discarding the received danger information, for example, the information processing
device 600 may delete the danger information from the storage 603, or the information
processing device 600 may not regard the received danger information as the
conditions for performing the danger aversion operation irrespective of whether or not
the information processing device 600 deletes the danger information from the storage
603.

Such operations of the information processing device 600 are described with
reference to a flowchart illustrated in FIG. 11.

The information processing device 600 determines whether to have received danger
information via the wireless communication unit 610 (Step S1). If the information
processing device 600 determines to have received danger information (if Yes), the
process proceeds to Step S2, and if the information processing device 600 determines
not to have received danger information (if No), the Step S1 is repeated.

If the information processing device 600 receives danger information, the in-
formation processing device 600 analyzes the image captured by the camera 630 (Step
S2). Then, based on the analyzed image, the presence or absence of a vehicle in the
front direction and the presence or absence of a pedestrian on the same side are
checked (Step S3). That is, if the image captured by the camera 630 is an image in
which a vehicle is stopped in the traveling front direction of the subject vehicle and a
standing or bending-down pedestrian on the same side is about to enter the vehicle, the
operation is thought to result from exceeded average walking acceleration of the
pedestrian 9 possessing the electronic device 10 to enter the vehicle.

As a method of analyzing the image, a method of detecting a feature quantity of the
image through learning with deep learning and then determining a vehicle and a
pedestrian through a pattern recognition is conceivable. Alternatively, a vehicle and a
pedestrian may be determined through simple pattern matching.

If the image analyzed in Step S3 is an image in which a person is about to enter a
vehicle (if Yes), the process proceeds to Step S4 to discard the received danger in-
formation and end the series of the process.

On the other hand, if the image analyzed in Step S3 is not an image in which a
person is about to enter a vehicle (if No), the process proceeds to Step S5 to perform,
based on the received danger information, a process necessary for avoiding contact
with the pedestrian 9 possessing the electronic device 10 that has transmitted the
danger information. That is, the information processing device 600 issues the danger
aversion instruction to the vehicle controller 620 so that the vehicle controller 620
performs a steering operation, a braking operation, etc. that are necessary for avoiding
contact with the user behaving dangerously. Note that, if the subject vehicle is not

adapted to automated driving, the information processing device 600 that has received
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the danger information performs a process of notifying a driver about the reception of
the danger information with voice etc. so as to prompt danger aversion.

In this manner, even when danger information is received, the received danger in-
formation is discarded on condition that the pedestrian 9 possessing the electronic
device 10 that has transmitted the danger information is determined to be about to enter
a vehicle based on the image analysis. Thus, the subject vehicle is not required to
perform the operation of avoiding danger based on the danger information, thereby
eliminating a burden on the passenger.

Note that, in the above, description is given of one example in which appropriateness
of the danger information is determined based on the image analysis on the pedestrian
9. However, an obstacle present in the front direction of the vehicle 6 may be detected
based on detection data obtained by an obstacle sensor such as light detection and
ranging (LIDAR) installed in the vehicle 6, and appropriateness of the danger in-
formation may be determined based on the presence or absence of a stopped vehicle as
an obstacle and a person on the same side.

In this embodiment described above, description is given of a configuration in which
danger information is directly transmitted from the electronic device 10 to the vehicle
6 through pedestrian-vehicle communication between the electronic device 10 of the
pedestrian 9 and the vehicle 6 installed with the information processing device 600.
However, such a configuration is also conceivable that danger information that has
been transmitted from the electronic device 10 is transmitted to the vehicle 6 via the
roadside unit 5.

The roadside unit 5 is, as described above with reference to FIG. 1, often installed at
an intersection, but may be installed along a road other than an intersection. In such a
case, the roadside unit 5 may have a similar function as that of the information
processing device 600.

That is, as described above with reference to FIG. 6, the roadside unit 5 includes the
camera 530, and can therefore determine whether or not the pedestrian 9 possessing the
electronic device 10 that has transmitted danger information is about to enter a vehicle
by analyzing an image captured by the camera 530.

FIG. 12 illustrates a diagram schematically showing a state where the pedestrian 9
possessing the electronic device 10 is about to enter the vehicle 60, and the vehicle 6
approaches the vehicle 60. The roadside unit 5 is installed along the roadway 7
between the vehicle 6 and the vehicle 60. The electronic device 10 of the pedestrian 9
determines that the behavior of the pedestrian 9 who is about to enter the vehicle 60 is
a behavior likely to induce a traffic accident, and transmits danger information EI. FIG.
12 illustrates one example in which a “caution running-out” message and a running-out

picture image are transmitted to the roadside unit 5.
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At this time, in the controller 500 of the roadside unit 5, appropriateness of the deter-
mination result of the behavior of the user obtained by the electronic device 10 is de-
termined based on an image in the front direction captured by the camera 530. If the
determination result is wrong, the received danger information is not relayed to the
vehicle 6. Since the danger information is not relayed to the vehicle 6, the vehicle 6 is
not required to perform the operation of avoiding danger based on the danger in-
formation.

The controller 500 that performs the process as above implements a similar function
as that of the information processing device 600, and can therefore be referred to as an
information processing device as well. Now, the operations of the controller 500 are
described with reference to a flowchart illustrated in FIG. 13.

The controller 500 determines whether to have received danger information via the
wireless communication unit 510 (Step S11). If the controller 500 determines to have
received danger information (if Yes), the process proceeds to Step S12, and if the
controller 500 determines not to have received danger information (if No), the Step
S11 is repeated.

If the controller 500 receives danger information, the controller 500 analyzes the
image captured by the camera 530 (Step S12). FIG. 12 illustrates one example in
which the camera 530 captures an image in the direction of the vehicle 60. The camera
530, however, is a camera for capturing an image of the vicinity of the place where the
roadside unit 5 is installed, and may therefore be made up of a plurality of cameras so
as to be capable of capturing an image in multi-directions, not only in one direction.

Then, based on the analyzed image, the presence or absence of a vehicle in the
vicinity of the roadside unit 5 and the presence or absence of a pedestrian on the same
side are checked (Step S13). In such a case where the camera 530 is made up of a
plurality of cameras as described above, when each of the images captured by the
cameras are analyzed to detect an image in which a pedestrian stands beside a stopped
vehicle or bends down to enter a vehicle, the operation is thought to result from
exceeded average walking acceleration of the pedestrian 9 possessing the electronic
device 10 to enter the vehicle.

If the image analyzed in Step S13 is an image in which a person is about to enter a
vehicle (if Yes), the process proceeds to Step S14 to discard the received danger in-
formation and end the series of the process.

On the other hand, if the image analyzed in Step S13 is not an image in which a
person is about to enter a vehicle (if No), the process proceeds to Step S15 to transmit
the received danger information to the vehicle 6 in the vicinity of the roadside unit 5.

If the vehicle 6 that has received the danger information includes the information

processing device 600 as illustrated in FIG. 9, appropriateness of the danger in-
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formation is determined in the information processing device 600 in accordance with
the flow illustrated in FIG. 11. In this case, the image is determined to be not an image
in which a person is about to enter a vehicle in Step S3, and a process necessary for
avoiding contact with the pedestrian 9 possessing the electronic device 10 that has
transmitted the danger information is performed in Step S5 based on the received
danger information. Further, if the vehicle 6 that has received the danger information
does not include the information processing device 600 as illustrated in FIG. 9, a
process necessary for avoiding contact with the pedestrian 9 possessing the electronic
device 10 that has transmitted the danger information is performed immediately after
the reception of the danger information.

Note that, in the above, description is given of one example in which appropriateness
of the danger information is determined based on the image analysis on the pedestrian
9. However, an obstacle present at a place where the roadside unit 5 is installed may be
detected based on detection data obtained by an obstacle sensor such as LIDAR
installed in the roadside unit 5, and appropriateness of the danger information may be
determined based on the presence or absence of a stopped vehicle as an obstacle and a
person on the same side.

Note that, in the above, description is given of a case where the roadside unit 5
transmits received danger information to the vehicle 6 in the vicinity of the roadside
unit 5. However, the destination for transmitting the danger information is not limited
to a vehicle. The danger information may be transmitted to another roadside unit, and
may be then relayed. With this, even if the vehicle 6 is present at a place far from the
roadside unit 5 that first received the danger information, the danger information can
be transmitted to the vehicle 6. In this case, such another roadside unit that has
received danger information from the roadside unit 5 performs a process to relay the
danger information without executing the flow illustrated in FIG. 13. The flow il-
lustrated in FIG. 13 may be configured in advance so as to be executed on condition
that danger information is received from the electronic device 10.

Further, the roadside unit 5 may transmit received danger information to an
electronic device 10 of another pedestrian. In this case, such another pedestrian who
has received the danger information via the electronic device 10 is alerted that there is
a pedestrian nearby who behaves in a manner likely to induce a traffic accident, and
can thus make an action to avoid the danger.

As in the above, while an information processing device, a roadside unit, and a
vehicle have been described in detail, the above description is in all aspects illustrative
and the present disclosure is not limited thereto. Further, it is understood that numerous
modifications not illustrated herein can be devised without departing from the scope of

the present disclosure.
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Claims

An information processing device, wherein

if the information processing device acquires, from a mobile electronic
device, information notifying that a user of the mobile electronic device
may behave in a dangerous manner likely to induce a traffic accident,
the information processing device checks appropriateness of the in-
formation, and

if the information comprises inappropriate information, the information
processing device discards the information.

The information processing device according to claim 1, wherein

the information processing device receives an image of the user
captured by an imaging unit, and checks appropriateness of the in-
formation based on the image of the user.

The information processing device according to claim 2, wherein

if the image of the user is an image in which the user is about to enter a
vehicle or an image in which the user stands beside a vehicle, the in-
formation processing device determines that the information is inap-
propriate information.

A vehicle comprising:

the information processing device of claim 1; and

a vehicle controller, wherein

if the information processing device determines that the information is
appropriate information, the information processing device instructs the
vehicle controller to perform vehicle control to avoid contact with the
user.

The vehicle according to claim 4, further comprising

an imaging unit configured to capture an image in at least a front
direction of the vehicle, wherein

the information processing device receives an image of the user
captured by the imaging unit, and checks appropriateness of the in-
formation based on the image of the user.

The vehicle according to claim 5, wherein

if the image of the user is an image in which the user is about to enter a
vehicle or an image in which the user stands beside a vehicle, the in-
formation processing device determines that the information is inap-
propriate information.

A roadside unit comprising:
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the information processing device of claim 1; and

a communication unit configured to communicate the information,
wherein

if the information processing device determines that the information is
appropriate information, the roadside unit transmits the information to a
vehicle in a vicinity of the roadside unit and to another roadside unit in
a vicinity the roadside unit via the communication unit.

The roadside unit according to claim 7, further comprising

an imaging unit configured to capture an image in at least a front
direction of the roadside unit, wherein

the information processing device receives an image of the user
captured by the imaging unit, and checks appropriateness of the in-
formation based on the image of the user.

The roadside unit according to claim 8, wherein

if the image of the user is an image in which the user is about to enter a
vehicle or an image in which the user stands beside a vehicle, the in-
formation processing device determines that the information is inap-

propriate information.
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PCT to such an extent that a meaningful search of the whole claimed
subject-matter can not be carried out (Article 17(2)(a)(ii) and (b) PCT)
because the following expressions are vague and undefinite or have no
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notifying that a user of the mobile electronic device may behave in a
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and rely on speculative considerations without specifying in any way how
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Moreover, the sole support for this expression that could
be found in the description relates to a measurement of "vibration and
motion" acting on a "subject device" apparently worn by a user (see in
particular paragraphs [0033] and [0034]). There are no indication that
other cases could be taken in account, for instance when the user is
using the phone, Tooking to the sky whilst walking, walking backwards,
etc. Hence, the expression identified supra is not supported on its whole
breath, contrary to the requirements of Article 6 PCT.

For the sake of

completeness, these vibration and motion are allegedly measured "based
on" the direction and magnitude "of a measured acceleration", without
specifying how these vibration and motion are actually computed.

The
expression "based on" is vague and indefinite as it does not clearly
specify the technical relationship between the two concepts it links. For
instance, "based on", when relating to a condition, could be equally
taken as meaning "true" or "false". In case it links various parameters,
one cannot know how these various parameters are actually taken in
account (weighted sum, true/false conditions,...). Although this could
sometimes be clarified by the context, this is apparently not the case
here.

Hence, the scope of protection this expression attempts to define

is unclear and is not supported. In absence of convincing arguments from
the applicant explaining how this expression should be understood, the
actual scope of protection sought and how far it is supported by the
description as filed, the search has been limited, as far as this
expression is concerned, to acceleration information.

A similar
objection applies to the expression "appropriateness of the information".
In particular, the "appropriateness of the information" is determined by
a "conceivable" image feature quantity detection via "deep learning" (see
in particular [0103], first sentence), without specifying how this could
be put in practice. At least this part of the "appropriateness of the
information" determination is therefore not sufficiently disclosed,
contrary to the requirements of Article 5 PCT.

The sole support

remaining is therefore the pattern matching part, to which the search has
been limited, in the absence of convincing argumentation from the
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applicant.

A similar objection applies to the expressions "is about to
enter a vehicle" and "stand beside a vehicle". The only understanding
that can stem from these various expression is that the images captured
by the imaging unit are compared with reference images, before sending
particular instructions. In the absence of convincing arguments from the
applicant, the search has been limited to that interpretation.

Finally,
and maybe most importantly, the application fails to indicate how the
information processing device is able to identify that a captured image
of a user corresponds to the particular user wearing the mobile
electronic device, and hence is able to "check the appropriateness of the
information based on the image of the user", e.g. in the presence of a
multiplicity of users wearing each a mobile electronic device.

It

therefore does not appear that the subject-matter for which protection is
sought is sufficiently disclosed in the sense of Article 5 PCT.

The
applicant has been invited to indicate where in the application
information about such a matching between the device and the image of the
user is to be found, but did not reply to the invitation.

The

International Search Authority therefore considers that, in the present
situation, the subject-matter that could meaningfully searched is Timited
to a system comprising a mobile electronic device measuring
accelerations, an imaging unit capturing images of a user wearing the
mobile electronic device and an information processing device acquiring
acceleration information from the mobile electronic device and an image
of the user captured by the imaging unit, wherein the information
processing device checks if the captured image does satisfy particular
conditions, and, if acceleration exceeds a threshold and the captured
image does satisfy the particular conditions, instructions are
transmitted to a vehicle.

The applicant's attention is drawn to the fact that claims relating to
inventions in respect of which no international search report has been
established need not be the subject of an international preliminary
examination (Rule 66.1(e) PCT). The applicant is advised that the EPO
policy when acting as an International Preliminary Examining Authority is
normally not to carry out a preliminary examination on matter which has
not been searched. This is the case irrespective of whether or not the
claims are amended following receipt of the search report or during any
Chapter II procedure. If the application proceeds into the regional phase
before the EPO, the applicant is reminded that a search may be carried
out during examination before the EPO (see EPO Guidelines C-1V, 7.2),
should the problems which led to the Article 17(2) declaration be
overcome.
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