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SYSTEM AND METHOD FOR PROCESSING VIDEO IMAGES GENERATED BY A
MULTIPLE VIEWING ELEMENTS ENDOSCOPE

CROSS-REFERENCE

The present specification relies on U.S. Patent Provisional Application No. 62/093,871,
entitled “System and Method for Processing Video Images Generated By A Multiple Viewing
Elements Endoscope”, and filed on December 18, 2014, for priority. The ‘871 application is

incorporated herein by reference.

FIELD
The present specification generally relates to a multiple viewing elements endoscope, and
more particularly to controlling bloomed or saturated areas of video images generated by the

viewing elements of the endoscope.

BACKGROUND

Endoscopes, such as colonoscopes, that are currently being used, typically have multiple
viewing elements, such as cameras, that correspondingly include Charge Coupled Device (CCD)
or CMOS image sensors to generate video feeds. CCD as well as CMOS image sensors are fraught
with problems, such as saturation and blooming, that affect both their quantitative and qualitative
imaging characteristics. For example, if each individual pixel can be thought of as a well of
electrons, then saturation refers to the condition where the well becomes filled. The amount of
charge that can be accumulated in a single pixel is determined largely by its area. However, due to
the nature of the potential well, which holds charge within a pixel, there is less probability of
trapping an electron within a well that is approaching saturation. Therefore, as a well approaches
its limit, the linear relationship between light intensity and signal degrades. As a result, the
apparent responsivity of a saturated pixel drops.

At saturation, pixels lose their ability to accommodate additional charge. This additional
charge then spreads into neighboring pixels, causing them to either report erroneous values or also
saturate. This spread of charge to adjacent pixels is known as blooming and appears as a white
streak or blob in the image. The occurrence of blooming, in video images generated by a multi-
viewing elements endoscope, results in loss of details in portions of the video image and is a serious

cause of concern for a physician performing an endoscopic procedure.
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Accordingly, there is need in the art for processing the video feeds generated by a plurality
of viewing elements of an endoscopic tip such that saturation is minimized and/or the occurrence

of blooming is effectively controlled in the video feeds.

SUMMARY

The following embodiments and aspects thereof are described and illustrated in conjunction
with systems, tools and methods, which are meant to be exemplary and illustrative, not limiting in
scope.

The present specification discloses an endoscope video processing system for controlling
blooming in an image frame of a video data signal generated by a viewing element of an endoscope,
to facilitate an increased luminance digital gain in regions of a first brightness within the image
frame while maintaining a decreased luminance digital gain in regions of a second brightness,
wherein the first brightness is lower than the second brightness, said video processing system
comprising: a processor; a memory; a digital signal processor for applying a reduced digital gain
to a luminance (Y) component of the video data signal to generate an attenuated signal, wherein
the reduced digital gain is defined by a weight; and a local blooming control module for:
calculating an average luminance value of luminance levels of a plurality of pixels neighboring a
pixel of the attenuated signal; operating a function on the average luminance value to generate a
smoothly transitioning digital gain; conditioning the smoothly transitioning digital gain using said
weight to generate a customizable digital gain; and applying the customizable digital gain to the
attenuated signal.

Optionally, said weight comprises a first weight and a second weight. Still optionally, the
reduced digital gain meets a condition where a sum of the first weight and the second weight is in
the range of 1.0 to 5.0. Still optionally, the first weight is a constant value while the second weight
has a value depending on surrounding luminance.

Optionally, the average luminance value is calculated using Gaussian weights.

Optionally, the function is a sigmoid function. Still optionally, a center point of the sigmoid
function approximates 240/(1 + second weight), wherein said viewing element of the endoscope
comprises a CCD sensor. Still optionally, a center point of the sigmoid function approximates
255/(1 + second weight), wherein said viewing element of the endoscope comprises a CMOS

sensor. Still optionally, a center point of the sigmoid function approximates 100/(1 + second
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weight), wherein said viewing element of the endoscope comprises a CMOS sensor. Still
optionally, a center point of the sigmoid function decreases as the second weight increases and
said center point increases as the second weight decreases.

In some embodiments, the customizable digital gain may meet a plurality of conditions,
wherein said plurality of conditions may include at least one of: a value of said digital gain
approaches 1.0 as a brightness of a region of the image frame nears maximal value; said digital
gain has an upper limit of 5.0 in a region of the image frame that, relative to all other regions in
said image frame, is darkest; or said digital gain transitions from a region of a first brightness to a
region of a second brightness, wherein the first brightness is greater than the second brightness, in
a smooth manner.

In some embodiments, the present specification discloses a method of controlling blooming
in a plurality of regions of an image frame of a video data signal generated by a viewing element
of an endoscope, said method being implemented by the controller of the endoscope, the method
comprising: attenuating a luminance (Y) component of the video data signal to generate an
attenuated signal, wherein the attenuation factor meets a condition such that a summation of a first
weight K; and a second weight K, approximates a value equal to or less than 5.0; applying a
Gaussian function to luminance levels of a plurality of pixels neighboring a given pixel of the
attenuated signal to generate an average luminance signal Gaussian(Y); applying a sigmoid
function to the average luminance signal to generate a modified signal sigmoid(Gaussian(Y)); and
applying a digital gain to the attenuated signal, wherein the digital gain is determined by applying
weights to the modified signal sigmoid (Gaussian(Y)).

Optionally, the weights comprise a first weight K; and a second weight K», wherein K is
a constant value and K has a value depending on surrounding luminance.

Optionally, a center point of the sigmoid function approximates 240/(1 + K»), wherein said
viewing element of the endoscope comprises a CCD sensor.

Optionally, a center point of the sigmoid function approximates 255/(1 + second weight),
wherein said viewing element of the endoscope comprises a CMOS sensor.

Optionally, a center point of the sigmoid function approximates 100/(1 + second weight),
wherein said viewing element of the endoscope comprises a CMOS sensor.

Optionally, a center point of the sigmoid function decreases as the second weight K,

increases and said center point increases as the second weight K, decreases.



10

15

20

25

30

WO 2016/100173 PCT/US2015/065482

Optionally, the value of said digital gain approaches 1.0 as brightness of a region of the
image frame nears maximum value.

Optionally, the value of said digital gain has an upper limit of 5.0 in a region of the image
frame that, relative to all other regions in an image frame, is the darkest.

Optionally, said digital gain transitions from a region of a first brightness to a region of a
second brightness, wherein the first brightness is greater than the second brightness, in a smooth
manner.

In some embodiments, the present specification is directed toward an endoscope video
processing system for controlling blooming in an image frame of a video data signal generated by
a viewing element of an endoscope, to facilitate an increased luminance digital gain in regions of
a first brightness within the image frame while maintaining a decreased luminance digital gain in
regions of a second brightness, wherein the first brightness is lower than the second brightness,
said video processing system comprising a processor and memory for executing the steps of:
applying a reduced digital gain to a luminance (Y) component of the video data signal to generate
an attenuated signal, wherein the reduced digital gain is defined by a weight; calculating an average
luminance value of luminance levels of a plurality of pixels neighboring a pixel of the attenuated
signal; operating a function on the average luminance value to generate a smoothly transitioning
digital gain; conditioning the smoothly transitioning digital gain using said weight to generate a
customizable digital gain; and applying the customizable digital gain to the attenuated signal.

The aforementioned and other embodiments of the present invention shall be described in

greater depth in the drawings and detailed description provided below.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other features and advantages of the present invention will be appreciated, as
they become better understood by reference to the following detailed description when considered
in connection with the accompanying drawings, wherein:

Figure 1 shows an exploded view of a tip of a multiple viewing elements endoscope
according to some embodiments;

Figure 2A shows a perspective view of the tip of the multiple viewing elements endoscope,
of Figure 1, according to some embodiments;

Figure 2B shows another perspective view of the tip of the multiple viewing elements

endoscope, of Figure 1, according to some embodiments;
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Figure 3 shows a multiple viewing elements endoscopy system, according to some
embodiments;

Figure 4 is a block diagram illustrating overall video processing architecture within an
endoscopy system;

Figure 5A is a simplified view of the video processing block diagram shown in Figure 4;

Figure 5B is ablock diagram illustrating implementation of a local blooming control (LBC)
module;

Figure 6 is a graphical illustration of an exemplary sigmoid function; and

Figure 7 is a flow chart illustrating a plurality of exemplary steps of a brightness, luminance
or blooming control method in accordance with an embodiment of the present specification.

DETAILED DESCRIPTION

The present specification is directed towards multiple embodiments. The following
disclosure is provided in order to enable a person having ordinary skill in the art to practice the
invention. Language used in this specification should not be interpreted as a general disavowal of
any one specific embodiment or used to limit the claims beyond the meaning of the terms used
therein. The general principles defined herein may be applied to other embodiments and
applications without departing from the spirit and scope of the invention. Also, the terminology
and phraseology used is for the purpose of describing exemplary embodiments and should not be
considered limiting. Thus, the present invention is to be accorded the widest scope encompassing
numerous alternatives, modifications and equivalents consistent with the principles and features
disclosed. For purpose of clarity, details relating to technical material that is known in the technical
fields related to the invention have not been described in detail so as not to unnecessarily obscure
the present invention.

It is noted that the term "endoscope" as mentioned to herein may refer particularly to a
colonoscope and a gastroscope, according to some embodiments, but is not limited only to
colonoscopies and/or gastroscopies. The term "endoscope" may refer to any instrument used to
examine the interior of a hollow organ or cavity of the body.

Figure 1 shows an exploded view of a tip section 200 of a multi-viewing element endoscope
assembly 100 comprising a front working/service channel, according to various embodiments. An
aspect of some embodiments also relates to endoscope assembly 100 having the tip section 200

that may be equipped with one or more side working/service channels. Accordingly, in an
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embodiment, tip section 200 of the endoscope 100 may include a tip cover 300, an electronic
circuit board assembly 400 and a fluid channeling component 600.

Figures 2A and 2B show perspective views of the tip section 200 according to an
embodiment. Referring to Figures 1, 2A and 2B simultaneously, according to some embodiments,
the tip section 200 includes a front panel 320 which comprises four quadrants defined by a vertical
axis passing through a center of the front panel 320 and a horizontal axis passing through the center,
wherein the four quadrants include a top left quadrant, a top right quadrant, a bottom left quadrant
and a bottom right quadrant. In various embodiments, a transparent surface, window, or opening
to front optical lens assembly 256 (of front looking camera or viewing element 116) is positioned
on the front panel 320. In various embodiments, a first front optical window 242b, for a first front
illuminator 240b, is positioned on the front panel 320, at least partially within the bottom right
quadrant and at least partially within the bottom left quadrant. In various embodiments, a second
front optical window 242a, for a second front illuminator 240a, is positioned on the front panel
320, at least partially within the bottom left quadrant. In various embodiments, a third front optical
window 242c, for a third front illuminator 240c, is positioned on the front panel 320, at least
partially within the bottom right quadrant.

In various embodiments, a front working channel opening 340, for working channel 640, is
positioned on the front panel 320, along the vertical axis and at least partially within the top left
quadrant and partially within the top right quadrant. In various embodiments, a fluid injector
opening 346, for a fluid injector channel 646, is positioned on the front panel 320, at least partially
within the top right quadrant. In various embodiments, a jet channel opening 344, for a jet channel
644, is positioned on the front panel 320, at least partially within the top left quadrant.

According to some embodiments, fluid channeling component 600 may include a proximal
fluid channeling section 602 (or base) which may have an essentially cylindrical shape and a
unitary distal channeling section 604 (or elongated housing). Distal fluid channeling section 604
may partially continue the cylindrical shape of proximal fluid channeling section 602 and may
have a shape of a partial cylinder (optionally elongated partial cylinder). Distal fluid channeling
section 604 may have only a fraction of the cylinder (along the height or length axis of the cylinder),
wherein another fraction of the cylinder (along the height or length axis of the cylinder) is missing.
In other words, in various embodiments, proximal fluid channeling section 602 has a greater width

than distal fluid channeling section 604. Distal fluid channeling section 604 may be integrally
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formed as a unitary block with proximal fluid channeling section 602. The height or length of
distal fluid channeling section 604 may by higher or longer than the height or length of proximal
fluid channeling section 602. In the embodiment comprising distal fluid channeling section 604,
the shape of the partial cylinder (for example, partial cylinder having only a fraction of a cylindrical
shape along one side of the height axis) may provide a space to accommodate electronic circuit
board assembly 400.

Distal fluid channeling section 604 includes working channel 640, which may be configured
for insertion of a surgical tool, for example, to remove, treat and/or extract a sample of the object
of interest found in the colon or its entirety for biopsy. Distal fluid channeling section 604 further
includes the jet fluid channel 644 which may be configured for providing a high pressure jet of
fluid, such as water or saline, for cleaning the walls of the body cavity (such as the colon) and
optionally for suction. Distal fluid channeling section 604 further includes injector channel 646,
which may be used for injecting fluid (liquid and/or gas) to wash contaminants such as blood, feces
and other debris from a surface of front optical lens assembly 256 of forward-looking viewing
element 116. Proximal fluid channeling section 602 of fluid channeling component 600 also
includes side injector channel 666, which connects to side injector opening 266, and side injector
channel 667 which connects to a similar side injector opening positioned on the opposite side of
the tip section 200. The proximal fluid channeling section 602 also includes a groove 670 is
adapted to guide (and optionally hold in place) an electric cable(s) which may be connected at its
distal end to the electronic components such as viewing elements (for example, cameras) and/or
light sources in the endoscope's tip section and deliver electrical power and/or command signals
to the tip section and/or transmit video signal from the cameras to be displayed to the user.

Electronic circuit board assembly 400 may be configured to carry a front looking viewing
element 116, a first side looking viewing element and a second side viewing element 116b which
may be similar to front looking viewing element 116 and may include a Charge Coupled Device
(CCD) or a Complementary Metal Oxide Semiconductor (CMOS) image sensor. The electronic
circuit board assembly 400 may be configured to carry front illuminators 240a, 240b, 240c, which
may be associated with front looking viewing element 116 and may be positioned to essentially
illuminate the field of view of front looking viewing element 116.

In addition, electronic circuit board assembly 400 may be configured to carry side

illuminators 250a and 250b, which may be associated with side looking viewing element 116b and
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may be positioned to essentially illuminate side looking viewing element's 116b field of view.
Electronic circuit board assembly 400 may also be configured to carry side illuminators, which
may be associated with the opposite side looking viewing element, which may be similar to side
illuminators 250a and 250b.

Front illuminators 240a, 240b, 240c¢ and side illuminators 250a and 250b may optionally be
discrete illuminators and may include a light-emitting diode (LED), which may be a white light
LED, an infrared light LED, a near infrared light LED, an ultraviolet light LED or any other LED.

The term "discrete", concerning discrete illuminator, may refer to an illumination source,
which generates light internally, in contrast to a non-discrete illuminator, which may be, for
example, a fiber optic merely transmitting light generated remotely.

Tip cover 300 may be configured to fit over the inner parts of the tip section 200 including
electronic circuit board assembly 400 and fluid channeling component 600 and to provide
protection to the internal components in the inner parts. Front optical lens assembly 256 may
include a plurality of lenses, static or movable, which may provide a field of view of 90 degrees
or more, 120 degrees or more or up to essentially 180 degrees. Front optical lens assembly 256
may provide a focal length in the range of about 3 to 100 millimeters. An optical axis of front
looking camera or viewing element 116 may be essentially directed along the long dimension of
the endoscope. However, since front looking camera or viewing element 116 is typically a wide
angle camera, its field of view may include viewing directions at large angles to its optical axis.

Visible on the sidewall 362 of tip cover 300 is depression 364 wherein placed within
depression 364 is side optical lens assembly 256b for side looking camera or viewing element
116b, which may be similar to front optical lens assembly 256, and optical windows 252a and
252b of illuminators 250a and 250b for side looking camera or viewing element 116b. On sidewall
363 of tip cover 300, on the opposing side to side optical lens assembly 256b, is a depression 365
and an optical lens assembly 256¢ for another side looking camera, which may be similar to side
optical lens assembly 256b, and optical windows 254a and 254b for another set of illuminators
similar to illuminators 250a and 250b. The side optical lens assemblies 256b, 256¢ may provide a
focal length in the range of about 3 to 100 millimeters. In another embodiment, tip section 200
may include only one side viewing element.

An optical axis of the first side viewing element 116b may be essentially directed

perpendicular to the long dimension of the endoscope. An optical axis of the second side viewing
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element may be essentially directed perpendicular to the long dimension of the endoscope.
However, since each side viewing element typically comprises a wide angle camera, its field of
view may include viewing directions at large angles to its optical axis. In accordance with some
embodiments, each side viewing element has a field of view of 90 degrees or more, 120 degrees
or more or up to essentially 180 degrees.

In addition, side injector opening 266 of side injector channel 666 may be located at a
proximal end of sidewall 362 and side injector opening 269 of side injector 667 may be located at
a proximal end of sidewall 363. A nozzle cover 267 may be configured to fit side injector opening
266 and a similar nozzle cover (not shown) may be configured to fit side injector opening 269.

Additionally, nozzle cover 267 may include a nozzle 268 which may be aimed at side optical
lens assembly 256b and configured for injecting fluid to wash contaminants such as blood, feces
and other debris from a surface of side optical lens assembly 256b of side looking camera or
viewing element 116b. The fluid may include gas which may be used for inflating a body cavity.
Optionally, nozzle 268 may be configured for cleaning both side optical lens assembly 256b and
optical windows 252a and/or 252b.

It is noted that according to some embodiments, although tip section 200 is presented herein
showing one side thereof, the opposing side may include elements similar to the side elements
described herein (for example, side looking camera, side optical lens assembly, injector(s),
nozzle(s), illuminator(s), window(s), opening(s) and other elements).

Reference is now made to Figure 3, which shows an exemplary multi-viewing elements
endoscopy system 300. System 300 may include a multi-viewing elements endoscope 302. Multi-
viewing elements endoscope 302 may include a handle 304, from which an elongated shaft 306
emerges. Elongated shaft 306 terminates with a tip section 308 which is turnable by way of a
bending section 310. Handle 304 may be used for maneuvering elongated shaft 306 within a body
cavity. The handle may include one or more buttons and/or knobs and/or switches 305 which
control bending section 310 as well as functions such as fluid injection and suction. Handle 304
may further include at least one, and in some embodiments, one or more working channel openings
312 through which surgical tools may be inserted as well as one and more side service channel
openings.

A utility cable 314, also referred to as an umbilical tube, may connect between handle 304

and a Main Control Unit 399. Utility cable 314 may include therein one or more fluid channels
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and one or more electrical channels. The electrical channel(s) may include at least one data cable
for receiving video signals from the front and side-pointing viewing elements, as well as at least
one power cable for providing electrical power to the viewing elements and to the discrete
illuminators.

The main control unit 399 contains the controls required for displaying the images of internal
organs captured by the endoscope 302. The main control unit 399 may govern power transmission
to the endoscope’s 302 tip section 308, such as for the tip section’s viewing elements and
illuminators. The main control unit 399 may further control one or more fluid, liquid and/or suction
pump(s) which supply corresponding functionalities to the endoscope 302. One or more input
devices 318, such as a keyboard, a touch screen and the like may be connected to the main control
unit 399 for the purpose of human interaction with the main control unit 399. In the embodiment
shown in Figure 3, the main control unit 399 comprises a screen/display 325 for displaying
operation information concerning an endoscopy procedure when the endoscope 302 is in use. The
screen 325 may be configured to display images and/or video streams received from the viewing
elements of the multi-viewing element endoscope 302. The screen 325 may further be operative
to display a user interface for allowing a human operator to set various features of the endoscopy
system.

Optionally, the video streams received from the different viewing elements of the multi-
viewing element endoscope 302 may be displayed separately on at least one monitor (not seen) by
uploading information from the main control unit 399, either side-by-side or interchangeably
(namely, the operator may switch between views from the different viewing elements manually).
Alternatively, these video streams may be processed by the main control unit 399 to combine them
into a single, panoramic video frame, based on an overlap between fields of view of the viewing
elements. In an embodiment, two or more displays may be connected to the main control unit 399,
each for displaying a video stream from a different viewing element of the multi-viewing element
endoscope 302. The main control unit 399 is described in United States Patent Application Number
14/263,896, which, for priority, relies on United States Provisional Patent Application Number
61/817,237, entitled “Method and System for Video Processing in a Multi-Viewing Element
Endoscope” and filed on April 29, 2013, which is herein incorporated by reference in its entirety.

Figure 4 details how the video controller or the controller circuit board 420 of the main

control unit 399 of Figure 3 operatively connects with the endoscope 410 and the display units
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450, according to one embodiment. Referring to Figure 4, video controller/controller circuit board
420 comprises a camera board 421 that controls the power supplies to the LEDs 411, transmits
controls for the operation of image sensor(s) 412 (comprising one or more cameras) in the
endoscope, and converts pre-video signals from image sensors to standard video signals. The
image sensor 412 may be a charge coupled device (CCD) or a complementary metal oxide
semiconductor (CMOS) imager. The camera board 421 receives pre-video signal(s) 413 generated
by the CCD imager and also other remote commands 414 from the endoscope 410.

Controller circuit board 420 further comprises elements for processing the video obtained
from the image sensors 412 through the camera board 421, as well as other elements for system
monitoring and control.

All these elements are connected with the Base Board Module 452, which is a PCB. In one
embodiment, elements which are ICs (Integrated Circuits) are connected by soldering, element
426 (SOM or System on Module) is connected by mounting, while all other elements are connected
by means of cables.

Various elements on the Base Board Module 452 are described as follows:

FPGA (Field Programmable Gate Array) 423:

FPGA 423 is a logic device programmed specifically for the system requirements and
performs tasks that may be categorized by two types: logic tasks which must be implemented by
hardware (as opposed to software), and logic tasks related to video image processing. In one
embodiment, the Base Board Module 452 includes one or more double data rate type three
synchronous dynamic random access memory modules (DDR3) 433 in communication with the
FPGA 423.

Logic tasks which are preferably implemented by hardware include, but are not limited to:

1. Initializing some Base Board Module’s 452 ICs upon system power-up;

2. Monitoring the buttons 440 for white balance, the on/off state of the LEDs, air flow, and

power on/off on the front-panel 435;

3. Monitoring SOM’s 426 proper operation using a watch-dog mechanism;

4. Backing-up some of the system’s parameters (example: airflow level), even while the

system is switched off, and

5. Communicating with the camera board 421.

11
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Logic tasks related to video image processing include, but are not limited to:

1. Multiplexing video inputs — Each of the multiple imaging elements has several video
interfaces which are multiplexed via a video input interface 451. Further, several
auxiliaries are multiplexed via auxiliary video input interface 425. For example, a
physician’s laptop may be connected as an auxiliary video source to the endoscope system,
and a recorded procedure may be played on the system screen. As another example, video
output of an X-Ray imaging system may be connected via the auxiliary video input
interface 425, so that the physician is able to see the image generated by the endoscope’s
viewing elements as well as the related X-Ray image side by side or in PIP (Picture-in-
Picture) on the same screen. Accordingly, an auxiliary video source, such as an external
laptop playing a recorded procedure or a video output of an X-ray system, may be
multiplexed with video outputs of each of the multiple imaging elements.

2. Optional digital signal processor (DSP) 422 playback output and DSP record input.

3. Internal test patterns to video outputs via Video Output Interface 424 to multiple
displays. In one embodiment an internal test pattern comprises an artificial image
composed of lines, stationary boxes, moving boxes or other geometric patterns of different
colors and sizes. Such a test pattern enables an engineer to test the system’s output video
performance without being dependent on the performance of the endoscope’s viewing
elements. In one embodiment, an internal test pattern is used to generate an image which
is more challenging for the video processing system to process and display compared to
the images generated by viewing elements. In some embodiments, an internal test pattern
is displayed on the screen whenever an endoscope is not connected to the main control unit.
4. Conversion between cameras’ video standard to display according to one video standard.
5. OSD (On Screen Display) insertion, also known as graphic overlay.

6. Generating PIP (Picture-in-Picture).

7. Stitching images from several cameras into one image displayed on a single screen.

8. Image adjustments, such as brightness, sharpness, color saturation and contrast.

DSP (Digital Signal Processor) 422:
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DSP 422 is used for recording compressed (coded) video and playing back decompressed
(decoded) video. In one embodiment, the standard of compressed video is H264 or equivalent
(such as MPEG).

Operationally, FPGA 423 selects for the DSP 422 the desired video to be recorded, i.e. any
of the inputs, or, more likely, a copy of one or more of the screens. In the latter case, this includes
the OSD and format conversion. In the likely case of the screen’s format differing from that of
DSP’s 422 required video input format, the FPGA 423 also converts the screen’s format to the
desired DSP 422 format while transmitting video to the DSP 422.

Auxiliary Video Input Interface 425:

In one embodiment, the video input to the Auxiliary Video Input Interface 425 may
comprise analog video, such as in CVBS (color, video, blanking, sync), S-Video or YPbPr format

or digital video (DVI), and may be displayed as such.

SOM (System on Module) 426:

The SOM 426 provides an interface to input devices such as keyboard, mouse, and
touchscreen via Touch I/F 427. Through these input devices, together with the buttons 440 in the
Front Panel 435, the user controls the system’s functionality and operational parameters. In one
embodiment, a peripheral component interconnect express (PCle) bus connects the SOM 426 with
the FPGA 423. Most common types of data traffic over the PCle are:

1. SOM 426 to FPGA 423: Commands (for example, when the user changes operational

parameters); and

2. FPGA 423 to SOM 426: Registers values, which provide an indication of the internal

status, and captured images.

Video Processing

The controller circuit board 420 may further control one or more fluid, liquid and/or suction
pump(s) which supply corresponding functionalities to the endoscope through pneumatic I/F 428,
pump 429 and check valve 430. The controller circuit board 420 further comprises an on-board

power supply 445 and a front panel 435 which provides operational buttons 440 for the user.
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Figure SA is another illustration of the video controller or the controller circuit board 500
of the main control unit 399 of Figure 3. Referring now to Figure 5A, the camera board 520
receives video signals which, in one embodiment, comprises three video feeds, corresponding to
video feed pickups by three endoscopic tip viewing elements (one front and two side-looking
viewing elements), as generated by the image sensor 412 (Figure 4). In one embodiment, the video
feed pickups are separated into three different video feeds/data streams 505, 510, and 515 for
processing by respective Digital Signal Processors (DSPs) 506, 511 and 516. The video data
streams 507, 512 and 517 (corresponding to the three viewing elements) output from the DSPs
506, 511, 516 respectively comprise a luminance component (Y), a blue-difference (Cg) chroma
component, and a red-difference (Cr) chroma component. The Y, Cg, and Cr components form
input feeds to the FPGA 525. In one embodiment, the three video feed/data streams 507, 512 and
517, corresponding to the three viewing elements (the front-looking, left-side looking and right-
side looking viewing elements) of an endoscopic tip 501 (such as the three viewing elements of
the tip section 200 of Figure 1), are processed by the FPGA 525, encoded (for example,
serialization of video data into HDMI/DVI serial lines) using encoders 530 and thereafter
displayed on three respective monitors 535, 540 and 545.

As discussed earlier (with reference to Figure 4) the FPGA 525 performs a plurality of
logic tasks related to video stream/image processing - one of which includes brightness and/or
blooming control. To avoid blooming or saturation, the DSPs 506, 511, 516 apply a reduced gain
on the luminance (Y) components of the video data streams 505, 510, 515 so that the corresponding
output video data streams 507, 512, 517 meet an anti-blooming condition/constraint. In one
embodiment, the anti-blooming condition, constraint, or restriction is that a respective Y
component is not saturated even when the corresponding image is very bright. This ensures that
even in the brightest parts of an image the Y component value remains lower than 255 (since, Y,
Cg and Cr are each 8-bit) by a safe margin so that image details are perceivable to a viewer. In one
embodiment, to meet or satisfy the anti-blooming condition/constraint the DSPs 506, 511, 516 the
Y (luminance) components of the three video data streams 505, 510, 515 are attenuated by a factor
of:

Ki+Ky~ 1.5,
where K represents an element of the gain which is constant, not depending on surrounding

luminance, and K, represents a weight attributed to the surrounding luminance. In one
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embodiment, K; is 1.00 and K; + K> ~ 1.5, In one embodiment K; + K; equals a range of 1.0 to

5.0.

As a result of the application of the aforementioned anti-blooming condition, parts of the
image whose brightness is normal or lower may appear to the viewer as dimmed, perhaps even
with some loss of details in darker parts. A less preferred solution to this dimming effect can be to
have the FPGA 525 add a digital gain to the Y component, wherein the gain may vary every image
frame according to the total average brightness of that frame. However, this would still cause
blooming in image frames where there are only small portions of very high luminance, thereby
having very little effect on the average brightness. Conversely, in bright image frames with small
dark portions, the dimming effect may still persist - with possible loss in image details.

In accordance with an aspect of the present specification, a local blooming control (LBC)
module is implemented to facilitate a higher luminance digital gain in darker portions while
maintaining a low or no luminance digital gain in brighter portions, within the same image frame.
In one embodiment, the LBC module implements the following processing steps and conditions:
e Around every luminance pixel sample, Ycg, arriving from the camera board (CB) 520 a

Gaussian function (averaging process using Gaussian weighing) of its neighborhood pixels is
calculated. Hence, the output of the Gaussian function is the local brightness around Ycs. In
an embodiment, the Gaussian function is implemented as a 2D kernel which is symmetric and
separable, with a size range of 9V x 15H. It may be noted that the size range depends on the
resolution of the image sensor(s) or the viewing element(s) of the endoscope. As sensor’s
resolution increases, so does the 2D kernel. A larger kernel can be implemented by either
increasing 2D matrix’s size, or, by cascading two or more 9V x 15H kernels, to yield kernels
having a size of 30V x 30H or more. It may further be noted that while the term Gaussian
function is used, any function adapted to yield a curved distribution, or “normal distribution”,
of values may be used.

e With the pixels of a frame mapped in terms of a Gaussian function, areas of higher Gaussian
values are assigned lower/lesser digital gains than areas of lower Gaussians values. The digital
gain complies with the following three conditions, in accordance with an embodiment:

1. Approaches 1.0, as brightness nears maximal value;

2. Upper-limited to 5.0, even in the darkest areas; and

3. Transitions from bright areas to dark areas in a smooth manner.
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o To meet the aforementioned three conditions, a sigmoid function operates on the outputs of
the Gaussian function. While the present application discusses the invention in terms of
applying a sigmoid function, it should be appreciated that other mathematical functions have
an S shaped (or sigmoid curve) may be applied. Thus, in accordance with an embodiment, an
overall output of the LBC module is defined as:

Yiee =16 + (Yes — 16) x (K1 + K3 x Sigmoid (Gaussian))

where, K1 + K> x Sigmoid (Gaussian) is the gain operating on the luminance component (Ycg) of

a given pixel. It should be appreciated that this gain is dynamic and depends on the overall average

luminance level over the vicinity of the given pixel.

As discussed earlier, averaging of luminance levels of neighboring pixels is done with
Gaussian weighing. This average luminance level feeds a sigmoid function, an example of which
is illustrated in Figure 6. As shown in Figure 6, the sigmoid 605 (operating on the Gaussian for K3
= 0.30 as an example case) approaches 1 at minimal luminance levels 610, and gradually drops to
0 as luminance levels increase (as illustrated in the direction of the arrow 615 along the x-axis).
Therefore, at high luminance levels, the gain approaches Ki (sigmoid nears 0) whereas at low
luminance levels, the gain approaches Ki+K» (sigmoid nears 1). As defined above, K, represents
an element of the gain which is constant, and independent of the surrounding luminance. In one
embodiment, it is 1.00. K, represents a weight attributed to the surrounding luminance. In a
preferred embodiment, K1 = 1.00 and K> = 0.50 such that K; + Kz ~ 5.0. Persons of ordinary skill
in the art should appreciate that these preferred values of Ki = 1.00 and K; = 0.50 represent one
out of a plurality of values leading to various alternate embodiments that provide good visual
results in terms of blooming control.

Figure 5B is a block diagram illustrating implementation of a local blooming control (LBC)
module 550 within the FPGA 525, in accordance with various embodiments of the present
specification. Persons of ordinary skill in the art should appreciate that the LBC module 550 can
be implemented either as firmware (FPGA) or software executing in a general processor. In the
former case, the parameters affecting the LBC operation may be either hard-coded to spare
firmware resources or programmable to enable flexibility. Referring now to Figures SA and 5B
simultaneously, a video feed/data stream, such as stream 507 output from the camera board 520,
arrives as input stream to the FPGA 525. The Y (luminance) component 507y of the input data

stream 507 is fed into a dual 2D (two dimensional) programmable and transparent FIR (Finite
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Impulse Response) filter 555 to apply a Gaussian function around the Y component 507y, as
described above, resulting in an output Gaussian (Y) signal 507¢.

In accordance with an embodiment, the 2D FIR filter 555 comprises a pipeline of
programmable (or hard-coded) coefficients 556 for Gaussian calculation. Persons of ordinary skill
in the art should appreciate that the size of the 2D FIR filter 555 chosen depends at least on a
combination of and optimization between: a) available FPGA resources such as memory cells and
arithmetic modules and b) the required size of the image frame region over which luminance
average is calculated. In a preferred embodiment, the 2D FIR filter 555 size comprises 9V x 15H
(9 lines by 15 pixels) which is the reason why Figure 5B illustrates the Y component 507y being
fed through a shared 9 tap vertical pipeline 552 while the programmable coefficients 556 include
weighted vertical summation for a 15 tap horizontal pipeline 554. However, alternate embodiments
may have different sizes for the 2D FIR filter 555 as would be advantageously evident to persons
of ordinary skill in the art. In one embodiment, the maximum size of the 2D FIR filter is in the
range of 30V x 30H.

In one embodiment, the 2D FIR filter 555 is of the type which is both separable and
symmetric. A separable 2D-FIR filter is implementable as two separate 1D-FIR filters, one for the
vertical axis and the other for the horizontal axis. This architecture for the 2D-FIR filter is preferred
since the intended weighting is Gaussian, which is 2D-separable (Gaussian(V(X2+Y2)) =
Gaussian1(X) x Gaussian2(Y)). However, alternate embodiments may utilize other types of 2D-
FIR filters such as, for example, a non-separable filter. Also, the use of Dual 2D-FIR filter provides
for a future use of the secondary 2D-FIR such as, for example, for implementing an image
sharpening function. However, in alternate embodiments, the Dual 2D-FIR filter is replaced with
a single modified 2D-FIR filter that outputs the central pixel of its matrix as-is, in addition to the
Gaussian.

The output Gaussian(Y) signal 507¢ forms an input to a plurality of ROM-based LUTs
(Look-Up Tables) 560 (to implement a sigmoid function on signal 507¢) driving a programmable
multiplexer 565. In one embodiment, as shown in Figure 5B, a four ROM-based LUT system 560
is used for implementing the sigmoid function. However, alternate embodiments have ROMs more
or less than four. In an alternate embodiment, instead of multiple ROMs, a single programmable
RAM-based LUT (Look-Up Table) is implemented that is programmable (by software/firmware)

in real-time for any sigmoid type. The multiplexer 565 outputs a sigmoid (Gaussian(Y)) signal
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507sG. In a preferred embodiment, the sigmoid function is so selected such that its center point
approximates 240/(1 + K3), that is — the center point moves towards the left (decreases) as K»
increases, and vice versa. It may be noted that the value “240” depends on the type of image sensor
being used. For example, in case of CCD sensors, 240 represents the upper limit for Y (luminance)
component of the YCbCr color space. For CMOS sensors, other color spaces, such as LAB may
be used, which require a different value as the maximum limit of the luminance component. In one
embodiment, the value chosen as maximum limit of luminance component in case of CMOS
sensors is either 100 or 255. In one embodiment, the chosen value of maximum limit is hardwired
to a register. In another embodiment, the value of maximum limit is added to the FPGA logic and
the system software, such that it can be altered depending upon the type of image sensor used. In
another embodiment, the sigmoid function is selected such that its center point approximates
X/(1+K>) where X is indicative of a Y component of a color space specific to a type of image
sensor being used.

In accordance with an embodiment, a pipeline 557 of coefficients and delay component 558
participates in delaying the original Y component 507y so that when it reaches the mixer 570, it is
aligned with the sigmoid (Gaussian(Y)) signal 507sc. Thus, the original Y component 507y and
the sigmoid (Gaussian(Y)) signal 5075 are aligned when they reach the mixer 570. The mixer 570
is programmable, in accordance with an embodiment, with weights K1 and K3 so as to apply a gain
K1 + Kz x sigmoid (Gaussian) on the Y component 507y and output a blooming controlled Y
component S07yLcB.

The Cg and Cr Chroma components 507c, 507cr of the input data stream 507 are
respectively fed into a first and a second dual 2D (two dimensional) transparent FIR (Finite
Impulse Response) filter 575, 580. Persons of ordinary skill in the art would note that in transparent
FIR filters (such as FIR filters 575, 580) coefficients are degenerated, that is all coefficients are
null, except for the central one which is unity. Thus, FIR output is identical to its input, but with
the addition of a delay. Accordingly, the filters 575, 580 and the respective delay components 576,
581 apply latency to the Cg and Cr components 507cg and 507cr, to align them with the signal
507sa. It should be appreciated, however, that delaying of the Cg and Cr components 507¢g and
507cr 1s required only if they share the same synchronization signals with the Y component 507y.

In one embodiment, a first LBC module 550 applies a managed luminance gain to the video

feed/data stream 507, as described above. Similarly, additional LBC modules (such as for example
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module 590), are implemented to manage application of luminance gain to the corresponding
additional video feed/data streams 512, 517 (Figure 5A). In other words, the number of LBC
modules depends upon the number of video feeds/data streams and therefore the number of
viewing elements of the endoscopic tip.

Figure 7 is a flow chart illustrating a plurality of exemplary steps of a brightness, luminance
or blooming control method in accordance with an embodiment of the present specification. At
step 705, a reduced digital gain or attenuation is applied to respective Y (luminance) components
of a plurality of video data streams (such as for example three video data streams generated by a
multi-viewing elements endoscope) to output respective Y-attenuated output video streams. In one
embodiment, the Y components are attenuated by a factor of K; + K, ~ 1.5 so that the Y
components are not saturated even when the corresponding images are very bright. The attenuated
video data streams, output as a result of step 705, are respectively processed to facilitate a higher
luminance digital gain in darker portions while maintaining a low or no luminance digital gain in
brighter portions, within the same image frame.

Thus, at step 715, around every Y (luminance) pixel sample of the Y-attenuated output video
streams, an average local brightness/luminance of its neighboring pixels is calculated. In one
embodiment, the averaging is done using Gaussian weights. The output Gaussian of the
neighboring pixels is utilized to develop/implement a smoothly transitioning digital gain at step
725, such that areas of higher Gaussians are assigned higher digital gains than areas of lower
Gaussians. It may be noted that a transition is smooth if it has continuous derivatives up to some
order over the domain of values. The number of continuous derivatives necessary for a function to
be considered smooth is two or greater. Thus, a smoothly transitioning gain is defined as a gain
that transitions from bright areas to dark areas in a smooth manner. In one embodiment, the
smoothly transitioning digital gain is implemented by operating a sigmoid function on the output
Gaussian of step 715. At step, 735, the sigmoid function is further weighed or conditioned to apply
a customizable digital gain. In one embodiment, the customizable digital gain applied meets the
following conditions:

e Approaches 1.0, as brightness nears maximal value;
e Upper-limited to 1.5, even in the darkest areas; and

e Transitions from bright areas to dark areas, in a smooth manner.
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Accordingly, in accordance with an embodiment, the customizable digital gain is calculated
as K1 + K» x sigmoid (Gaussian(Y)), where K; and K are a first and a second weights operating
on an output/result of the sigmoid function/operation. K; represents an element of the gain which
is constant and independent of the surrounding luminance. Kjis 1.00 in one embodiment. K,
represents a weight attributed to the surrounding luminance. In a preferred embodiment, K; = 1.00
and K, = 0.50 such that K; + K» ~ 1.5. Persons of ordinary skill in the art should appreciate that
these preferred values of K1 =1.00 and K; = 0.50 represent one out of a plurality of values leading
to various alternate embodiments that provide good visual results in terms of blooming control.

The above examples are merely illustrative of the many applications of the system of present
invention. Although only a few embodiments of the present invention have been described herein,
it should be understood that the present invention might be embodied in many other specific forms
without departing from the spirit or scope of the invention. Therefore, the present examples and
embodiments are to be considered as illustrative and not restrictive, and the invention may be
modified within the scope of the appended claims.

In the description and claims of the application, each of the words "comprise" "include" and

"have", and forms thereof, are not necessarily limited to members in a list with which the words

may be associated.
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CLAIMS

We claim:

1.

An endoscope video processing system for controlling blooming in an image frame of a video
data signal generated by a viewing element of an endoscope, to facilitate an increased
luminance digital gain in regions of a first brightness within the image frame while maintaining
a decreased luminance digital gain in regions of a second brightness, wherein the first
brightness is lower than the second brightness, said video processing system comprising;

a processor;

a memory;

a digital signal processor for applying a reduced digital gain to a luminance (Y) component
of the video data signal to generate an attenuated signal, wherein the reduced digital gain is
defined by a weight; and

a local blooming control module for:

calculating an average luminance value of luminance levels of a plurality of pixels
neighboring a pixel of the attenuated signal;

operating a function on the average luminance value to generate a smoothly
transitioning digital gain;

conditioning the smoothly transitioning digital gain using said weight to generate a
customizable digital gain; and

applying the customizable digital gain to the attenuated signal.
The endoscope video processing system of claim 1, wherein said weight comprises a first
weight and a second weight.
The endoscope video processing system of claim 2, wherein the reduced digital gain meets a
condition where a sum of the first weight and the second weight is in the range of 1.0 to 5.0.
The endoscope video processing system of claim 2, wherein the first weight is a constant value
while the second weight has a value depending on surrounding luminance.
The endoscope video processing system of claim 1, wherein the average luminance value is
calculated using Gaussian weights.

The endoscope video processing system of claim 1, wherein the function is a sigmoid function.
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The endoscope video processing system of claim 6, wherein a center point of the sigmoid
function approximates 240/(1 + second weight), wherein said viewing element of the
endoscope comprises a CCD sensor.

The endoscope video processing system of claim 6, wherein a center point of the sigmoid
function approximates 255/(1 + second weight), wherein said viewing element of the
endoscope comprises a CMOS sensor.

The endoscope video processing system of claim 6, wherein a center point of the sigmoid
function approximates 100/(1 + second weight), wherein said viewing element of the
endoscope comprises a CMOS sensor.

The endoscope video processing system of claim 6, wherein a center point of the sigmoid
function decreases as the second weight increases and said center point increases as the second
weight decreases.

The endoscope video processing system of claim 1, wherein the customizable digital gain
meets a plurality of conditions, said plurality of conditions including at least one of:

a value of said digital gain approaches 1.0 as a brightness of a region of the image frame

nears maximal value;

said digital gain has an upper limit of 5.0 in a region of the image frame that, relative to all

other regions in said image frame, is darkest; or

said digital gain transitions from a region of a first brightness to a region of a second

brightness, wherein the first brightness is greater than the second brightness, in a smooth manner.

12.

A method of controlling blooming in a plurality of regions of an image frame of a video data
signal generated by a viewing element of an endoscope, said method being implemented by
the controller of the endoscope, the method comprising:

attenuating a luminance (Y) component of the video data signal to generate an attenuated
signal, wherein the attenuation factor meets a condition such that a summation of a first weight
Kiand a second weight K, approximates a value equal to or less than 5.0;

applying a Gaussian function to luminance levels of a plurality of pixels neighboring a
given pixel of the attenuated signal to generate an average luminance signal Gaussian(Y);

applying a sigmoid function to the average luminance signal to generate a modified signal

sigmoid(Gaussian(Y)); and
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applying a digital gain to the attenuated signal, wherein the digital gain is determined by
applying weights to the modified signal sigmoid (Gaussian(Y)).
The method of claim 12, wherein the weights comprises a first weight K; and a second weight

K, wherein K is a constant value and K> has a value depending on surrounding luminance.

. The method of claim 12, wherein a center point of the sigmoid function approximates 240/(1

+ K3), wherein said viewing element of the endoscope comprises a CCD sensor.
The method of claim 12, wherein a center point of the sigmoid function approximates 255/(1
+ second weight), wherein said viewing element of the endoscope comprises a CMOS sensor.
The method of claim 12, wherein a center point of the sigmoid function approximates 100/(1
+ second weight), wherein said viewing element of the endoscope comprises a CMOS sensor.
The method of claim 12, wherein a center point of the sigmoid function decreases as the
second weight K» increases and said center point increases as the second weight K, decreases.
The method of claim 12, wherein the value of said digital gain approaches 1.0 as brightness of
a region of the image frame nears maximum value.
The method of claim 12, wherein the value of said digital gain has an upper limit of 5.0 in a
region of the image frame that, relative to all other regions in an image frame, is the darkest.
The method of claim 12, wherein said digital gain transitions from a region of a first brightness
to a region of a second brightness, wherein the first brightness is greater than the second

brightness, in a smooth manner.

. An endoscope video processing system for controlling blooming in an image frame of a video

data signal generated by a viewing element of an endoscope, to facilitate an increased
luminance digital gain in regions of a first brightness within the image frame while maintaining
a decreased luminance digital gain in regions of a second brightness, wherein the first
brightness is lower than the second brightness, said video processing system comprising a
processor and memory for executing the steps of
applying a reduced digital gain to a luminance (Y) component of the video data
signal to generate an attenuated signal, wherein the reduced digital gain is defined by a
weight;
calculating an average luminance value of luminance levels of a plurality of pixels

neighboring a pixel of the attenuated signal;
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operating a function on the average luminance value to generate a smoothly
transitioning digital gain;

conditioning the smoothly transitioning digital gain using said weight to generate a
customizable digital gain; and

applying the customizable digital gain to the attenuated signal.
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