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CONNECTION MANAGEMENT METHOD, 
SYSTEM, AND PROGRAM PRODUCT 

CLAIM FOR PRIORITY 

This is a continuation of International Application PCT/ 
US2003/33687, with an International Filing Date of Oct. 22, 
2003, currently pending, and U.S. application Ser. No. 
1 1/379,611, Filed on Apr. 21, 2006, currently pending. 

TECHNICAL FIELD 

The invention generally relates to managing connections. 

BACKGROUND ART 

Every day, millions of bytes of data are transferred between 
computers over networks such as the Internet. The data can 
comprise, for example, web pages, advertisements, music 
files, e-mail messages, and documents. The data is sent using 
a communications protocol such as Fiber Channel Protocol 
(FCP), Synchronous Optical Network (SONET), Transmis 
sion Control Protocol/Internet Protocol (TCP/IP), or the like. 
Using TCP/IP to illustrate the general function of communi 
cations protocols, TCP is used to establish and maintain a 
connection at both the source and destination computers, 
while IP serves to route the data between one or more net 
works to the destination computer. As a result, a computer on 
a first network can have a connection with a computer on a 
second network, and the networks can be connected via one or 
more additional networks, as is commonly done with com 
munications over the Internet. 
Once a TCP connection is established, a maximum packet 

size is negotiated between the source and destination com 
puters. While TCP can support packets up to sixty-four kilo 
bytes, the size may be limited by the underlying network. For 
example, an Ethernet network provides for a maximum of 
1.518 bytes per message. In any event, data is packaged into 
one or more TCP “segments’ for communication, wherein 
each segment is less than or equal to the maximum packet 
size. Each segment is then further packaged by the IP protocol 
and/or the underlying network (e.g., Ethernet) before being 
sent as a message. As part of the packaging process, each 
protocol (e.g., TCP, IP), and the network (e.g., Ethernet) may 
add required information to the data in a corresponding 
“header.” The header information is then used by the protocol/ 
network to appropriately route the message, check for errors, 
reconstruct the data, etc. 

For example, a source computer may desire to send a file 
having three kilobytes of data to a destination computer using 
TCP/IP over an Ethernet network. Initially, the data for the file 
could be packaged into three TCP segments. Each TCP seg 
ment would be further packaged by the IP protocol and the 
Ethernet network before being sent as a message to the des 
tination computer. As a result, the message would include an 
Ethernet header, an IPheader, a TCP header, and the data. The 
information in the Ethernet header is used to correctly route 
each message to the destination computer. Upon arrival at the 
destination computer, each message is unpackaged and the 
TCP and IP header information in each message is used to 
reassemble the data to recreate the file at the destination 
computer. 
Once established, the TCP connection between the source 

computer and destination computer remains open until the 
data transfer is complete. ATCP connection for transferring a 
small amount of data is considered to be a “short lived 
connection, while a TCP connection for transferring a large 
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2 
amount of data is considered to be a “long lived connection. 
A computer sending/receiving data over a network Such as the 
Internet may be simultaneously processing messages for tens 
(e.g., an end user computer) or hundreds or even thousands 
(e.g., a server) of TCP connections simultaneously. In order to 
match each message received with the appropriate TCP con 
nection, the computer maintains information on each TCP 
connection in an entry in a “connection table.” Consequently, 
upon receipt of a message, the computer matches information 
in the TCP header with the appropriate connection table entry. 
When a match is found, the data is forwarded for further 
processing by the appropriate application. 
The amount of time required to match a TCP connection 

with a received message can be critical to the overall perfor 
mance of the computer. In general, a computer frequently 
includes a cache memory in order to speed up access to 
portions of a memory such as the connection table. In cache 
memory, a “least recently used’ (LRU) algorithm is typically 
used to determine what data is to be swapped out of the cache 
memory when the cache memory is full. In the LRU algo 
rithm, the data in the cache that has gone the longest without 
being accessed is selected to be swapped out. The LRU algo 
rithm works well for most programs, which often access a 
block of data several times in a short duration, before not 
accessing the block of data for an extended period of time. 

Since a connection table may be frequently accessed dur 
ing communications, all or some of the connection table may 
be stored in cache memory. However, when selecting cache 
data to Swap out, the LRU algorithm may not select the data 
that would be ideally removed. For example, due to the rout 
ing of messages, a long lived connection may have a large 
amount of time between messages. As a result, connection 
data for a long lived connection may be selected for removal 
in favor of data for more recently used, short lived connec 
tions. However, since the long lived connection will be used 
more frequently over time, it may be more efficient to leave 
the long lived connection data in the cache memory. 
As a result, there exists a need for an improved method, 

system, and program product for managing connection infor 
mation that determines an expected usage of a connection and 
stores the connection information in memory based on the 
expected usage. 

DISCLOSURE OF THE INVENTION 

The invention provides a method, system, and program 
product for managing a connection. In particular, the inven 
tion can determine an expected usage when the connection is 
generated and/or update the expected usage during the life of 
the connection. In any event, the invention manages connec 
tion information in memory based on the expected usage of 
the corresponding connection. For example, connection 
information for a connection that has a high expected usage 
can be stored in cache memory for faster access. Similarly, the 
connection information for a connection having a low 
expected usage can be swapped out of the cache memory and 
stored in relatively slower memory. As a result, connection 
information for more frequently used connections will be 
more likely to be found in cache memory, thereby increasing 
the communications performance of the system. 
A first aspect of the invention provides a method of man 

aging a connection, the method comprising: obtaining con 
nection information for the connection; determining an 
expected usage for the connection; and managing the connec 
tion information in memory based on the expected usage. 
A second aspect of the invention provides a connection 

management system, comprising: a connection system that 
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obtains connection information for a connection; a usage 
system that determines an expected usage for the connection; 
and a storage system that manages the connection informa 
tion in memory based on the expected usage. 
A third aspect of the invention provides a computer pro 

gram product comprising a computeruseable medium having 
computer readable program code embodied thereinforman 
aging a connection, the program product comprising: pro 
gram code configured to obtain connection information for 
the connection; program code configured to determine an 
expected usage for the connection; and program code config 
ured to manage the connection information in memory based 
on the expected usage. 
The illustrative aspects of the invention are designed to 

solve the problems herein described and other problems not 
discussed, which are discoverable by a skilled artisan. 

BRIEF DESCRIPTION OF THE DRAWINGS 

These and other features of this invention will be more 
readily understood from the following detailed description of 
various embodiments of the invention taken in conjunction 
with the accompanying drawings in which: 

FIG. 1 depicts an illustrative system for managing a con 
nection. 

FIG. 2 depicts illustrative method steps performed when a 
message is received. 

It is noted that the drawings of the invention are not to scale. 
The drawings are intended to depict only typical embodi 
ments of the invention, and therefore should not be consid 
ered as limiting the scope of the invention. In the drawings, 
like numbering represents like elements between the draw 
1ngS. 

BEST MODES FOR CARRYING OUT THE 
INVENTION 

As noted above, the invention provides a method, system, 
and program product for managing a connection. In particu 
lar, the invention can determine an expected usage when the 
connection is generated and/or update the expected usage 
during the life of the connection. In any event, the invention 
manages connection information (e.g., connection context) in 
memory based on the expected usage of the corresponding 
connection. For example, connection information for a con 
nection that has a high expected usage can be stored in cache 
memory for faster access. Similarly, the connection informa 
tion for a connection having a low expected usage can be 
Swapped out of the cache memory and stored in relatively 
slower memory. As a result, connection information for more 
frequently used connections will be more likely to be found in 
cache memory, thereby increasing the communications per 
formance of the system. 

Turning to the drawings, FIG. 1 depicts a system 10 for 
managing a connection according to one embodiment of the 
invention. As depicted, communications can occur between 
computer 12A and on one or more computers 12B-D via a 
communications link 13. To this extent, communications link 
13 can comprise any now known or later developed mecha 
nism for Such purposes, e.g., a direct hardwired connection 
(e.g., serial port), or another type of network connection. In 
the latter case, the network can comprise an addressable con 
nection in a client-server (or server-server) environment that 
may utilize any combination of wireline and/or wireless 
transmission methods. In this instance, the server and client 
may utilize conventional network connectivity, Such as Token 
Ring, Ethernet, WiFi or other conventional communications 
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4 
standards. Further, the network can comprise any type of 
network, including the Internet, a wide area network (WAN). 
a local area network (LAN), a virtual private network (VPN), 
etc. Where the client communicates with the server via the 
Internet, connectivity could be provided by conventional 
TCP/IP sockets-based protocol, and the client would utilize 
an Internet service provider to establish connectivity to the 
SeVe. 

Computer 12A may be any type of general purposef spe 
cific-use computerized system (e.g., a mobile phone, a hand 
held computer, a personal digital assistant, a portable (laptop) 
computer, a desktop computer, a workstation, a server, a 
mainframe computer, etc.), which is designed to drive the 
operation of the particular hardware and which is compatible 
with other system components and I/O controllers. As shown, 
computer 12A may generally include a central processing 
unit (CPU) 14, memory 16, input/output (I/O) interface 18, 
bus 20 and an optional storage unit 24. CPU 14 may comprise 
a single processing unit, or be distributed across one or more 
processing units in one or more locations, e.g., on a client and 
SeVe. 

Memory 16 may comprise any known type of data storage 
and/or transmission media, including magnetic media, opti 
cal media, random access memory (RAM), read-only 
memory (ROM), a data object, etc. Further, memory 16 is 
shown including a cache memory 17 that comprises a faster 
memory that can be used to decrease the amount of time 
required to obtain frequently used information. Storage sys 
tem 24 may comprise any type of data storage for providing 
storage for information necessary to carry out the invention as 
described below. AS Such, Storage system 24 may include one 
or more storage devices, such as a magnetic disk drive or an 
optical disk drive. Moreover, similar to CPU 14, memory 16 
and/or storage system 24 may reside at a single physical 
location, comprising one or more types of data storage, or be 
distributed across a plurality of physical systems in various 
forms. To this extent, memory 16 and/or storage system 24 
can include data distributed across, for example, a LAN, 
WAN or a storage area network (SAN) (not shown). 

I/O interface 18 may comprise any system for exchanging 
information to/from an external I/O device. I/O devices 22 
may comprise any known type of external device, including, 
for example, a communication device, speakers, a monitor/ 
display, handheld device, keyboard, mouse, Voice recognition 
system, speech output system, printer, facsimile, pager, etc. It 
is understood, however, that if computer 12A is a handheld 
device or the like, a display could be contained within com 
puter 12A, and not as an external I/O device 22 as shown. Bus 
20 provides a communication link between each of the com 
ponents in computer 12A and likewise may comprise any 
known type of transmission link, including electrical, optical, 
wireless, etc. In addition, although not shown, additional 
components, such as communication systems, system soft 
ware, etc., may be incorporated into computer 12A. Further, 
computers 12B-D typically include the same elements as 
shown in computer 12A (e.g., CPU, memory, I/O interface, 
etc.). These have not been separately shown and discussed for 
brevity. 
Shown stored in memory 16 is a connection management 

system 28 that manages connections for computer 12A. In 
general, connection management system 28 manages con 
nection information 30 that allows an application 32 to com 
municate with an application (not shown) on one or more 
computers 12B-D using communication system 34. Connec 
tion information 30 comprises various information about the 
corresponding connection. For example, connection informa 
tion 30 can include one or more addresses for the communi 
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cating computers (e.g., computer 12A and computer 12B), a 
number of bytes communicated over the connection, a 
sequence number for messages, various status indicators, etc. 
To this extent, it is understood that the connection can com 
prise any type of connection, e.g., TCP/IP, FCP, SONET, etc., 
and connection information 30 for each type of connection 
varies. 

Connection management system 28 is shown including a 
connection system 36, a usage system 38, and a storage sys 
tem. 40. Connection system 36 can obtain connection infor 
mation 30 for the connection, and usage system 38 can deter 
mine an expected usage for the connection. Based on the 
expected usage, storage system 40 can manage connection 
information in memory 16. For example, if the expected 
usage is high, storage system 40 can store connection infor 
mation 30 in cache memory 17. It is understood that the 
various systems shown in connection management system 28 
are included for illustrative purposes only. As a result, one or 
more of the systems may be combined into a single system or 
not be implemented. Further, one or more of the systems can 
be implemented as a distinct program that can be executed 
separately from connection management system 28. 
As noted, an expected usage can be determined by, for 

example, usage system 38. In one embodiment, connection 
system 36 could obtain the total number of messages required 
for the connection from an application 32 that requests the 
connection. Alternatively, a protocol header may indicate the 
total number of messages required for the connection, or an 
upper level protocol (e.g., File Transfer Protocol (FTP)) could 
provide the information to usage system 38. For example, 
when TCP packages the data into segments, the total number 
of segments could be placed in the TCP header and read by 
usage system 38. In any event, when connection information 
30 needs to be swapped out of cache memory 17, storage 
system 40 can remove connection information 30 having the 
Smallest number of messages that remain to be communi 
cated using the connection. However, when the standard 
TCP/IP protocol is used, the total number of messages is not 
available. Further, the total number of messages may not be 
known when a connection is requested, or for every connec 
tion managed by connection management system 28. As a 
result, usage system 38 may need to estimate the expected 
uSage. 

In one embodiment, usage system 38 can determine the 
expected usage by counting a number of messages that have 
been communicated using the connection. It is understood 
that throughout the discussion, “message' can be interpreted 
as referring to all communications required to Successfully 
communicate a given amount of data between two computers 
12A-D. For example, a single message can comprise the 
exchange of a data message that includes the data sent from a 
Source computer to a destination computer, and an acknowl 
edgement message (ACK) that is sent from the destination 
computer in return. Further, the single message could com 
prise one or more retries of the data message and/or one or 
more negative acknowledgements (NAK) that are exchanged 
when the data message is not properly received. Alternatively, 
each received and/or sent message (e.g., data message, ACK, 
NAK, etc.) could be, for example, counted individually as a 
message. 

In any event, the number of messages that have been 
counted for the connection could be used to implement a 
“most frequently used’ (MFU) selection algorithm. In this 
case, when a cache memory 17 Swap is required, storage 
system 40 would give preference to connections having a high 
number of messages. For example, a connection having two 
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6 
messages could be selected for removal from cache memory 
17 before a connection having six messages. 

Alternatively, the number of messages for a connection can 
be used to classify the connection as “long lived or “short 
lived. A short lived connection comprises a connection that 
requires relatively few messages, while a long lived connec 
tion would require a relatively high number of messages. In 
one embodiment, the expected number of messages, and 
therefore the classification of a connection, can be estimated 
using a statistical approach. In this case, each new connection 
can be initially marked as short lived since most connections 
may be short lived connections. A threshold value can be used 
to re-mark a connection from short lived to long lived. The 
threshold value can be pre-set, user selected, and/or adjusted 
based on previous connections and the corresponding number 
of messages communicated using each. For example, it may 
be determined that many connections communicate one or 
two messages, but once a third message is communicated, 
more than ten messages are generally communicated using 
the connection. As a result, a connection could be marked as 
long lived once a third message is communicated using the 
connection. 
Once a connection is classified as long lived, storage sys 

tem 40 can give preference to the corresponding connection 
information 30 in cache memory 17. For example, a bit can be 
associated with each connection to indicate whether the con 
nection has been marked as long lived. The bit could be stored 
as part of connection information 30 or as part of a separate 
table that can be quickly scanned by hardware and/or soft 
ware techniques. When storage system 40 determines that a 
Swap is required for cache memory 17, the bits can be scanned 
and connection information 30 for a connection not marked as 
long lived can be selected for removal. 

In another embodiment, usage system 38 can determine an 
expected usage for the connection by using a size of a mes 
sage communicated using the connection. For example, when 
a most recently communicated message comprises the maxi 
mum size allowed, usage system 38 could determine that the 
connection has a high expected usage. Conversely, when the 
most recently communicated message is Smaller than the 
maximum size allowed, usage system38 could determine that 
the connection has a low expected usage. In any event, storage 
system 40 would give preference in cache memory 17 for 
connection information 30 for a connection having a high 
expected usage. As a result, when a Swap is required, storage 
system 40 would remove from cache memory 17 connection 
information 30 for a connection having a low expected usage. 

In still another embodiment, usage system 38 can deter 
mine an expected usage for the connection by determining a 
type of application 32 that requested the connection. For 
example, connection system 36 can receive a request for a 
connection from application32. In the request, application 32 
could indicate that it comprises a type of application that 
communicates disk data using, for example, Small Computer 
System Interface (SCSI) commands communicated over 
TCP/IP (iSCSI). When generating the requested connection, 
connection system 36 could store the type of application in 
connection information 30 for use by usage system 38 in 
determining an expected usage. For example, usage system 
38 would assign a high expected usage for an application 32 
that communicates disk data, since disk data is typically 
communicated in large blocks (e.g., Megabytes) that require 
numerous messages. 

Still further, usage system 38 could analyze the content of 
a message communicated using a connection. For example, 
when an application 32 is transferring data using the iSCSI 
protocol, an initial message is used to send a "login' com 
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mand to initiate the transfer of the disk data. When usage 
system 38 determines that a message comprising an iSCSI 
login command was communicated using a connection, the 
connection can be assigned a high expected usage. 

It is understood that usage system 38 can use any combi 
nation of Solutions for determining expected usage. For 
example, as discussed above, usage system 38 can use a bit to 
assign a connection as a long lived connection, and maintain 
a count of the messages communicated. In this case, when 
storage system 40 determines that cache memory 17 requires 
a Swap, the bit for the long lived connection can be used. 
However, if cache memory 17 only includes connection infor 
mation 30 for long lived connections, connection information 
30 for a connection having a lowest count of messages can be 
selected for removal. 

Additionally, storage system 40 can manage connection 
information 30 in memory 16 based on a time period since 
connection information 30 was used. For example, Storage 
system 40 can store the time that connection information 30 
was used for each connection. When a Swap is required for 
cache memory 17, the expected usage can first be used to 
determine connection information 30 to remove. However, 
the expected usage may not sufficiently distinguish between 
two or more connections (e.g., all connections are marked as 
long lived). In this case, the time period since the connection 
information 30 was last used can be used to determine which 
connection information 30 to remove. For example, the con 
nection information 30 that has the largest time period can be 
removed (i.e., least recently used (LRU)), since this may 
indicate that the connection has timed out. Further, usage 
system 38 can use the time period to determine the expected 
usage. For example, along lived connection can be re-marked 
as a short lived connection after a certain amount of time has 
passed since connection information 30 has been used. 

It is understood that the long lived connection bit described 
above can be implemented as part of cache memory 17, e.g., 
using one or more of the least recently used (LRU) bits 
typically included in a control structure for cache memory 17 
or by constructing a mechanism in a standard cache control 
structure in which entries marked as long lived are not aged as 
is typical of LRU cache algorithms. Further, the time period 
described above can be stored as a field retrievable from 
connection information 30. Alternatively, some or all of the 
data described above can be stored and linked to a corre 
sponding connection apart from connection information 30. 
In the latter case, the data can be stored as part of a separate 
table that can be quickly scanned by hardware and/or soft 
ware techniques. 

FIG. 2 shows illustrative method steps performed when a 
message is received by computer 12A (FIG. 1) according to 
one embodiment of the invention. In step S1, communication 
system 34 (FIG. 1), for example, receives the message and 
matches the message with a connection. In step S2, Storage 
system 40 (FIG. 1) can determine if the connection informa 
tion 30 (FIG. 1) for the matched connection is in cache 
memory 17 (FIG. 1). If connection information 30 is not in 
cache memory 17, i.e., NO at step S2, then flow passes to step 
S3 in which storage system 40 can determine if cache 
memory 17 is full and therefore requires a swap. If cache 
memory 17 is not full, i.e., NO at step S3, then in step S4, 
connection information 30 is stored in cache memory 17. 
However, when cache memory 17 is full, i.e., YES at step S3. 
then in step S5, storage system 40 can select a connection that 
has a low expected usage (e.g., marked as short lived, low 
number of messages, and/or longest time since used), and 
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8 
swap its connection information 30 out of cache memory 17 
in exchange for connection information 30 for the matched 
connection. 

In any event, in step S6, Storage system 40 can update 
connection information 30 for the matched connection (e.g., 
increase message count, update time used, etc.). In step S7. 
usage system 38 (FIG. 1) can determine if the expected usage 
for the connection should be changed. For example, usage 
system 38 can determine if the number of messages exceeds 
a threshold amount to classify the connection as long lived. If 
YES, in step S8, usage system 38 can adjust the expected 
usage (e.g., mark connection as long lived). If NO at Step S7 
or after step S8, control returns to step S1 until another mes 
sage is received by computer 12A. While the various steps 
have been described as occurring in a particular sequence, it 
is understood that independent steps can be performed simul 
taneously or in a different order than that described herein. 
Further, it is understood that fewer or additional steps may be 
performed for various embodiments of the invention. 

It is understood that the invention can be realized in hard 
ware, Software, or a combination of hardware and software. 
Any kind of computer/server system(s)—or other apparatus 
adapted for carrying out the methods described herein is 
suited. A typical combination of hardware and software could 
be a general purpose computer system with a computer pro 
gram that, when loaded and executed, controls system 12, 
and/or a user 30 system such that they carry out the respective 
methods described herein. Alternatively, a specific use com 
puter (finite state machine), containing specialized hardware 
for carrying out one or more of the functional tasks of the 
invention, could be utilized. The invention can also be embed 
ded in a computer program product, which comprises all the 
respective features enabling the implementation of the meth 
ods described herein, and which—when loaded in a computer 
system is able to carry out these methods. Computer pro 
gram, Software program, program, or software, in the present 
context mean any expression, in any language, code or nota 
tion, of a set of instructions intended to cause a system having 
an information processing capability to perform a particular 
function either directly or after either or both of the following: 
(a) conversion to another language, code or notation; and/or 
(b) reproduction in a different material form. 
The foregoing description of various embodiments of the 

invention has been presented for purposes of illustration and 
description. It is not intended to be exhaustive or to limit the 
invention to the precise form disclosed, and obviously, many 
modifications and variations are possible. Such modifications 
and variations that may be apparent to a person skilled in the 
art are intended to be included within the scope of the inven 
tion as defined by the accompanying claims. 

INDUSTRIAL APPLICABILITY 

The invention is useful for managing connections, and 
more particularly for storing connection information for a 
connection that is more frequently used in a faster memory. 

What is claimed is: 
1. A method of managing a connection, the method com 

prising: 
obtaining connection information for the connection 

including an initial message and a Subsequent message; 
determining an initial expected usage for the connection 

based on the initial message; 
modifying the initial expected usage for the connection to 

generate an updated expected usage for the connection 
based on the Subsequent message; and 
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managing the connection information in memory based on 
the updated expected usage, wherein the managing of 
the connection information includes storing the connec 
tion information for the connection in either of a 
memory or a cache memory based on the updated 
expected usage for the connection by: 
removing connection information for a connection hav 
ingalow expected usage from the cache memory; and 

storing connection information in the cache memory of 
a connection having a high expected usage. 

2. The method of claim 1, wherein the modifying includes 
counting a number of messages communicated using the 
connection. 

3. The method of claim 2, wherein the modifying further 
includes marking a connection as long lived when the number 
of messages exceeds a threshold value. 

4. The method of claim 1, wherein the determining 
includes determining a size of a message communicated 
using the connection. 

5. The method of claim 1, further comprising: 
receiving a request for the connection from an application; 

and 
generating the connection for the application. 
6. The method of claim 5, wherein the determining 

includes determining a type of the application. 
7. The method of claim 1, wherein the determining 

includes analyzing the connection information for the con 
nection. 

8. The method of claim 1, further comprising determining 
a time period since the connection information was used, 
wherein the managing is further based on the time period. 

9. A connection management system, comprising: 
a connection system that obtains connection information 

for a connection including an initial message and a Sub 
Sequent message, 

a usage system that determines an initial expected usage for 
the connection based on the initial message and modifies 
the initial expected usage for the connection to generate 
an updated expected usage for the connection based on 
the Subsequent message; and 

a storage system that manages the connection information 
in memory based on the updated expected usage, 
wherein the storage system is configured to store the 
connection information for the connection in either of a 
memory or a cache memory based on the updated 
expected usage for the connection by: 
removing connection information for a connection hav 
ingalow expected usage from the cache memory; and 

storing connection information in the cache memory of 
a connection having a high expected usage. 

10. The system of claim 9, wherein the connection com 
prises at least one of an FCP connection and a TCP/IP con 
nection. 
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11. The system of claim 9, wherein the connection system 

further generates the connection for an application. 
12. The system of claim 9, wherein the storage system 

removes the connection information for a connection having 
a low expected usage from a cache memory. 

13. The system of claim 9, further comprising a commu 
nication system for communicating messages using the con 
nection. 

14. The system of claim 13, wherein the expected usage is 
based on the messages. 

15. The system of claim 9, wherein the expected usage is 
based on at least one of 

an application that requested the connection and the con 
nection information for the connection. 

16. A computer program product comprising a non-transi 
tory computer readable storage medium having computer 
readable program code embodied therein for managing a 
connection, the program product comprising: 

program code configured to obtain connection information 
for the connection including an initial message and a 
Subsequent message; 

program code configured to determine an initial expected 
usage for the connection based on the initial message; 

program code configured to modify the initial expected 
usage for the connection to generate an updated 
expected usage for the connection based on the Subse 
quent message; and 

program code configured to manage the connection infor 
mation in memory based on the updated expected usage, 
wherein the program code stores the connection infor 
mation for the connection in either of a memory or a 
cache memory based on the updated expected usage for 
the connection by: 
removing connection information for a connection hav 
ingalow expected usage from the cache memory; and 

storing connection information in the cache memory a 
connection having a high expected usage. 

17. The computer program product of claim 16, further 
comprising: 

program code configured to receive a request for the con 
nection from an application; and 

program code configured to generate the connection for the 
application. 

18. The computer program product of claim 16, further 
comprising program code configured to communicate mes 
Sages using the connection. 

19. The computer program product of claim 16, further 
comprising program code configured to determine a time 
period since the connection information was used. 


