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Title . A System and Method for Controlling a Specimen Scanner Remotely

BACKGROUND

[0001] This disclosure relates to a system and method for producing reflective light comprising a
parabolic mirror, a system and method for producing reflective light comprising a digital light-
processing chip, a system and method for producing transmitted light using a digital light
processing chip, an improved method for adjusting white balance, a system and method for
controlling a specimen scanner remotely, a system and method for scanning a specimen into a
focus-stacked scan, a system and method for scanning a specimen into a multi-dimensional scan,

and an improved pyramidal file structure and method of use.

[0002] During recent years, oil companies have highly benefitted in applying
micropaleontological studies for petroleum explorations. Furthermore, applying
micropaleontological studies to explorations have resulted in better accuracy, less time
consumption, and reasonable cost in finding and/or developing oil reserves. Therefore, in
association with the high success rate of using micropaleontological studies, demands for
micropaleontologists are also increasing. However, at the present there are limited numbers of
licensed specialists that can do this work. Further, while it would be quite advantageous for

micropaleontologists to perform their tasks remotely, such remote work is not presently being
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done for a number of reasons. First, there is presently no specimen scanner known or used
within the field of paleontology. Second, the components within a traditional microscope, i.e.,
the objective lens, reflective light source, stage, and transmitted light source, can be quite bulky,
and as such make professional microscopes and potential specimen scanners using such parts,
difficult to move to offshore environments by a single person. Third, necessary methods for
correcting white balance often require cumbersome steps such as removing specimens from a
stage. Fourth, if a specimen were to be completely scanned, a resulting file that contained all the
information of the specimen could be many gigabytes in size, making it impractical for transfer
and viewing. Lastly, creation of a scan often would require input from a paleontologist.
However, no system exists for a paleontologist to remotely control a microscope, scanner, or

other such device within a drilling environment.

[0003] As such it would be useful to have improved reflected and transmitted light systems. a
system and method for controlling a specimen scanner remotely. Further, it would be useful to
have an improved method for adjusting white balance. Further, it would be useful to have a
system and method for scanning a specimen into a focus-stacked scan. Further, it would be
useful to have a system and method for scanning a specimen to create a multidimensional scan.
Lastly, it would be useful to have an improved pyramidal file structure and method of use

thereof.
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SUMMARY

[0004] This disclosure teaches a system and method for controlling a specimen scanner

remotely.

[0005] In one embodiment, a method for controlling a specimen scanner remotely can comprise
the step of communicating with a specimen scanner to a network. The specimen scanner can
comprise a camera, a stage, one or more lenses, and one or more light sources. The method can
comprise the additional step of providing a graphical user interface to a remote computer
connected to the network. The graphical user interface can be operable to control the camera,
choose one of the one or more lenses, and adjust the one or more light sources. The method can
further comprise the step of receiving instructions from the remote computer, and controlling the

specimen scanner based on those instructions.

[0006] In another embodiment, a system for controlling a specimen scanner remotely can
comprise a server memory and server processor. The server memory can comprise a server
application and a server data store. The server processor can, at the instructions of the server
application, communicate with a specimen scanner over a network. The specimen scanner can
comprise a camera, a stage, one or more lenses, and one or more light sources. The server
application can also provide a graphical user interface to a remote computer connected to the
network. The graphical user interface can be operable to control the camera, choose the one or
more lenses, and adjust the one or more light sources. The server application can also receive

instruction from the remote computer and control the specimen scanner based on the instructions.
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[0007] In another embodiment, a computer readable storage medium can store a computer
readable program code. The computer readable program code can be adapted to be executed to
communicate with a specimen scanner over a network. The specimen scanner can comprise a
camera, a stage, one or more lenses, and one or more light sources. The code can further be
executed to provide a graphical user interface to a remote computer connected to the network.
The graphical user interface can be operable to control the camera, choose the one or more
lenses, and adjust the one or more light sources. The code can also be adapted to be executed to
receive instruction from the remote computer and control the specimen scanner based on the

instructions.

[0008] This disclosure also teaches a system and method for scanning a specimen into a focus-

stacked scan.

[0009] In one embodiment, a method for scanning the specimen into a focus-stacked scan can
comprise illuminating the specimen with a light. The specimen can comprise a topography.
The depths of the topography can be variable along a z-axis. The method can also comprise
dividing the specimen into a plurality of regions. Each of the regions can comprise a regional
peak in the topography. Additionally, the method can comprise sampling each of the regions at a
plurality of focal planes orthogonal to the z-axis by capturing, at each focal plane, an image of
the region. The image can be focused on the focal plane. Lastly, the method can comprise
focus-stacking, for each of the region the images within the region, into a focus-stacked image,

and stitching together the focus-stacked images.
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[0010] In another embodiment, a system for scanning a specimen into a focus-stacked scan can
comprise a specimen scanner. The specimen scanner can comprise a camera, a stage capable of
supporting a specimen, a light source capable of illuminating the specimen, a scanner processor,
and a scanner memory. The scanner memory can comprise a scanner application. The scanner
application can be capable of directing the light source to illuminate said specimen with a light.
The specimen can comprise a topography. The depths of the topography can be variable along a
z-axis. Furthermore, the scanner application can be capable of dividing the specimen into a
plurality of regions. Each of the regions can comprise a regional peak in the topography. The
method can also comprise sampling each of the regions at a plurality of focal planes orthogonal
to the z-axis by capturing with the camera, at each focal plane, an image of the region. The
image can be focused on the focal plane. Moreover, the scanner application can be capable of
focus-stacking, for each of the region the images within the region, into a focus-stacked image,

and stitching together the focus-stacked images.

[0011] In another embodiment, a method for scanning a specimen can comprise the steps of
aiming a camera at a plurality of regions of a specimen, one region at a time, and illuminating the
specimen with one or more lights. The method can also comprise capturing at each of the
regions for each of the lights, at a plurality of focal planes for each focal plane, an image of the
region. The image can be focused on the focal plane. Additionally, the method can comprise
focus-stacking, for each of the region the images captured with a common light of one or more
lights, within the region, into a focus-stacked images. Lastly, method can comprise stitching

together the focus-stacked images captured with the common light.
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[0012] This disclosure also teaches a system and method for scanning a specimen to create a

multidimensional scan.

[0013] In one embodiment, a method for scanning the specimen to create a multidimensional
scan can comprise illuminating a specimen with a light and dividing the specimen into a plurality
of regions. The specimen can comprise a topography. The depths of the topography can be
variable along a z-axis. Each of the regions can comprise a minimum depth and a maximum
depth. The topography is between the minimum depth and the maximum depth. The method
can also comprise sampling each of the regions at a plurality of focal planes orthogonal to the z-
axis by capturing, at each focal plane, an image of the region. The image can be focused on the
focal plane. Lastly, the method can comprise stitching together the images into a dimensional

image for each of the focal planes.

[0014] In another embodiment, a system for scanning the specimen to create a multidimensional
scan can comprise a specimen scanner. The specimen scanner can comprise a camera, a stage
capable of supporting the specimen, a light source capable of illuminating the specimen, a
scanner processor, and a scanner memory. The scanner memory can comprise a scanner
application. The scanner application can be capable of illuminating the specimen with a light,
and dividing the specimen into a plurality of regions. The specimen can comprise a topography.
The depths of the topography can be variable along a z-axis. Each of the regions can comprise a
minimum depth and a maximum depth. The topography is between the minimum depth and the

maximum depth. Additionally, the scanner application can be capable of sampling each of the
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regions at a plurality of focal planes orthogonal to the z-axis by capturing, at each focal plane, an
image of the region. The image can be focused on the focal plane. Lastly, the scanner
application can be capable of stitching together the images into a dimensional image for each of

the focus planes.

[0015] In another embodiment, a method for scanning a specimen can comprise the steps of
aiming a camera at a plurality of regions of a specimen, one region at a time, and illuminating the
specimen with one or more lights. The method can also comprise capturing at each of the
regions for each of the lights, at a plurality of focal planes for each focal plane, an image of the
region. The image can be focused on the focal plane. Lastly, the method can comprise stitching

together the images focused on a common focal plane and captured with a common light.

[0016] This disclosure also teaches an improved pyramidal file structure and method of use

thereof.

[0017] A pyramidal file structure can comprise a body and a header. The body can comprise a
plurality of layers. The layers divided into tiles. Each of the tiles can be capable of comprising a

plurality of images. The header that can define a layer plan, a tile plan, and an image plan.

[0018] A method of storing a scan within a pyramidal file structure can comprise defining in a
header of a pyramidal file structure a pyramidal data structure. The header can define a layer
plan, a tile plan, and an image plan. The method can also comprise storing in each tile of the

pyramidal data structure of the pyramidal file structure a plurality of images. The pyramidal data
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structure can comprise a plurality of layers, each of the layers comprising one or more of the

tiles.

[0019] A method of receiving a pyramidal file structure can comprise the step of transmitting a
header of a pyramidal file structure. The header can define a layer plan, a tile plan, and an image
plan, of a pyramidal data structure of the pyramidal file structure. The method can also comprise
the step of building the pyramidal data structure based on the layer plan, tile plan, and the image
plan. Additionally, the method can comprise the step of transmitting one or more tiles to store
within the pyramidal data structure. Each of the one or more tiles can comprise a plurality of

images.

BRIEF DESCRIPTION OF THE DRAWINGS

[0020] Figure 1 illustrates a specimen scanner.

[0021] Figure 2 illustrates a schematic block diagram of a specimen scanner according to an

embodiment of the present disclosure.

[0022] Figure 3 illustrates an exemplary configuration of a specimen scanner, with a display and

one or more input devices.

[0023] Figure 4 illustrates another exemplary configuration of a specimen scanner, with a

computer.

[0024] Figure 5 illustrates another exemplary configuration of a specimen scanner.
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[0025] Figure 6A illustrates a schematic diagram of a server according to an embodiment of the

present disclosure.

[0026] Figure 6B illustrates a schematic diagram of a computer according to an embodiment of

the present disclosure

[0027] Figure 7 illustrates a first embodiment of a reflective light source system.

[0028] Figure 8 illustrates a front view of the first disclosed embodiment of reflective light

source system.

[0029] Figure 9 illustrates a second embodiment of a reflective light source system.

[0030] Figure 10 illustrates a first digital light-processing (DLP) chip as well as an exploded

view of a reflective digital microscopic mirror (DMM) array.

[0031] Figure 11 illustrates a representation of reflective DMMs at an “OFF” state.

[0032] Figure 12 illustrates a representation of reflective DMMs in an “ON” state.

[0033] Figure 13 illustrates a display showing a specimen illuminated by an initial light pattern

from a reflective light source system comprising a first DLP chip.

[0034] Figure 14 illustrates a reflective DMM array comprising a reflective ON DMMs and OFF

DMMs set to produce a subsequent illumination pattern.
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[0035] Figure 15 illustrates a display showing areas of interest illuminated by a subsequent

illumination pattern from a reflective light source system.

[0036] Figure 16 illustrates a reflective DMM array arranged to produce an updated subsequent

lighting pattern.

[0037] Figure 17 illustrates a display showing areas of interest illuminated by an updated

subsequent pattern from a reflective light source system.

[0038] Figure 18 illustrates an embodiment of a transmitted light source system that uses a

digital light-processing (DLP) chip.

[0039] Figure 19 illustrates a representation of one of transmitted light DMMs at an “OFF” state.

[0040] Figure 20 illustrates a second DLP chip producing various lighting patterns to imitate a

condenser.

[0041] Figure 21 illustrates an embodiment of a stage system.

[0042] Figure 22 illustrates a top view of a stage.

[0043] Figure 23 illustrates a bottom view of a stage.

[0044] Figure 24 illustrates a glass slide mounted within a stage.

[0045] Figure 25 illustrates a glass slide mounted onto a stage at a vertical position.

[0046] Figure 26 illustrates a preferred method of setting white balance using a stage.

10
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[0047] Figure 27 illustrates a graphical user interface configured to control a specimen scanner

during a real-time image data display of a specimen.

[0048] Figure 28 illustrates a graphical user interface configured to allow user to setup scanning

of a specimen.

[0049] Figure 29 illustrates a graphical user interface displaying a scan order.

[0050] Figure 30 illustrates a glass slide.

[0051] Figure 31 illustrates a side view of a glass slide.

[0052] Figure 32 illustrates a region that is sampled by a scanner application.

[0053] Figure 33 illustrates another region that is sampled by a scanner application.

[0054] Figure 34 illustrates an exemplary method for scanning a specimen for creating a focus-

stacked scan.

[0055] Figure 35 illustrates another exemplary method for scanning a specimen for creating a

focus-stacked scan.

[0056] Figure 36 illustrates a glass slide.

[0057] Figure 37 illustrates another exemplary method for scanning a specimen for creating a

focus-stacked scan.

[0058] Figure 38 illustrates focus planes within a specimen.

11
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[0059] Figure 39 illustrates an exemplary region illuminated at various light settings, sampled

with a sampling distance (Az) using light setting with shortest wavelength.

[0060] Figure 40 illustrates an exemplary region illuminated at various light setting, sampled

with various sampling distance (Az) relative to each light setting.

[0061] Figure 41 illustrates an exemplary method for scanning a specimen using a multi-

dimensional scanning.

[0062] Figure 42 illustrates another exemplary method for scanning a specimen at each focal

plane using multi-dimensional scanning.

[0063] Figure 43 illustrates a pyramidal data structure.

[0064] Figure 44 illustrates one embodiment of a multi-modal pyramidal data structure.

[0065] Figure 45 illustrates one embodiment of a multi-dimensional pyramidal data structure.

[0066] Figure 46 illustrates one embodiment of multi-modal multi-dimensional pyramidal data

structure.

[0067] Figure 47 illustrates another embodiment of multi-modal multi-dimensional pyramidal

data structure.

[0068] Figure 48 illustrates a pyramidal file structure capable of enclosing a pyramidal data

structure having one or more modes, and a plurality of dimensions.

12
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[0069] Figure 49 illustrates a viewer application allowing user to view scans of a specimen

within a pyramidal data structure.

[0070] Figure S0A illustrates an entire specimen being viewed.

[0071] Figure 50B illustrates a specimen being magnified by adjusting a magnifier.

[0072] Figure 50C illustrates a specimen being magnified by further adjusting a magnifier.

[0073] Figure 50D illustrates a specimen being completely magnified by further adjusting a

magnifier to its maximum position.

[0074] Figure 51 illustrates how image data can be transferred from a local access to a remote

acCCess.

[0075] Figure 52 illustrates magnifying a selected area of specimen on a remote access.

[0076] Figure 53 illustrates fully magnifying a selected area from a remote access.

[0077] Figure 54 illustrates selecting a different area to view from a remote access.

[0078] Figure 55A illustrates a viewer application viewing a sub-image focused on a focal plane

near a region peak.

[0079] Figure 55B illustrates a viewer application viewing a sub-image focused on a focal plane

between a regional peak and a maximum depth.

13
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[0080] Figure 55C illustrates a viewer application viewing a sub-image focused on a focal plane

near a maximum depth.

[0081] Figure 55D illustrates a viewer application switching modes using mode selection when

viewing a multi-modal multi-dimensional pyramidal file structure on a display.

DETAILED DESCRIPTION

[0082] Described herein is a system and method for producing reflective light comprising a
parabolic mirror, a system and method for producing reflective light comprising a digital light-
processing chip, a system and method for producing transmitted light using a digital light
processing chip, an improved method for adjusting white balance, a system and method for
controlling a specimen scanner remotely, a system and method for scanning a specimen into a
focus-stacked scan, a system and method for scanning a specimen into a multi-dimensional scan,
and an improved pyramidal file structure and method of use. The following description is
presented to enable any person skilled in the art to make and use the invention as claimed and is
provided in the context of the particular examples discussed below, variations of which will be
readily apparent to those skilled in the art. In the interest of clarity, not all features of an actual
implementation are described in this specification. It will be appreciated that in the development
of any such actual implementation (as in any development project), design decisions must be
made to achieve the designers’ specific goals (e.g., compliance with system- and business-related
constraints), and that these goals will vary from one implementation to another. It will also be

appreciated that such development effort might be complex and time-consuming, but would

14
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nevertheless be a routine undertaking for those of ordinary skill in the field of the appropriate art
having the benefit of this disclosure. Accordingly, the claims appended hereto are not intended to
be limited by the disclosed embodiments, but are to be accorded their widest scope consistent

with the principles and features disclosed herein.

[0083] Figure 1 illustrates a specimen scanner 100. Specimen scanner 100 can comprise a
camera system 101, a reflective light source system 102, an objective lens system 103, a stage
system 104, and/or a transmitted light source system 105. Camera system 101 can comprise a
camera 106. Camera 106 can be any optical instrument capable of capturing digital images. In
one embodiment, camera 106 can comprise an interferometer 113. Reflective light source
system 102 can be one of the systems described further herein. Alternatively, reflective light
source system 102 can be any reflective light source known in the art. Reflective light source
system 102 can be placed below camera 106. Objective lens system 103 can be positioned
below reflective light source system 102. Objective lens system 103 can comprise one or more
objective lenses 107 capable of magnifying a specimen. Stage system 104 can comprise a stage
108, and an actuating system 109. Stage 108 can be a platform for specimens, and is in visual
alignment with camera 106, and object lens 107. Actuating system 109 can position stage 108.
In one embodiment, actuating system 109 can position stage 108 left and right, and forward and
backward (XY). In another embodiment, actuating system 109 can position stage 108 left and
right, forward and backward, and up and down (XYZ). Transmitted light source system 105 can
be one of the systems described further herein. Alternatively, transmitted light source system

105 can be any known in the art. Transmitted light source system 105 can comprise a

15
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transmitted light source 110. Further, specimen scanner 100 can mount a glass slide 111 onto
stage 108. Glass slide 111 can comprise a specimen 112. One example of glass slide 111 and

specimen 112 is a petrographic thin section.

[0084] Figure 2 illustrates a schematic block diagram of specimen scanner 100 according to an
embodiment of the present disclosure. Specimen scanner 100 can include at least one processor
circuit, for example, having a scanner processor 201 and a scanner memory 202, both of which
can be coupled to a first local interface 203. First local interface 203 can control a display for the
user, which can allow user to view and/or interact with specimen scanner 100. First local
interface 203 can comprise, for example, a data bus with an accompanying address/control bus or

other bus structure as can be appreciated.

[0085] Stored in scanner memory 202 described herein above are both data and several
components that are executable by scanner processor 201. In particular, stored in scanner
memory 202 and executable by scanner processor 201 are scanner application 204, and
potentially other applications. Also stored in scanner memory 202 can be a data store 205 and
other data. In addition, an operating system can be stored in scanner memory 202 and executable

by scanner processor 201.

[0086] Figure 3 illustrates an exemplary configuration of specimen scanner 100, with a display
302 and one or more input devices 301. Display 302 can be any device capable of displaying
image data that is processed by specimen scanner 100. In one embodiment, monitor 302 can be

a touch screen. In such embodiment, monitor 302 can function as an input device. Input devices

16
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301 can be any peripherals that can convert user’s action and/or analog data into digital
electronic signals that specimen scanner 100 can process. Input device 301 can include, but is
not limited to a mouse, keyboard, and/or track ball. In such configuration, image data that is
viewed through display 302 can be selected, controlled, and/or manipulated through input device

301.

[0087] Figure 4 illustrates another exemplary configuration of specimen scanner 100, with a
computer 401. Computer 401 can comprise drivers or other specialized software to interface
with specimen scanner 100. Examples of computers 401 can include, but are not limited to, a
desktop computer, laptop, tablet, or smart device. In such embodiment, image data captured by

specimen scanner 100 can be viewed, recorded, controlled, and/or stored within computer 401.

[0088] Figure S illustrates another exemplary configuration of specimen scanner 100. In this
embodiment, specimen scanner 100 can connect to one or more computers 401, and one or more
servers 501 through a network 502. Server 501 represents at least one, but can be many servers,
each connected to network 502 capable of performing computational tasks, and storing data
information. Network 502 can be a local area network (LAN), a wide area network (WAN), a
piconet, or a combination of LANs, WANSs, and/or piconets. One illustrative LAN is a network
within a single business. One illustrative WAN is the Internet. In the preferred embodiment,
network 502 will comprise the Internet. In this embodiment, input data that is processed by
specimen scanner 100 can be accessible to computers 401 through server 501 that is within

network 502.

17
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[0089] Figure 6A illustrates a schematic diagram of server 501 according to an embodiment of
the present disclosure. Server 501 includes at least one processor circuit, for example, having a
server processor 601 and a server memory 602, both of which can be coupled to a second local
interface 603. To this end, server 501 can comprise, for example, at least one server, computer
or like device. Server memory can comprise server application 604 and server data store 605.
Second local interface 603 can comprise, for example, a data bus with an accompanying
address/control bus or other bus structure as can be appreciated. In particular, stored in the
server memory 602 and executable by server processor 601 are server application 604, and
potentially other applications. Also stored in server memory 602 can be server data store 605 and
other data. In addition, an operating system can be stored in server memory 602 and executable

by server processor 601.

[0090] Figure 6B illustrates a schematic diagram of computer 401 according to an embodiment
of the present disclosure. Computer 401 includes at least one processor circuit, for example,
having computer processor 606 and computer memory 607, both of which can be coupled to
third local interface 608. Computer memory 607 can comprise computer application 609 and
computer data store 610. Third local interface 608 can comprise, for example, a data bus with an
accompanying address/control bus or other bus structure as can be appreciated. In particular,
stored in the computer memory 607 and executable by computer processor 606 are computer
application 609, and potentially other applications. In one embodiment, computer application
609 can be a web browser that gives a user the ability to interface with server application 604 or

scanner application 204. Further, in one embodiment, scanner application 204, server

18
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application 604 and computer application 209 can have shared responsibilities to complete
methods taught in this disclosure. Also stored in computer memory 607 can be computer data
store 610 and other data. In addition, an operating system can be stored in computer memory

607 and executable by computer processor 606.

[0091] Figure 7 illustrates a first embodiment of reflective light source system 102. In
microscopy, a reflective light source illuminates a specimen by reflecting light off the specimen.
In this embodiment, reflective light source system 102 can comprise a parabolic mirror 703, a
second mirror 704, and a plurality of light-emitting diodes (LEDs) 705. Light guide 701 can
connect a dichroic mirror 707 with an aperture 702. In a preferred embodiment, light guide 701
can be a liquid light guide. Aperture 702 can be positioned at the vertex of parabolic mirror 703.
In one embodiment, second mirror 704 can be placed at a point equidistant from both aperture
702 and a parabolic focal point 706. LEDs 705 can be pointed at parabolic mirror 703 in a
direction parallel to a line that passes through both the vertex of parabolic mirror 703, and
parabolic focal point 706. Thus, when the light on a LED 705 is switched on, the light can travel
towards parabolic mirror 703. The light emitted by LEDs 705 can then reflect off parabolic
mirror 703 in a direction toward parabolic focal point 706. However, the light will hit second
mirror 704 before reaching parabolic focal point 706. In such structure, the light that hits second
mirror 704 can reflect off second mirror 704 and travel toward aperture 702. At aperture, the
light can enter light guide 701, and then travel through light guide 701 to dichroic mirror 707.

From there, light can be redirected to specimen 112.

19
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[0092] Figure 8 illustrates a front view of the first disclosed embodiment of reflective light
source system 102. Aperture 702 can be positioned at the vertex of parabolic mirror 703, while
each LED 705 can be mounted in front of parabolic mirror 703. In one embodiment, LEDs 705
can be placed in a circular pattern. Additionally, LEDs 705 can be parallel with one another. In
one embodiment, one LED 705 can be turned on at a time. In another preferred embodiment,
each LED 705 can be one or more LEDs, which can increase the intensity of the light from LED
705. Each LEDs 705 can have different characteristics, such as color, and intensity. As an
example, LEDs 705 can comprise of a yellow LED 705a, a red LED 705b, a white LED 705c¢, a
green LED 705d, a blue LED 705e, a magenta LED 705f, a purple LED 705g, and an orange

LED 705h.

[0093] In one scenario, the user can select LED 205, comprising a certain characteristic such as a
color. In this example, the user can select “yellow” through computer 401. Scanner processor
201 can receive the color that the user selected and then send an instruction to specimen scanner
100 to switch ON a first LED 705a. First LED 705a is switched on, which produces yellow light
to reflect off parabolic mirror 703. Yellow light is then reflected towards aperture 702 and
travels through light guide 701. The light reflects of dichroic mirror 707 and illuminates the
specimen with yellow light. To illuminate the specimen in a different color, the user can again
select a different color through computer 401. In this case, the user selects color the “white”.
Scanner processor 201 can receive the color selected, and then sends a signal to switch OFF

yellow LED 705a, and then turns on white LED 705c.
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[0094] Figure 9 illustrates a second embodiment of reflective light source system 102. In this
embodiment, reflective light source system 102 can comprise a reflective light source 901, a
reflective light absorber 902, and a first digital light-processing (DLP) chip 903. Reflective light
source 901 can be a device capable of emitting light, which can include but is not limited to a
LED, a laser, and/or a fluorescent light. Reflective light absorber 902 can be any device capable
of absorbing the light emitted from reflective light source 901. An example of DLP chip 903 is
the DLP700 produced and marketed by the company Texas Instruments ®. In a preferred
embodiment, first DLP chip 903 can be placed in front of dichroic mirror 707, while reflective
light absorber 902 and reflective light source 901 are positioned at an angle away from first DLP

chip 903.

[0095] Figure 10 illustrates first DLP chip 903 as well as an exploded view of a reflective digital
microscopic mirror (DMM) array 1001. Reflective DMM array 1001 comprises a plurality of
reflective digital microscopic mirrors DMMs 1002 that are arranged side by side to form rows

and columns.

[0096] Figure 11 illustrates a representation of reflective DMM 1002 at an “OFF” state 1002a.
At this state, reflective DMM 1002 is laying flat to reflect off light towards the direction of
reflective light absorber 902. Thus, the light reflected off reflective DMM 1002 in an “OFF”

state 1002a can make the pixel appear dark.

[0097] Figure 12 illustrates a representation of reflective DMM 1002 in an “ON” state 1002b.

By tilting or by lying flat, reflective DMM 1002 can reflect off light from reflective light source
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901 to either the direction of reflective light absorber 902 or the direction towards dichroic
mirror 707. In ON state 1002b,, the reflected light from reflective DMM 1002 can make the pixel
appear illuminated. In Figure 12, reflective DMM 1002 is tilted to reflect light toward dichroic
mirror 707. Together, DMMs 1002 in an ON state 1002b transmit light through dichroic mirror
707 and onto the surface of specimen 112. Depending on which DMMs 1002 are illuminated, all
or a portion of specimen 112 can be illuminated. First DLP chip 903 can give reflective light
source system 102 great flexibility and control regarding what specific portions of specimen 112

are illuminated and at what intensity.

[0098] Figure 13 illustrates display 302 showing specimen 112 illuminated by an initial light
pattern 1301 from reflective light source system 102 comprising first DLP chip 903. In some
situations, it may be advantageous for a user to illuminate specific areas of interest in a
specimen, while not illuminating other areas. In one exemplary method, a user can choose which
areas are illuminated, illuminated areas 1302 and which areas are not illuminated, non-
illuminated areas 1303. In such method, a user can mount glass slide 111 on stage 108 to view
specimen 112. Camera 106 can capture glass slide 111 in real time. Initially, all or a significant
portion of specimen 112 or the presently viewed portion of specimen 112 can be illuminated by

reflective light source system 102.

[0099] Next, the user can select which portions of specimen 112 are to be illuminated. The user
can make such selections using local input devices 301, as shown in Figure 3, a local computer

as shown in figure 4, or a remote computer 401 as shown in Figure 5. In one embodiment, such
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selection can be completely manual. In another embodiment, scanner application 204 can
automate all or portions of the selection process. In an example manual embodiment, a user can
select to illuminate one or more areas of interest 1304 in specimen 112 by defining areas of
interest 1304 using input devices 301 attached to specimen scanner 100 or a computer 401. One
exemplary way to define an area is to trace an area. In an example of an automated embodiment,
a user may select a particular object, and scanner application 204, using color information, edge
detection techniques, and/or shape recognition methods, can determine particular areas of
illumination. In another embodiment, scanner application 204 can predict, without user
selection, areas of interest for illumination, using edge detection, color recognition, shape

recognition, and/or intelligent predictions based on previous illumination requests by a user.

[00100] Once areas of interest 1304 are selected, scanner processor 201 can send signal to first
DLP chip 903 to produce the desired illumination. Scanner application 204 can determine which
reflective DMMs 1002 need to be turned on and which reflective DMMs 1002 need to be turned
off. One particular issue with determining which DMMs need to be turned on to illuminate a
particular area of glass slide 111, is that each objective lens 107 disperses light differently. In
one embodiment, dispersion patterns for different objective lens 107 can be stored in scanner
memory 202. Using dispersion patterns, scanner application 204 can calculate which reflective
DMMs 1002 can be turned on to illuminate areas of interest 1304 on display 302. In another
embodiment, scanner application 204 can determine which DMMs 1002 need to be turned on

using feedback techniques, as described below and shown in Figures 14-17
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[00101] Figure 14 illustrates reflective DMM array 1001 comprising reflective ON DMMs
1002a and OFF DMMs 1002b set to produce a subsequent illumination pattern 1401. In one
embodiment, such subsequent illumination pattern can be based on mapping to display 302 to
first DLP chip 903. Once scanner application 204 creates subsequent illumination pattern 1401,

first DLP chip 903 can project such illumination pattern on to specimen 112.

[00102] Figure 15 illustrates display 302 showing areas of interest 1304 illuminated by
subsequent illumination pattern 1401 from reflective light source system 102. Subsequent
illumination pattern 1401 can have one or more over-illuminated areas 1502, one or more under-
illuminated areas 1503, one or more correctly illuminated areas 1504, and one or more correctly
non-illuminated areas 1505. Over-illuminated areas 1502 can be caused by some reflective
DMMs 1002 incorrectly in an ON state. Under-illuminated areas 1503 can be caused by some
reflective DMMs 1002 incorrectly in an OFF state. In such scenario, scanner application 204
can compare the light pattern on display 302 from subsequent illumination pattern 1401 to the
light pattern on display 302 from initial illumination pattern 1301. By comparing the two light
patterns in relation to the location of areas of interest 1304, scanner application 204 can
determine over-illuminated areas 1502 and under-illuminated areas 1503. Scanner application
204 can then adjust reflective DMMs 1002 to produce an updated subsequent illumination

pattern.

[00103] Figure 16 illustrates reflective DMM array 1001 arranged to produce an updated

subsequent lighting pattern 1601. The signals sent by scanner processor 201 to reflective DMM
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array 1001 can be based from updated subsequent illumination pattern 1601 that is determined
by scanner application 204. The updated illumination pattern can be projected by first DLP chip

903 to specimen 112.

[00104] Figure 17 illustrates display 302 showing areas of interest 1304 illuminated by updated
subsequent pattern 1601 from reflective light source system 102. In this scenario, the
illuminated light pattern from updated subsequent pattern 1601 can be projected onto specimen
112. Such iterative techniques can be performed by scanner application 204 until the existence
of over-illuminated areas 1502 and/or under illuminated areas 1503 are within a predetermined

acceptable threshold.

[00105] Figure 18 illustrates an embodiment of transmitted light source system 105 that uses a
digital light-processing (DLP) chip. Transmitted light source system 105 can comprise a
transmitted light source 1801, a transmitted light absorber 1802, and a second digital light-
processing (DLP) chip 1803. In a preferred embodiment, second DLP chip 1803 can be placed
below stage 108, while transmitted light source 1801, and transmitted light absorber 1802 can be
positioned at an angle away from second DLP chip 1803. Further, second DLP chip 1803 can
comprise a transmitted light DMM array 1804. Transmitted light DMM array 1804 can
comprise a plurality of transmitted light DMMs 1805 that are arranged side by side to form rows
and columns. By tilting or by lying flat, transmitted light DMMs 1805 can reflect off light from
transmitted light source 1801 and transmit light to either the direction of transmitted light

absorber 1802 or the direction towards stage 108. In Figure 18, transmitted light DMM 1805 is
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tilted to transmit light towards stage 108. At this state, DMMs 1805 in an ON state can transmit
light towards stage 108 and through the surface of specimen 112. In this state, the light is

focused towards specimen 112 to provide controlled illumination.

[00106] Figure 19 illustrates a representation of one of transmitted light DMM 1805 at an “OFF”
state. In this state, transmitted light DMM 1805 is lying flat to transmit light towards the
direction of transmitted light absorber 1802. The light transmitted from transmitted light

DMMs1805 at an OFF state can make the pixel appear dark.

[00107] Figure 20 illustrates second DLP chip 1803 producing various lighting patterns to
imitate a condenser. In a preferred embodiment, transmitted light DMM array 1804 can produce
illuminations that are based from preset patterns that are stored within DMM settings. In such
embodiment, light produced from transmitted light DMM array 1804 can imitate light produced
from various condenser settings of a microscope. In one embodiment, input device 301 or
computer 401 can be used to select a desired lighting pattern. Once the desired lighting pattern is
selected, scanner processor 201 can send signal to transmitted light DMMs array 1804, which
can allow transmitted light DMMs 1805 to produce an illumination according to one of the
stored DMM settings associated with such lighting pattern. The pre-determined illumination for
each lighting pattern that is stored within scanner memory 202 can allow scanner application 204
to determine, which transmitted light DMM’s 1805 can be at an “ON” state or at an “OFF” state.

The light produced from transmitted light DMMSs 1805 can be transmitted towards the direction
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of stage 108. The transmitted light can then pass through glass slide 111 and illuminate

specimen 112.

[00108] Figure 21 illustrates an embodiment of stage system 104. Stage system 104 can
comprise stage 108, actuating system 109, a stage-housing 2101, and a mounting structure 2102.
Stage-housing 2101 can enclose actuating system 109. Actuating system 109 can control
position of stage 108 along X-axis, Y-axis, and Z-axis. In one embodiment, XY -positioner can
use a piezo motor while Z-positioner can use a voice coil motor. This can allow actuating
system 109 to provide better precision and speed. Further, mounting structure 2102 can be
connected to stage-housing 2101 and can be positioned below stage 108. Additionally, mounting
structure 2102 can comprise an opening that allows light to pass through. The opening in
mounting structure 2102 can allow light from transmitted light source 110 be transmitted

towards stage 108.

[00109] Figure 22 illustrates a top view of stage 108. Stage 108 can comprise a grasp point
2202 and a connection point 2203. Stage 108 can comprise a stage opening 2204. In one
embodiment, stage opening 2204 can be a cross-shaped orifice that is placed at the center of
stage 108. In such structure, glass slide 111 can be mounted horizontally or vertically within
stage opening 2204. Each opposite ends of stage opening 2204 can comprise slide supports
2205. Slide supports 2205 can secure glass slide 111 in place. Grasp point 2202 can be a
portion for a user to manually manipulate. Connection point 2203 can be placed at one side of

stage 108, and can connect stage 108 to actuating system 109.
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[00110] Figure 23 illustrates a bottom view of stage 108. In one embodiment, connection point
2203 can comprise magnets 2302. Magnets 2302 can affix stage 108 to actuating system 109. In

one embodiment, magnets can be fixed into a recess 2301 at connection point 2203.

[00111] Figure 24 illustrates glass slide 111 mounted within stage 108. Glass slide 111 can be
mounted over stage opening 2204. Because of the cross-shaped form of stage opening 2204,
placing glass slide 111 onto stage opening 2204 can leave spaces 2401 at opposite sides of stage
opening 2204. In Figure 24, placing glass slide 111 onto stage opening 2204 in a horizontal
position can leave spaces 2401 at the top and at the bottom of glass slide 111. Spaces 2401 can
then allow transmitted light to pass by glass slide 111. Sometimes, such as in petrographic

scenarios, it 1s necessary to view slides in both a horizontal and vertical orientation.

[00112] Figure 25 illustrates glass slide 111 mounted onto stage 108 at a vertical position. In this
orientation, glass slide 111 can be placed onto stage opening 2204 in a vertical position leaving
spaces 2401 at the sides of glass slide 111, which can allow transmitted light to pass by glass

slide 111.

[00113] Figure 26 illustrates a preferred method of setting white balance using stage 108. In the
method, a user can place glass slide 111 within stage 108. Stage 108 can comprise space 2401
along at least one side of glass slide 111. Light from transmitted light source 1801 can pass
through space 2401. In one embodiment, transmitted light source 1801 can use a white LED
light. Next, scanner application 204 can adjust camera 106 and/or stage 108 so that camera 106

can focus on space 2401. Image of space 2401 can then be captured through camera 106, which
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can produce a white image. Using known methods, scanner application 204 can calculate the
correction factors based from the white image. Once white balance is set, the scanner
application 204 can adjust camera 106 and/or stage 108 to focus camera 106 on specimen 112.
Scanner application 204 can then adjust white balance on specimen 112 using the correction
factors. Lastly, the user can capture images of specimen 112 using the adjusted white balance

settings.

[00114] Figure 27 illustrates a graphical user interface 2700 configured to control specimen
scanner 100 during a real-time image data display of specimen 112. Graphical user interface
2700 can be a part of scanner application 204, server application 604, or computer application
609. In this embodiment, specimen scanner 100 can be controlled from another computer 401.
In one embodiment, computer 401 and scanner 100 can communicate directly. In another
embodiment, communication between computer 401 and scanner 100 can be managed by server
application 604. By controlling specimen scanner 100, the user at a local or remote location can
view image data of specimen 112 in real time. Further in one embodiment, real-time image data
of specimen 112 can be a video. In another embodiment, real-time image data of specimen can

be an image.

[00115] In one embodiment, graphical user interface 2700 can comprise a lens setting 2701, a
focus control 2702, a panning control 2703, a light settings 2704, a white balance control 2705, a
viewing area 2706, and a begin-scan button 2707. Lens setting 2701 can allow user to select

magnification of the image of specimen 112. In one embodiment, magnifying specimen 112 can
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result in choosing a particular objective lens 107. Focus control 2702 can allow user to adjust
the focus of scanner 100 on specimen 112. In one embodiment, focus control can result in
moving stage 108 along its z-axis. In another embodiment, camera 106 can move instead of
stage 108. Panning control 2703 can allow user to move image of specimen 112. In one
embodiment panning specimen 112 can result in moving stage 108 along its x-axis and y-axis.

In another embodiment, panning specimen 112 can result in moving camera 106.

[00116] In one embodiment light settings 2704 can further comprise a reflective light controller
2708, and a transmitted light controller 2709. Reflective light controller 2708 can allow user to
control reflective light source system 102, such as by selecting a color of light to use to
illuminate specimen 112. Further in one embodiment reflective light controller 2708 can allow a

user to control the illumination intensity of the reflected light.

[00117] Transmitted light controller 2709 can allow user to control transmitted light source 110,
such as by turning transmitted light source system 105 on or off. In other embodiments,
transmitted light controller 2709 can provide more controls such as condenser controls, or light

shaping to imitate condenser settings.

[00118] White balance control 2705 can comprise an auto-adjust control 2710. In one
embodiment, auto-adjust control 2710 can be a button. In such embodiment, pressing auto-
adjust control 2710 can automatically apply color balance to specimen 112 according the method

described earlier in this disclosure or by any other method known in the art.
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[00119] Viewing area 2706 can allow user to view specimen 112 in real-time using the settings
selected by the user. As an example shown in Figure 27, the user can choose to view specimen
112 using the following settings: select lens setting 2701 at 5X magnification, select reflective
light white checkbox, and select transmitted light ON. Viewing area 2706 can then show
specimen 112 using the selections made on control settings. This can allow the user to inspect
image of specimen 112 before a scan. One reason a user may want to view specimen in real time
is to prepare to scan specimen 112, as described further in this disclosure. Once a user has made
certain determinations regarding specimen 112, the user can begin the scanning process, in one
embodiment by clicking a “Begin scan” button 2707, which can allow user to start setting up

various scan settings to use in scanning a selected portion or an entire portion of specimen 112.

[00120] Figure 28 illustrates graphical user interface 2700 configured to allow user to setup
scanning of specimen 112. In one embodiment, graphical user interface 2700 can comprise a
scan-type selection 2801, lens setting 2701, light settings 2704, white balance control 2705, a

scanning area 2802 and an add-to-scan button 2803.

[00121] To perform a scan or set of scans, a user can select which objective lens 107 can be used
for the scan. A user may additionally select whether or not scanner 100 will perform a white
balance adjustment before scanning. In one embodiment, such selections can be global. If
global, such decisions will be implemented for each scan in a set of scans. Graphical user
interface 2700 can allow for additional configurations. Scan-type selection 2801 can allow user

to select how specimen 112 can be scanned. In one embodiment, user can either select a focus-
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stacked selection 2801a, or a multi-dimensional selection 2801b. If the user selects focus-
stacked selection 2801a, a focus-stacked scan can be performed when scanning specimen 112, as
described further in this disclosure. If the user selects multi-dimensional selection 2801b, a
multi-dimensional scan can be performed, as described further in this disclosure. In one
embodiment, user can select both. In such instance, scanner application 204 can create both scan
types from a single scan of specimen 112 or from two scans. Light settings 2704 can allow user
to select the color of light to use when illuminating specimen 112. As such, user can select
reflective light controller 2708 and/or transmitted light controller 2709. Under reflective light
controller 2708, a user can choose from a plurality of light colors. Under transmitted light
controller 2709 and reflective light controller 2708, in one embodiment, user can also make

changes to light shape and/or intensity.

[00122] In one embodiment, an image of specimen 112 can be shown on scanning area 2802
according to the settings selected by the user. As such, scanning area 2802 can allow user to
view an image of specimen 112 before scan. After selecting the settings for a scan, the user can
click on add-to-scan button 2803 to add a scan setting to use in scanning specimen 112. In one
embodiment, the user can repeat this process to create a set of scans of specimen 112 for

specimen scanner 100 to perform in one session.

[00123] Figure 29 illustrates graphical user interface 2700 displaying a scan order 2901. Scan

order 2901 can comprise a summary of scans about to be performed by specimen scanner 100. If
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the user is satisfied, then he or she can initiate scanning by, in one embodiment, clicking a start-

scanning button 2902,

[00124] Figures 30-42 illustrate various systems and methods for scanning specimen 112.

[00125] Figure 30 illustrates glass slide 111. To capture entire specimen 112, scanner
application 204 can divide specimen 112 into a plurality of regions 3001 based on lens settings
2701. Camera 106 can then capture image/s of each region 3001 according to the methods

described below.

[00126] Figures 31 -37 illustrate methods for producing a focus-stacked scan. In a focus-stacked
scan embodiment, images of selected region 3001 can be captured by camera 106 at different
focal planes. These images captured at different focal planes can be combined to create a single

focus-stacked image with greater depth of focus using a novel focus-stacking technique.

[00127] Figure 31 illustrates a side view of glass slide 111 and specimen 112. Glass slide 111
can comprise specimen 112 mounted between a top glass slide 3101, and a bottom glass slide
3102. Specimen 112 can comprise topography 3103. Each region 3001 can comprise a regional
peak 3105, and maximum depth 3106. In each region 3001, regional peak 3105 can be the
highest point in topography 3103 in that particular region 3001. Maximum depth 3106 can be
the lowest sampling position. In one embodiment, maximum depth 3106 can be predetermined.
In one embodiment, maximum depth 3106 can be the top of bottom glass slide 3102. During the
scanning process, interferometer 113 can shoot a laser at each region 3001 and measure the time

it takes before interferometer 113 can receive a reflection of the laser. The first reflections
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interferometer 113 can receive can come from regional peak 3105 of selected region 3001. Based
from interferometer 113’s measurement result, scanner application 204 can determine the highest
point camera 106 needs to focus on when capturing images along the z-axis of each region 3001.
This can ensure that the entire topography 3103 captured by camera 106 is in focus in the final

focus-stacked image.

[00128] Figure 32 illustrates region 3001 sampled by scanner application 204. The depths of
topography 3103 of specimen 112 can vary along a z-axis 3205. Such variance can create
focusing issues. For example, when camera 106 is focused on regional peak 3105 of region
3001, other lower areas of region 3001 may be out of focus. Conversely, when camera 106 is
focused at maximum depth 3106, then the higher planes in that region can be out of focus. Thus,
all image information along z-axis cannot be captured clearly and accurately in one image by

camera.

[00129] To address this problem, scanner application 204 can take a plurality of images, each at
a series of focal planes 3204 orthogonal to z-axis 3205. A sampling distance 3202 can affect
both the efficiency and quality of a scan; if sampling distance 3202 is too long, some areas may
be out of focus, and if sampling distance 3202 is too short, the scanning will take an unnecessary
amount of time to complete. To determine a preferred sampling distance 3202, scanner
application 204 can use various calculative methods such as those based on Nyquist sampling
frequency formulas to determine focus planes 3204 along z-axis at which images can be captured

by camera 106. Using Nyquist and one or more characteristics of light and/or objective lens 107
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such as frequency, wavelength, or numerical aperture. scanner application 204 can calculate a
maximum sampling distance (Azmax) 3201. An example formula for determining maximum

A

=—

2
(NA) , wherein “A” is wavelength, and “NA” is the numerical

sampling distance 3201 is
aperture. Similarly, scanner application 204 can calculate maximum sampling distance 3201
using frequency of the light source as well. In one scenario, user can select one or more light
settings 2704 to illuminate specimen 112. In one embodiment, scanner application 204 can
sample focal planes 3204 each separated from nearest adjacent focal plane 3204 by sampling
distance 3202. In a preferred embodiment, sampling distance 3202 of each region can be less
than or equal to maximum sampling distance 3201. Doing so ensures that images in between
regional peak 3105 and maximum depth 3106 of selected region 3001 can be captured without
informational loss from specimen 112. However, sampling distance 3202 can be greater than

maximum sampling distance 3201 in some embodiments, however such embodiment may have

areas that are not completely in focus.

[00130] In one embodiment, if a user wishes to create and combine multiple scans, each with a
different light setting 2704, using varying sampling distances 3202 for each light setting 2704
can cause each scan to have a different number of focal planes 3204 at varying positions along
the z-axis. In another embodiment, scanner application 204 can sample each focal plane 3204
using sampling distance 3202 of light setting 2704 that has the shortest wavelength. In such
embodiment, each light setting 2704 can have the same number of focal planes 3204 at the same

positions along z-axis 3205.
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[00131] To perform a scan, scanner processor 201 can send signal to camera 106 to capture
images at each focal plane 3204. To do so, in one embodiment, scanner application 204 can find
regional peak 3105 using interferometer 113. Next, camera 106 can focus on focal plane 3204
nearest regional peak 3105, by adjusting camera 106, objective lens 107, and/or stage108. Such
focal plane 3204 can be chosen such that it is a common focal plane 3204 with adjacent regions
3001. Then camera 106 can shift focus by sampling distance 3202 and capture images of the
next lower focal planes 3204 of selected region 3001. The process of shifting focus and
capturing images on focal plane 3204 at every sampling distance 3202 interval can be done
repeatedly until reaching focal plane 3204 at or substantially near maximum depth 3106 of
selected region 3001. Once all figures in region 3001 are captured, scanner application 204 can

focus-stack images within selected region 3001 into a focus-stacked scan 3206.

[00132] Figure 33 illustrates another region 3001 that is sampled by scanner application 204,
Scanner application 204 can select next region 3001. In this region, as interferometer 113 directs
a laser down on region 3001, the first reflected signal interferometer 113 receives first can come
from regional peak 3105, which, in figure 33 is lower than top glass slide 3101. Next, scanner
application 204 can determine focal planes 3204 that are between regional peak 3105 and
maximum depth 3106. Each focal plane 3204 can be separated by sampling distance 3202 and
can be on common planes with focal planes 3204 of Figure 32. In region 3001 of this figure,
scanner processor 201 can send signal to camera 106 to capture images in the same manner as
described in Figure 32. After images of region 3001 of this figure are captured, scanner

application 204 can focus-stack the plurality of images into a focus-stacked image. Next,
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scanner application 204 can stitch the focus-stacked image taken from this selected region 3001
with previously captured images from other regions to create a complete focus-stacked scan

3206.

[00133] Figure 34 illustrates an exemplary method for scanning specimen 112 for creating
focus-stacked scan 3206. In a preferred method, lens setting 2701 can be selected. Next,
reflective and/or transmitted light to use on specimen 112 can be chosen. Based on
characteristics of the light, maximum sampling distance 3201 can be calculated. In one
embodiment, sampling distance 3202 less than or equal to maximum sampling distance 3201 can
then be chosen. Then, specimen 112 can be divided into regions 3001 based on lens setting 2701
selected. For example, a lens with greater magnification will make visible smaller sections of
specimen 112. As such, regions 3001 must be smaller. Regional peak 3105 of selected region
3001 can then be determined using interferometer 113. Next, focal planes 3204 can be
determined for selected region 3001. Then, for region 3001, images can be captured between
regional peak 3105 and maximum depth 3106 at each focal plane 3204. The captured images
can be focus-stacked to create a focus-stacked image. This process can be completed for each
region 3001. Then, focus-stacked images from each region 3001 can be stitched to make focus-

stacked scan 3206. The above-mentioned steps can be repeated for each light setting 2704.

[00134] Figure 35 illustrates another exemplary method for scanning specimen 112 for creating
focus-stacked scan 3206. In a preferred method, lens setting 2701 can be selected. Next, one or

more light settings 2704, such as reflective and/or transmitted light can be chosen to use on
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specimen 112. Based on characteristics of each light, maximum sampling distance 3201 of the
light having the shortest effective wavelength can be calculated. In one embodiment, sampling
distance 3202 less than or equal to maximum sampling distance 3201 can then be chosen. Then,
specimen 112 can be divided into regions 3001 based on lens setting 2701 selected. For selected
region 3001, regional peak 3105 can be determined using interferometer 113. Next, each focal
plane 3204 between regional peak 3105 and maximum depth 3106 can be determined. The space
between each focal plane 3204 is less than or equal to maximum sampling distance 3201. For
focal plane 3204, images can be captured using each light setting 2704. This process can be
completed for each focal plane 3204 of selected region 3001. The captured images can be focus-
stacked to create a focus-stacked image. The above-mentioned steps can be repeated for each
region 3001 remaining. Then, created focus-stacked images of each region 3001 of same light
setting 2704 can be stitched into focus-stacked scans 3206. Lastly, focus-stacked scans, in one

embodiment, can be combined into multi-modal focus-stacked scan 3206.

[00135] Figure 36 illustrates glass slide 111. In this embodiment, specimen 112 can be captured
and/or defined through a set of focal points 3601. In one embodiment, a user can select focal
points 3601 on specimen 112. In this embodiment, the user can manually select each focal point
3601 based on the shape and/or region of specimen 112. In another embodiment, scanner
application 204 can automatically select focal points 3601 of specimen 112. In such
embodiment, scanner application 204 can use edge-detection techniques to determine focal
points 3601. Further in one embodiment, focal point 3601 can relate to regional peak 3105.

Using interferometer 113, scanner application 204 can determine a regional peak position 3602
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along z-axis 3205 of each focal point 3601 within a subset of regions 3001. Regional peak
position 3602 can be the z-coordinate that corresponds to the location of each regional peak
3105. Using numerical methods, scanner application 204 can interpolate regional peak positions
3602 of remaining regions 3603 for entire specimen 112. Numerical methods can include, but
are not limited to triangulation, multi-dimensional curve fitting, linear methods and non-linear

methods, parametric and non-parametric methods, as well as regressive techniques.

[00136] Scanner application 204 can then direct camera 106 to capture images at regions 3001,
During this process, scanner application 204 can ensure that sampling distance 3202 is less than
or equal to maximum sampling distance 3201 of the selected region 3001. At each light setting
2704, camera 106 can focus on and capture images at focal plane 3204 nearest regional peak
3105 of selected region 3001. Next, camera 106 can focus on a lower focal plane 3204 that is
sampling distance (Az) 3202 away from the interpolated regional peak position 3602. Camera
106 can capture the images at each focal plane 3204 until camera 106 reaches maximum depth
3106 on the selected region 3001. In one embodiment, as described here, focal planes 3204 can
extend substantially from regional peak 3105 to maximum depth 3106 of the selected region
3001. Next, scanner application 204 can determine if there are other regions 3001 remaining to
be scanned. If there are other regions 3001 left, scanner application 204 can move to next region
3001 remaining and begin the same process of capturing images at various focal planes 3204
between interpolated regional peaks 3105 and maximum depth 3106. After capturing images at
focal planes 3204 for each region 3001 of entire specimen 112, scanner application 204 can

focus-stack images of focal planes 3204 with the same light setting 2704 to create a single focus-
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stacked image. Next, scanner application 204 can stitch the focus-stacked images taken from

each region 3001 to create complete focus-stacked scan 3206.

[00137] Figure 37 illustrates another exemplary method for scanning specimen 112 for creating
focus-stacked scan 3206. In a preferred method, lens setting 2701 can be selected. Next, light
settings 2704 to use on specimen 112 can be chosen. Then, specimen 112 can be divided into
regions 3001 based on lens setting 2701 selected. Based on characteristics of the light,
maximum sampling distance 3201 can be calculated. In one embodiment, sampling distance
3202 less than or equal to maximum sampling distance 3201 can then be chosen. Next, focal
points 3601 can be selected. Regional peak position 3602 at each focal point 3601 can be
determined using interferometer 113. Then using numerical methods, regional peaks 3105 can
be determined for remaining regions 3603. For region 3001, images can be captured at each
focal plane 3204 from regional peak position 3602 to maximum depth 3106. Captured images
can be focus-stacked to create a focus-stacked image. This process can be completed for each
region 3001. Then, focus-stacked images of each region 3001 of same light setting 2704 can be

stitched into one or more focus-stacked scans 3206.

[00138] Figure 38-42 illustrates multi-dimensional scanning. In a multi-dimensional scan
embodiment, images of selected region 3001 can be captured by camera 106 at different focal
planes 3204. Images captured on common focal planes 3204 can then be stitched together,

which can produce a series of dimensional images at a series of focal planes 3204.
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[00139] Figure 38 illustrates focus planes 3204 within specimen 112. In this embodiment, each
region 3001 of entire specimen 112 can be captured from a minimum depth 3801 to maximum
depth 3106. Minimum depth 3801 can be the bottom of top glass slide 3101, in one
embodiment. In another embodiment, scanner application 204 can determine minimum depth
3801 of specimen 112 using interferometer 113 by finding the absolute peak of specimen 112.
The absolute peak is the portion of specimen 112 closest to camera. Scanner application 204 can
then calculate maximum sampling distance 3201 and a sampling distance 3202 based from light
settings 2704 used in illuminating selected region 3001. This can ensure images in between
minimum depth 3801 and maximum depth 3106 of each region 3001 can be captured without
informational loss from specimen. Specimen 112 can be sampled at each focal plane 3204 using
camera 106., Each focal plane 3204 can be separated from each adjacent focal plane 3204 by
sampling distance 3202. To sample, camera 106 can capture images at each focal plane 3204 of
the selected region 3001. In one embodiment, camera 106 can focus and capture one or more
images on focal plane 3204 at or near minimum depth 3801. Then camera 106 can shift focus
and capture images of the next lower focal plane 3204 of selected region 3001. The process of
shifting focus and capturing images on focal plane 3204 at every sampling distance 3202 interval
can be done repeatedly until reaching focal plane 3204 at or substantially near maximum depth
3106 of selected region 3001. This process can be repeated for each region 3001 of entire
specimen 112. In this embodiment, images captured at each region 3001 that has same light
setting 2704 and same focal plane 3204 can be stitched together into one or multi-dimensional

scans 3802.
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[00140] Figure 39 illustrates an exemplary region illuminated at various light settings 2704,
sampled with sampling distance 3202 using light setting 2704 with shortest wavelength. A user
can choose to illuminate specimen 112 using multiple light settings 2704. In an example shown
in figure 39, specimen 112 in region 3001 can be illuminated using multiple light settings: a blue
light 3901, a white light 3902, and a red light 3903. Scanner application 204 can calculate
maximum sampling distance 3201 based from each frequency produced by each light setting
2704, or only from the known highest frequency light. Based from the calculations made,
scanner application 204 can determine which light source produces the shortest maximum
sampling distance (Az) 3201. In this example, blue light 3901 can have the highest frequency
followed by the white light 3902, and red light 3903 can have the lowest frequency. As such,
blue light 3901 can have the shortest wavelength between the other two light settings. Scanner
application 204 can then choose sampling distance (Az) 3202 based on maximum sampling
distance 3201 of blue light 3901 to determine focal planes 3204 of the selected region 3001.
Therefore, when selected region 3001 is sampled in red light 3903 and white light 3902, each
focal plane 3204 on the selected region 3001 can still use sampling distance 3202 of blue light
3901, as shown in Figure 39. A benefit to this embodiment is that there will be no focal
variations when a user viewing a specific region in specimen 112 switches from viewing a scan
in one light setting 2704 to a second light setting 2704. Additionally, less mechanical movement
can be required from stage 108 during scanning since images of specimen 112 are taken at

similar z-positions. However, using this embodiment can cause over-sampling of a lower
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frequency light setting, which while has no effect on image quality, can cause a scan to take

more time.

[00141] Figure 40 illustrates an exemplary region illuminated at various light settings 2704,
sampled with various sampling distances 3202 relative to each light setting 2704. In this
embodiment, scanner application 204 can calculate maximum sampling distance 3201 based on
each light setting 2704 selected. Based from the calculations made, scanner application 204 can
determine focal planes 3204 to use for each light setting 2704 selected. As an example shown in
Figure 40, blue light 3901 that has the highest frequency can have the shortest wavelength.
Thus, when illuminating region 3001 using blue light 3901, sampling distance 3202 between
each focal plane 3204 can be shorter. Furthermore, white light 3902 having a lower frequency
can have longer wavelength than blue light 3901. Therefore, when illuminating region 3001
using white light 3902, sampling distance 3202 between each focal plane 3204 can be longer.
Lastly, red light 3903 that has the lowest frequency can have the longest wavelength. As such,
when red light 3903 is used in illuminating region 3001, sampling distance 3202 between each
focal plane 3204 can be longest compared to other two light settings 2704. One of the
advantages in using this embodiment is that it minimizes or eliminates oversampling. However,
in this embodiment, there can be small variations in focus when a user viewing a specific region

in specimen 112 switches from one light setting 2704 to another.

[00142] Figure 41 illustrates an exemplary method for scanning specimen 112 using multi-

dimensional scanning. In a preferred method, a lens setting 2701 can be selected. Next,
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reflective and/or transmitted light to use on specimen 112 can be chosen. Then, specimen 112
can be divided into regions 3001 based on the lens setting 2701 selected. Based on
characteristics of the light, maximum sampling distance (Azmax) 3201 can be calculated. In one
embodiment, sampling distance 3202 less than or equal to maximum sampling distance 3201 can
then be chosen. For region 3001, images can be captured at each focal plane 3204 from
minimum depth 3801 to maximum depth 3106 using each light setting 2704 selected. This
process can be repeated for each region 3001 of entire specimen 112. Then, images from regions
3001 of the same light setting2704 and focal plane 3204 can be stitched together into one or

more multi-dimensional scans 3802.

[00143] Figure 42 illustrates another exemplary method for scanning specimen 112 at each focal
plane 3204 using multi-dimensional scanning. In a preferred method, lens setting 2701 can be
selected. Next, light settings 2704 to use on specimen 112 can be chosen. Then, specimen 112
can be divided into regions 3001 based on lens setting 2701 selected. Based on characteristics of
the light, maximum sampling distance 3201 can be calculated. In one embodiment, sampling
distance 3202 less than or equal to maximum sampling distance 3201 can then be chosen. Then,
minimum depth 3801 can be determined. Next, focal planes 3204 can be selected. For region
3001, images can be captured at each focal point 3601 from minimum depth 3801 to maximum
depth 3106 separated by sampling distance 3202. This process can be repeated for each light
setting 2704. The above-mentioned steps can be repeated for each region 3001 remaining.
Then, regions 3001 of the same light setting 2704 and focal plane 3204 can be stitched together

into multi-dimensional scans 3802.
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[00144] Figure 43 illustrates a pyramidal data structure 4300. In one embodiment, pyramidal
data structure 4300 can be a multi-modal and/or multidimensional pyramidal data structure 4300.
In general, tiling divides an image into a plurality of sub-images. Such division allows easier
buffering of the image data in memory, and quicker random access of the image data. Pyramidal
tiling involves creating a set of low-pass, band-pass or otherwise lower resolution copies of an
image. Then each of those copies is divided into one or more tiles 4302. One example of a data
structure that uses Pyramidal tiling is the JPEG Tiled Image Pyramid (JTIP). A JTIP image
stores a plurality of successive layers 4301 of the same image at different resolutions. Each layer
4301 is tiled, and as the resolution of a layer improves relative to a previous layer, the number of
tiles increases. As described in this disclosure, a plurality of focus-stacked scans 3206 and/or
multi-dimensional scans 3802 can be stored in pyramidal data structure using a novel pyramidal-
tiling technique. Tile 4302 can comprise one or more modes 4303. In one embodiment, modes
can relate to light settings 2704. Each mode 4303 can comprise one or more sub-images 4304.
In one embodiment, sub-images 4304 can be sequential sub-images of multi-dimensional scans

3802.

[00145] Figure 44 illustrates one embodiment of multi-modal pyramidal data structure 4300. In
a first exemplary embodiment, pyramidal data structure 4300 can be multi-modal, and comprise
a plurality of focus-stacked scans 3206. In such embodiment, tiles 4302 can comprise a plurality
of modes 4303. Modes 4303 within each tile 4302 can comprise sub-image 4304. As an
example, sub-image 4304a within mode 4303a can be a portion of focus-stacked scan 3206 of

specimen 112 in blue light, sub-image 4304b within mode 4303b can be a portion of focus-
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stacked scan 3206 of specimen 112 in white light, and sub-image 4304c within mode 4303¢ can
be a portion of focus-stacked scan 3206 of specimen 112 in red light. Furthermore, sub-image
4304a, sub-image 4304b, and sub-image 4304c can be images of the same sub-portion of

specimen 112.

[00146] Figure 45 illustrates one embodiment of multi-dimensional pyramidal data structure
4300. In a second exemplary embodiment, pyramidal data structure 4300 can be multi-
dimensional, and comprise multi-dimensional scan 3802. In such embodiment, tile 4302 can
comprise one mode 4303. Mode 4303 can comprise a sequence of sub-images 4304 of a multi-
dimensional scan. Each sub-image can be of the same sub-portions of specimen 112, but

focused on a different focal plane 3204.

[00147] Figure 46 illustrates one embodiment of multi-modal multi-dimensional pyramidal data
structure 4300. In a third exemplary embodiment, pyramidal data structure 4300 can be multi-
modal and multi-dimensional, comprising a plurality of multi-dimensional scans 3802. In such
embodiment, tile 4302 can comprise multiple modes 4303, each comprising a sequence of sub-
images 4304 from a multidimensional scan. In one embodiment, each mode 4303 can have the
same number of sub-images 4304. For example, mode 4303a may have been sampled in blue
light, mode 4303b in white light, and mode 4303c in red light. In such embodiment, scanner
application 204 may have scanned all three modes 4303 using sampling distance 3202 related to
blue light. In another embodiment, modes 4303 within tile 4302 can have varying numbers of

sub-images 4304. This may occur when scanner application 204 scanned different modes 4303
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using different sampling distances 3202 related to the light settings 2704 in the particular mode

4303.

[00148] Figure 47 illustrates another embodiment of multi-modal multi-dimensional pyramidal
data structure 4300. In a fourth exemplary embodiment, pyramidal data structure 4300 can be
multi-modal and multi-dimensional, comprising focus-stacked scan 3206 within first mode
4303a, and multi-dimensional scans 3802 within second mode 4303b. In such embodiment, tile
4302 can comprise sub-image 4304 from focus-stacked scan 3206 and a sequence of sub-images

4304 from multi-dimensional scans 3802.

[00149] Figure 48 illustrates a pyramidal file structure 4800 capable of enclosing pyramidal data
structure 4300 having one or more modes 4303, and/or a plurality of dimensions (sub-images
4304 within one or more modes 4303). Pyramidal file structure 4800 can comprise a body 4801
and a header 4802. Body 4801 can comprise pyramidal data structure 4300. Header 4802 can
define pyramidal data structure 4300 with a layer plan 4803, a tile plan 4804, a mode plan 4805,
and/or a dimension plan 4806. Layer plan 4803 can instruct the number of layers within
pyramidal data structure 4300. In one embodiment, the number indicated on layer plan 4803 can
be predetermined. In another embodiment, a user can set the number of layers when creating
pyramidal file structure 4800. In one embodiment, one or more modes 4303 can be single-layer
focus-stacked scan 3206. In another embodiment, each mode 4303 can be scanned differently.
As such, one mode 4303 can be single-layer focus-stacked scan 3206 while other modes 4303

within tile 4302 can be multi-dimensional scans 3802. In one embodiment, dimension plan 4806
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can have uniform dimensions resulting in the same number of sub-images 4304 for each mode
4303, as shown in header 4802 of Figure 48. In another embodiment, dimension plan 4806 can
have different dimensions for each scan, resulting in each mode 4303 having a different number
of sub-images 4304. In one embodiment, header 4802 can comprise spacing information, such
as sampling distance (Az) 3202 between focal planes 3204 within mode 4303. In another
embodiment, XYZ data can be stored in sub-image 4304, along with other settings such as lens
setting 2701, light settings 2704, and/or camera settings. Pyramidal file structure 4800 can be
compressed. In one embodiment, pyramidal file structure 4800 can be compressed using wavelet

compression.

[00150] Figure 49 illustrates a viewer application allowing user to view scans of specimen 112
within pyramidal data structure 4300. In one embodiment, computer application 609 can be a
viewer application. In another embodiment, server application 604 and/or scanner application
204 can be a viewer application that computer application 609 accesses. Remote access can be
in computer data store 610. In one embodiment, viewer application can comprise a magnifier
4901, a panning cursor 4902, a focus controller 4903, and a mode selection 4904. Viewer
application can read header 4802 to determine what options are available to user to control the
viewing of pyramidal data structure 4300. Magnifier 4901 can allow user to zoom in and zoom
out the image of specimen 112 on display 302. Panning cursor 4902 can allow user to move scan
of specimen 112. Focus controller 4903 can allow user to view sub-images 4304 at specific

focal planes 3204 of specimen 112 if pyramidal data structure 4300 is multi-dimensional. Mode
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selection 4904 can allow user to select mode 4303 to view specimen 112 in if pyramidal data

structure 4300 is multi-modal.

[00151] Figure SOA-D are a sequence of figures that illustrates magnification of specimen 112
viewing pyramidal data structure 4300. The user can control the magnification of specimen 112

using magnifier 4901.

[00152] Figure 50A illustrates entire specimen 112 being viewed. Using the pyramidal data
structure 4300 shown in Figure 43, top-most layer 4301 having the lowest level of resolution
relative to the layers, can be displayed. At this level, image data of entire specimen 112 can be

retrieved from a single tile 4302 in one embodiment.

[00153] Figure SOB illustrates specimen 112 being magnified by adjusting magnifier 4901. As
specimen 112 is magnified, smaller tile 4302 with higher image resolution can be retrieved. To
keep continuity with focus, sub-image 4304 can be chosen such that focal plane 3204 remains

constant between old and new sub-images 4304.

[00154] Figure 50C illustrates specimen 112 being magnified by further adjusting magnifier
4901. One advantage scanner 100 has over traditional microscopes is that magnification within
viewer application can be continuous, while under a traditional microscope, magnification is

discrete and governed by available lenses.

[00155] Figure 50D illustrates specimen 112 being completely magnified by further adjusting

magnifier 4901 to its maximum position. In one embodiment, when user zooms in all the way,
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sub-image 4304 on display 302 is a portion of stitched image at its highest resolution. Such sub-

image 4304 can come from tile 4302 at the bottom layer 4301 of pyramidal data structure 4300.

[00156] Figure 51 illustrates how image data can be transferred from a local access 5101 to a
remote access 5102. Specimen 112 can be transferred from local access 5101 to remote access
5102 through network 502 to be viewed on display 302 using a viewer application. In one
embodiment, local access 5101 can be in server data store 605. In another embodiment, local
access 5101 can be in scanner data store 205 Each tile 4302 of pyramidal data structure 4300 can
be stored within local access 5101. Tiles 4302 within local access 5101 can be accessed, viewed,

and stored within remote access 5102.

[00157] As an example scenario, a user at remote access 5102 can initially choose to view entire
specimen 112 on display 302. In such scenario, remote access 5102 can communicate with local
access 5101 to view image data of entire specimen 112. Server 501 can then choose the
appropriate layer 4301 and tile 4302 to transfer based on the user’s selected area and/or level of
magnification. Since the user chooses to view entire specimen 112, the top-most layer 4301
having single tile 4302 in this embodiment can be transferred and stored within remote access

5102, as shown in figure 51.

[00158] Figure 52 illustrates magnifying a selected area of specimen 112 on remote access 5102.
The user at remote access 5102 can choose to zoom in and/or zoom out of the screen in order to
select a specific area of interest on specimen 112. As a user controls the magnification of the

screen, server 501 can select the appropriate layer 4301 and tiles 4302 that corresponds to the
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selected view of the user. In this case, as the user selects to magnify the specific area of interest,
a portion of the next layer 4301 from local access 5101 can be retrieved by remote access 5102.
To do so, one or more tiles 4302 corresponding to the specific area selected by the user can be

transferred to remote access 5102.

[00159] Figure 53 illustrates fully magnifying a selected area from remote access 5102. The
user can choose to fully zoom in into a specific area that is within the previously displayed image
of specimen 112. Based from the selected area of the user, server 501 can choose the appropriate
layer 4301 and tile 4302 from local access 5101. Server 501 can select tiles 4302 from the last

layer 4301 to transfer to remote access 5102.

[00160] Figure 54 illustrates selecting a different area to view from remote access 5102. The
user can choose to select other areas to view from remote access 5102. As server 501 transfers a
specific tile 4302 and layer 4301 to remote access 5102, that specific tile 4302 from layer 4301
can also be stored within remote access 5102. In Figure 54, the user chooses to view an area that
is adjacent to the previously selected area. In this case, as user moves to adjacent area, tile 4302

that is adjacent to the previously tile 4302 can be transferred and stored to remote access 5102.

[00161] Figure SSA-D illustrates adjusting focus controller 4903 and mode selection 4904 in
multi-modal multi-dimensional pyramidal data structure 4300 on display 302. One purpose of
pyramidal data structure 4300 is to, when viewed, imitate viewing specimen 112 under a
microscope. To that end, many controls in viewer application are similar to controls on a

microscope. Just as a user of a microscope can adjust the focus when viewing a specimen, so too
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can a user view different focal planes 3204 when pyramidal data structure 4300 comprises multi-
dimensional scans 3802 of specimen 112. Further, just as a user of a microscope can change
light settings 2704, so too can a user view specimen 112 under light conditions if such light

conditions are captured in various modes 4303 of multi-modal pyramidal data structure 4300.

[00162] Figure SSA illustrates viewer application viewing sub-image 4304 focused on focal
plane 3204 near region peak 3105. Areas of specimen 112 near regional peak 3105 will show up
as in-focus areas 5501, wherein areas below regional peak 3105 will be out-of-focus areas 5502.
To adjust focus, user can use focus controller 4903 to cycle through sub-images 4304 of mode

4303, each captured at different, consecutive focal planes 3204.

[00163] Figure 55B illustrates a viewer application viewing sub-image 4304 focused on focal
plane 3204 between regional peak 3105 and maximum depth 3106. Areas of specimen 112 near
such focal plane 3204 will show up as in-focus areas 5501, wherein areas above and below such
focal plane 3204 will be out-of-focus areas 5502. To further adjust focus, user can use focus

controller 4903 to further cycle through sub-images 4304.

[00164] Figure 55C illustrates a viewer application viewing sub-image 4304 focused on focal
plane 3204 near maximum depth 3106. Areas of specimen 112 near maximum depth 3106 will
show up as in-focus areas 5501, wherein areas above maximum depth 3106 will be out-of-focus

areas 5502.

[00165] Figure 55D illustrates a viewer application switching modes 4303 using mode selection

4904 when viewing multi-modal multi-dimensional pyramidal file structure 4800 on display 302.
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In microscopy, sometimes viewing specimen 112 in particular light settings 2704, such viewing
yields information that may not be visible in other light settings 2704. When switching modes
4303, sub-image 4304 from the new mode 4303 replaces sub-image 4304 from the old mode
4303. In a preferred embodiment, both sub-images 4304 are from a common tile 4202 and on a
common focal plane 3204. In doing so, the effect for user is that specimen 112 on display 302
stays the same, but it appears to be affected only by differences in mode 4303, such as going

from white light to blue light, as shown in Figure 55D.

[00166] A number of software components can be stored in scanner memory 202, server
memory 602, and computer memory 607 and can be executable by scanner processor 201, server
processor 601, and computer processor 606. In this respect, the term "executable" means a
program file that is in a form that can ultimately be run by scanner processor 201, server
processor 601, and computer processor 606. Examples of executable programs can be, for
example, a compiled program that can be translated into machine code in a format that can be
loaded into a random access portion of scanner memory 202, server memory 602, and computer
memory 607, and run by scanner processor 201, server processor 601, and computer processor
606, source code that can be expressed in proper format such as object code that is capable of
being loaded into a random access portion of scanner memory 202, server memory 602, and
computer memory 607 and executed by scanner processor 201, server processor 601, and
computer processor 606, or source code that can be interpreted by another executable program to
generate instructions in a random access portion of scanner memory 202 to be executed by

scanner processor 201, server processor 601, and computer processor 606, etc. An executable
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program can be stored in any portion or component of scanner memory 202, server memory 602,
and computer memory 607 including, for example, random access memory (RAM), read-only
memory (ROM), hard drive, solid-state drive, USB flash drive, memory card, optical disc such
as compact disc (CD) or digital versatile disc (DVD), floppy disk, magnetic tape, or other

memory components.

[00167] Scanner memory 202, server memory 602, and computer memory 607 is defined herein
as including both volatile and nonvolatile memory and data storage components. Volatile
components are those that do not retain data values upon loss of power. Nonvolatile components
are those that retain data upon a loss of power. Thus, scanner memory 202, server memory 602,
and computer memory 607 can comprise, for example, random access memory (RAM), read-
only memory (ROM), hard disk drives, solid-state drives, USB flash drives, memory cards
accessed via a memory card reader, floppy disks accessed via an associated floppy disk drive,
optical discs accessed via an optical disc drive, magnetic tapes accessed via an appropriate tape
drive, and/or other memory components, or a combination of any two or more of these memory
components. In addition, the RAM can comprise, for example, static random access memory
(SRAM), dynamic random access memory (DRAM), or magnetic random access memory
(MRAM) and other such devices. The ROM can comprise, for example, a programmable read-
only memory (PROM), an erasable programmable read-only memory (EPROM), an electrically

erasable programmable read-only memory (EEPROM), or other like memory device.
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[00168] Also, , server processor 601, and computer processor 606 can represent multiple , server
processor 601, and computer processor 606 and scanner memory 202, server memory 602, and
computer memory 607 can represent multiple scanner memory 202, multiple server memory 602,
and multiple computer memory 607 that operate in parallel processing circuits, respectively. In
such a case, first local interface 203, a second local interface 603, and a third local interface 608
can be an appropriate network, including network 502 that facilitates communication between
any two of the multiple scanner processor 201, server processor 601, and computer processor
606, between any scanner processor 201, server processor 601, and computer processor 606, and
any of the scanner memory 202, server memory 602, and computer memory 607, or between any
two of the scanner memory 202, any two of the server memory 602, and any two of the computer
memory 607, etc. First local interface 203, second local interface 603, and third local interface
608 can comprise additional systems designed to coordinate this communication, including, for
example, performing load balancing. Scanner processor 201, server processor 601, and computer

processor 606 can be of electrical or of some other available construction.

[00169] Although scanner application 204, server application 604, and computer application
609, and other various systems described herein can be embodied in software or code executed
by general purpose hardware as discussed above, as an alternative the same can also be
embodied in dedicated hardware or a combination of software/general purpose hardware and
dedicated hardware. If embodied in dedicated hardware, each can be implemented as a circuit or
state machine that employs any one of or a combination of a number of technologies. These

technologies can include, but are not limited to, discrete logic circuits having logic gates for
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implementing various logic functions upon an application of one or more data signals,
application specific integrated circuits having appropriate logic gates, or other components, etc.
Such technologies are generally well known by those skilled in the art and, consequently, are not

described in detail herein.

[00170] The flowcharts of Figure 26, 34, 35, 37, 41 and 42 show the functionality and operation
of an implementation of portions of scanner application 204. If embodied in software, each
block can represent a module, segment, or portion of code that comprises program instructions to
implement the specified logical function(s). The program instructions can be embodied in the
form of source code that comprises human-readable statements written in a programming
language or machine code that comprises numerical instructions recognizable by a suitable
execution system such as scanner processor 201, server processor 601, and computer processor
606 in a computer system or other system. The machine code can be converted from the source
code, etc. If embodied in hardware, each block can represent a circuit or a number of

interconnected circuits to implement the specified logical function(s).

[00171] Although the flowcharts of Figure 26, 34, 35, 37, 41 and 42 show a specific order of
execution, it is understood that the order of execution can differ from that which is depicted. For
example, the order of execution of two or more blocks can be scrambled relative to the order
shown. Also, two or more blocks shown in succession in Figure 26, 34, 35, 37, 41 and 42 can be
executed concurrently or with partial concurrence. In addition, any number of counters, state

variables, warning semaphores, or messages might be added to the logical flow described herein,
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for purposes of enhanced utility, accounting, performance measurement, or providing
troubleshooting aids, etc. It is understood that all such variations are within the scope of the

present disclosure.

[00172] Also, any logic or application described herein, including scanner application 204,
server application 602, and computer application 609, that comprises software or code can be
embodied in any computer-readable storage medium for use by or in connection with an
instruction execution system such as, for example, scanner processor 201, server processor 601,
and computer processor 606 in a computer system or other system. In this sense, the logic can
comprise, for example, statements including instructions and declarations that can be fetched

from the computer-readable storage medium and executed by the instruction execution system.

[00173] In the context of the present disclosure, a "computer-readable storage medium" can be
any medium that can contain, store, or maintain the logic or application described herein for use
by or in connection with the instruction execution system. The computer-readable storage
medium can comprise any one of many physical media such as, for example, electronic,
magnetic, optical, electromagnetic, infrared, or semiconductor media. More specific examples of
a suitable computer-readable storage medium would include, but are not limited to, magnetic
tapes, magnetic floppy diskettes, magnetic hard drives, memory cards, solid-state drives, USB
flash drives, or optical discs. Also, the computer-readable storage medium can be a random
access memory (RAM) including, for example, static random access memory (SRAM) and

dynamic random access memory (DRAM), or magnetic random access memory (MRAM). In
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addition, the computer-readable storage medium can be a read-only memory (ROM), a
programmable read-only memory (PROM), an erasable programmable read-only memory
(EPROM), an electrically erasable programmable read-only memory (EEPROM), or other type

of memory device.

[00174] It should be emphasized that the above-described embodiments of the present disclosure
are merely possible examples of implementations set forth for a clear understanding of the
principles of the disclosure. Many variations and modifications can be made to the above-
described embodiment(s) without departing substantially from the spirit and principles of the
disclosure. All such modifications and variations are intended to be included herein within the

scope of this disclosure and protected by the following claims.

[00175] Various changes in the details of the illustrated operational methods are possible
without departing from the scope of the following claims. Some embodiments may combine the
activities described herein as being separate steps. Similarly, one or more of the described steps
may be omitted, depending upon the specific operational environment the method is being
implemented in. It is to be understood that the above description is intended to be illustrative,
and not restrictive. For example, the above-described embodiments may be used in combination
with each other. Many other embodiments will be apparent to those of skill in the art upon
reviewing the above description. The scope of the invention should, therefore, be determined

with reference to the appended claims, along with the full scope of equivalents to which such
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claims are entitled. In the appended claims, the terms “including” and “in which” are used as the

plain-English equivalents of the respective terms “comprising” and “wherein.”
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1.

Claims

A method for controlling a specimen scanner remotely comprising the steps
communicating with a specimen scanner to a network, said specimen
scanner comprising a stage, a camera pointed at said stage, one or
more lenses, and one or more light sources directed at said stage;
providing a graphical user interface to a computer connected to a
network, said graphical user interface operable to control said stage,
choose a lens of said one or more lenses, and adjust said one or more
light sources;
receiving instructions from a remote computer; and
controlling said specimen scanner based on said instructions.

The method of claim 1 further comprising the step of transmitting to said

remote computer real-time image data from said camera.

The method of claim 2 wherein said instructions comprise a lens setting that

chooses a lens from said one or more lenses.

The method of claim 2 wherein said instructions comprise a light setting that

adjusts said one or more light sources.

The method of claim 4 wherein said one or more light sources comprises a

reflective light source.

The method of claim 5 wherein said light setting adjusts a color of said

reflective light source.

The method of claim 4 wherein said one or more light sources comprises a

transmitted light source.

The method of claim 2 wherein said instructions comprise the step of

adjusting focus using a focus control of said graphical user interface, wherein

adjusting said focus control results in moving said stage along a z-axis.

The method of claim 2 wherein said instructions comprise the step of

adjusting focus using a focus control of said graphical user interface, wherein

adjusting said focus control results in moving said camera along a z-axis.
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10.  The method of claim 2 wherein said instructions comprise a panning
instruction that results in said stage moving along an x-axis and a y-axis.

11.  The method of claim 1 wherein said instructions is to create one or more
scans using said specimen scanner.

12. The method of claim 11 wherein said one or more scans comprise a focus-
stacked scan.

13.  The method of claim 11 wherein said one or more scans comprise a multi-
dimensional scan.

14.  The method of claim 11 wherein said one or more scans comprise a focus-
stacked scan and a multi-dimensional scan.

15.  The method of claim 11 wherein said scan is of a petrographic specimen.

16.  The method of claim 11 comprising the step of transmitting to said remote
computer a file structure comprising at least a portion of said one or more
scans.

17. A system for controlling a specimen scanner remotely comprising

a server memory comprising

a server application, and
a server data store; and

a server processor that at the direction of said server application
communicates with a specimen scanner over a network, said specimen
scanner comprising a camera, a stage, one or more lenses, and one or more
light sources;

provides a graphical user interface to a remote computer connected to said network,
said graphical user interface operable to control said camera, choose one of
said lenses, and adjust said light sources; and

receives instructions from said remote computer; and

controls said specimen scanner based on said instructions.

18.  The system of claim 17 wherein said camera is capable of capturing a real-
time image data of a specimen.

19.  The system of claim 17 wherein said light source comprises a reflective light

source.
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20.  The system of claim 17 wherein said light source comprises a transmitted
light source.

21.  The system of claim 18 wherein said real-time image data is a video.

22.  The system of claim 18 wherein said real-time image data is an image.

23. A computer readable storage medium that stores a computer readable
program code, wherein the computer readable program code is adapted to
be executed to

communicate with a specimen scanner to a network, said specimen scanner
comprising a camera, a stage, one or more lenses, and one or more light
sources;

provide a graphical user interface to a computer connected to a network, said
graphical user interface operable to control said camera, choose said one or
more lenses, and adjust said one or more light sources;

receive instructions from a remote computer; and

control said specimen scanner based on said instructions.

24. A method for scanning a specimen into a focus-stacked scan comprising

illuminating a specimen with a light, said specimen comprising a topography, the
depths of said topography variable along a z-axis;

dividing said specimen into a plurality of regions, each of said regions comprising a
regional peak in said topography;

sampling each of said regions at a plurality of focal planes orthogonal to said z-axis
by capturing, at each focal plane, an image of said region, said image focused
on said focal plane,

focus-stacking, for each said region said images within said region, into a focus-
stacked image; and

stitching together said focus-stacked images into a focus-stacked scan.

25.  The method of claim 24 comprising calculating a maximum sampling
distance (Azmax) based at least in part on a characteristic of said light,

wherein each of said focal planes is separated from each adjacent focal plane
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26.
27.

28.

29.

30.

31.

32.

33.

by a sampling distance (Az) less than or equal to said maximum sampling
distance.

The method of claim 25 wherein said characteristic is a frequency.

The method of claim 24 further comprising the step of determining within
each of said regions a regional peak position along said z-axis of each of said
regional peaks, using an interferometer.

The method of claim 27 wherein said plurality of focal planes extends
substantially from said regional peak position to a maximum depth.

The method of claim 28 comprising calculating a maximum sampling
distance (Azmax) based at least in part on a characteristics of said light,
wherein each of said focal planes is separated from each adjacent focal plane
by a sampling distance (Az) less than or equal to said maximum sampling
distance.

The method of claim 24 comprising the steps of

choosing a plurality of said regions;

determining within each of said plurality of said regions a regional peak
position along said z-axis of said regional peak, using an interferometer; and
estimating by numerical methods within each of said remaining regions said
regional peak position along said z-axis of said regional peak, said numerical
methods using said regional peak positions within said plurality of said
regions to estimate regional peak positions of said remaining regions.

The method of claim 30 wherein choosing said plurality of said regions is
performed manually.

The method of claim 30 wherein choosing said plurality of said regions is
performed automatically.

The method of claim 30 comprising calculating a maximum sampling
distance (Azmax) based at least in part on a characteristic of said light,
wherein each of said focal planes is separated from each adjacent focal plane
by a sampling distance (Az) less than or equal to said maximum sampling

distance.
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34.

35.

36.

37.

38.
39.

The method of claim 30 wherein said numerical methods comprise
triangulation.

The method of claim 24 further comprising the steps

illuminating said specimen with a second light,

sampling each of said regions at a second plurality of second focal planes
orthogonal to said z-axis by capturing, at each second focal plane, a second
image of said region, said second image focused on said second focal plane,
and

stitching together said second images focused on a common second focal
plane into a second focus-stacked scan.

The method of claim 35 comprising the step calculating a second maximum
sampling distance (Azmax) based at least in part on a second characteristic of
said second light, wherein each of said second focal planes is separated from
each adjacent second focal plane by a second sampling distance (Az) less
than or equal to said second maximum sampling distance.

The method of claim 24 further comprising the steps

illuminating said specimen with a second light,

sampling each of said regions at said plurality of focal planes orthogonal to
said z-axis by capturing, at each said focal plane, a second image of said
region, said second image focused on said second focal plane, and

stitching together said second images focused on said common focal plane
into a second focus-stacked scan.

The method of claim 24 wherein said specimen is a petrographic sample.

A specimen scanner comprising

a camera;

a stage capable of supporting a specimen;

a light source capable of illuminating said specimen;

a scanner processor; and

a scanner memory comprising a scanner application, wherein said scanner
application directs said scanner processor to

direct said light source to illuminate said specimen with a light, said
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specimen comprising a topography, the depths of said topography
variable along a z-axis;
divide said specimen into a plurality of regions, each of said regions
comprising a regional peak in said topography;
sample each of said regions at a plurality of focal planes orthogonal to
said z-axis by capturing with said camera, at each focal plane, an
image of said region, said image focused on said focal plane;
focus-stacks, for each said region said images within said region, into
a focus-stacked image; and
stitch together said focus-stacked images
40.  The specimen scanner of claim 39 wherein said stage is capable of moving
said specimen along three axes.
41.  The specimen scanner of claim 39 wherein said light source comprises a
reflective light source.
42. A method for scanning a specimen comprising the steps
aiming a camera at a plurality of regions of a specimen, one region at a time;
illuminating said specimen with one or more lights;
capturing at each of said regions for each of said lights, at a plurality of focal planes
for each focal plane, an image of said region, said image focused on said focal plane;
focus-stacking, for each said region said images captured with a common light of
said one or more lights, within said region, into a focus-stacked image; and
stitching together said focus-stacked images captured with said common light.
43.  The method of claim 42 wherein aiming said camera comprises adjusting a
stage that supports said specimen.
44.  The method of claim 42 wherein aiming said camera comprises moving said
camera.
45.  The method of claim 42 comprising the additional step of changing said focal
planes by adjusting the position of a stage.
46. A method for scanning a specimen to create a multi-dimensional scan

comprising
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47,

48.
49,

50.

51.

52.

53.

illuminating a specimen with a light, said specimen comprising a topography,
the depths of said topography variable along a z-axis;

dividing said specimen into a plurality of regions, each of said regions
comprising a minimum depth and a maximum depth, said topography
between said minimum depth and said maximum depth;

sampling each of said regions at a plurality of focal planes orthogonal to said
z-axis by capturing, at each focal plane, an image of said region, said image
focused on said focal plane, and

stitching together said images into a dimensional image for each of said focal
planes.

The method of claim 46 comprising calculating a maximum sampling
distance (Azmax) based at least in part on a characteristic of said light,
wherein each of said focal planes is separated from each adjacent focal plane
by a sampling distance (Az) less than or equal to said maximum sampling
distance.

The method of claim 47 wherein said characteristic is a frequency.

The method of claim 46 further comprising the step of determining said
minimum depth using an interferometer.

The method of claim 49 wherein said plurality of focal planes extends
substantially from said minimum depth position to said maximum depth.
The method of claim 50 comprising calculating a maximum sampling
distance (Azmax) based at least in part on a characteristics of said light,
wherein each of said focal planes is separated from each adjacent focal plane
by a sampling distance (Az) less than or equal to said maximum sampling
distance.

The method of claim 46 comprising the step of combining said dimensional
images within into a multi-dimensional scan.

The method of claim 46 further comprising the steps

illuminating said specimen with a second light,
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54.

55.

56.
57.

58.

59.

sampling each of said regions at said plurality of focal planes orthogonal to
said z-axis by capturing, at each said focal plane, a second image of said
region, said second image focused on said second focal plane, and
stitching together said second images focused on a second common focal
plane.
The method of claim 46 wherein said specimen comprises a petrographic
sample.
The method of claim 46 comprising the step of storing said dimensional
images together in a data structure.
The method of claim 55 wherein said data structure is a tiled data structure.
The method of claim 55 wherein said data structure is a pyramidal data
structure.
The method of claim 53 wherein said plurality of said second focal planes
match said plurality of said first focal planes.
A specimen scanner comprising
a camera;
a stage capable of supporting a specimen;
a light source capable of illuminating said specimen;
a scanner processor; and
a scanner memory comprising a scanner application, wherein said scanner
application directs said scanner processor to
illuminate said specimen with a light, said specimen comprising a
topography, the depths of said topography variable along a z-axis;
divide said specimen into a plurality of regions, each of said regions
comprising a minimum depth and a maximum depth, said topography
between said minimum depth and said maximum depth;
sample each of said regions at a plurality of focal planes orthogonal to
said z-axis by capturing, at each focal plane, an image of said region,
said image focused on said focal plane, and
stitch together said images into a dimensional image for each of said

focus planes.
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60.  The specimen scanner of claim 59 wherein said stage is capable of moving
said specimen along an x-axis, a y-axis, and said z-axis.
61.  The specimen scanner of claim 59 wherein said light source is a reflective
light source.
62.  The specimen scanner of claim 59 wherein said scanner application
calculates a maximum sampling distance (Azmax) based at leastin part on a
characteristic of said light, wherein each of said focal planes is separated from each
adjacent focal plane by a sampling distance (Az) less than or equal to said maximum
sampling distance.
63. A method for scanning a specimen comprising the steps
aiming a camera at a plurality of regions of a specimen, one region at a time;
illuminating said specimen with one or more lights;
capturing at each of said regions for each of said lights, at a plurality of focal planes
for each focal plane, an image of said region, said image focused on said focal plane,
and
stitching together said images focused on a common focal plane and captured with a
common light setting.
64. The method of claim 63 wherein aiming said camera comprises adjusting a
stage that supports said specimen.
65. The method of claim 63 wherein aiming said camera comprises moving said
camera.
66. The method of claim 63 comprising the additional step of changing said focal
planes by adjusting the position of a stage.
67. Animproved pyramidal file structure comprising
a pyramidal data structure comprising a plurality of layers, said layers each
divided into tiles, each of said tiles capable of comprising a plurality of
images; and
a header that defines a layer plan, a tile plan, and an image plan, of said file
data structure.
68.  The pyramidal file structure of claim 67 wherein said tiles each comprise a

plurality of modes, a first mode of said plurality of modes comprising a first
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69.

70.

71.

72.

73.

74.

75.

76.

77.

image of said plurality of images, and a second mode of said plurality of
modes comprising a second image of said plurality of images.

The pyramidal file structure of claim 67 wherein said first image can be of a
specimen in a first condition, further wherein said second image can be of
said specimen in a second condition.

The pyramidal file structure of claim 70 wherein said specimen is a
petrographic sample.

The pyramidal file structure of claim 70 wherein said first condition can be a
first light setting, further wherein said second condition can be a second light
setting.

The pyramidal file structure of claim 68 wherein said first images together
comprise a first focus-stacked image.

The pyramidal file structure of claim 72 wherein said second images together
comprise a second focus-stacked image.

The pyramidal file structure of claim 67 wherein said tiles each comprise a
mode, said plurality of images within said modes of said tiles, wherein said
plurality of images together comprise a multi-dimensional scan of a specimen.
The pyramidal file structure of claim 67 wherein said pyramidal data
structure is compressed using a wavelet compression.

A method of storing a scan within a pyramidal file structure comprising
defining in a header of a pyramidal file structure a pyramidal data structure,
said header defining a layer plan, a tile plan, and an image plan; and

storing in each tile of said pyramidal data structure of said pyramidal file
structure a plurality of images, said pyramidal data structure comprising a
plurality of layers, each of said layers comprising one or more of said tiles.
The method of claim 76 wherein said tiles each comprise a plurality of modes,
a first mode of said plurality of modes comprising a first image of said
plurality of images, and a second mode of said plurality of modes comprising

a second image of said plurality of images.

69



WO 2018/056959 PCT/US2016/052723

78.

79.

80.

81.

82.

83.

84.

85.

86.

The method of claim 76 wherein wherein said first image can be of a
specimen in a first condition, further wherein said second image can be of
said specimen in a second condition.

The method of claim 78 wherein said specimen is a petrographic sample.
The method of claim 78 wherein said first condition can be a first lighting,
further wherein said second condition can be a second lighting.

The method of claim 77 wherein said first images together comprise a first
focus-stacked image.

The method of claim 81 wherein said second images together comprise a
second focus-stacked image.

The method of claim 76 wherein said tiles each comprise a mode, said
plurality of images within said modes of said tiles, wherein said plurality of
images together comprise a multi-dimensional scan of a specimen.

The method of claim 76 further comprising the step of compressing said
pyramidal data structure using wavelet compression.

A method of receiving a pyramidal file structure comprising

transmitting a header of a pyramidal file structure, said header defining a
layer plan, a tile plan, and an image plan, of a file data structure of said
pyramidal file structure;

building said pyramidal data structure based on said layer plan, tile plan, and
said image plan; and

transmitting one or more tiles to store within said pyramidal data structure,
each of said one or more tiles comprising a plurality of images.

The method of claim 85 comprising, before transmitting said one or more

tiles, the step of receiving a request for said one or more tiles.
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INTERNATIONAL SEARCH REPORT International application No.

PCT/US 16/52723

Box No. II Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. D Claims Nos.:

because they relate to subject matter not required to be searched by this Authority, namely:

2, D Claims Nos.:

because they relate to parts of the international application that do not comply with the prescribed requirements to such an
extent that no meaningful international search can be carried out, specifically:

3. D Claims Nos.:

because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

Box No. III  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found muitiple inventions in this international application, as follows:

--PLEASE SEE EXTRA SHEET--

1. I___I As all required additional search fees were timely paid by the applicant, this international search report covers all searchable
claims.

2. D As all searchable claims could be searched without effort justifying additional fees, this Authority did not invite payment of
additional fees.

3. D As only some of the required additional search fees were timely paid by the applicant, this international search report covers
only those claims for which fees were paid, specifically claims Nos.:

4. m No required additional search fees were timely paid by the applicant. Consequently, this international search report is

rezséricted to the invention first mentioned in the claims; it is covered by claims Nos.:
1-

Remark on Protest E] The additional search fees were accompanied by the applicant’s protest and, where applicable, the
payment of a protest fee.

D The additional search fees were accompanied by the applicant’s protest but the applicable protest
fee was not paid within the time limit specified in the invitation.

D No protest accompanied the payment of additional search fees.

Form PCT/ISA/210 (continuation of first sheet (2)) (January 2015)



INTERNATIONAL SEARCH REPORT

PCT/US2016/052723 13.03.2017

International application No.
PCT/US 16/52723

A. CLASSIFICATION OF SUBJECT MATTER
IPC(8) - G02B 21/00 (2017.01)
CPC - Go02B21/16

According to International Patent Classification (IPC) or to both national classification and IPC

B.  FIELDS SEARCHED

IPC(8): G02B 21/00 (2017.01)
CPC: G02B 21/16

Minimum documentation searched (classification system followed by classification symbols)

USPC: 348/46, 348/79; (keyword limited; terms below)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
IPC(8): G02B 21/00 (2017.01); CPC: G02B 21/16, G02B 21/12, G02B 21/008, G02B 21/0076, G02B 21/26, G02B 21/006, G028 21/365;

camera focus

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
PatBase; Google(Web); Search terms used: specimen scanner controlling remotely stage network lens light source choose adjust color

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.
X US 2013/0162802 A1 (Soenksen) 27 June 2013 (27.06.2013), entire document especially 1-14, 16-23

- abstract; Fig. 1, 5A; para [0017]-[0032), [0042)-{0048], [0059), [0070)-[0074] | «eeereemmecememcemenes

Y . 15

Y US 2016/0209372 A1 (Ziehl et al.) 21 July 2016 (21.07.2016), para [0057], [0108], [0119] 15

D Further documents are listed in the continuation of Box C.

[

* Special categories of cited documents:

“A” document defining the general state of the art which is not considered
to be of particular relevance

“E” earlier application or patent but published on or after the international
filing date

“L” document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

“Q" document referring to an oral disclosure, use, exhibition or other
means

“P” document published prior to the international filing date but later than

the priority datc claimed

“T” later document published after the international filing date or priority
date and not in conflict with the apﬁlicalion but cited to understand
the principle or theory underlying the invention

“X” document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

“Y” document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

“&” document member of the same patent family

Date of the actual completion of the international search

09 February 2017

Date of mailing of the international search report

13 MAR 2017

Name and mailing address of the ISA/US

Mail Stop PCT, Attn: ISA/US, Commissioner for Patents
P.O. Box 1450, Alexandria, Virginia 22313-1450

Facsimile No. 571-273-8300

Authorized officer:
Lee W. Young

PCT Helpdesk: §71-272-4300
PCT OSP: §71-272-7774

Form PCT/ISA/210 (second sheet) (January 2015)



PCT/US2016/052723 13.03.2017

INTERNATIONAL SEARCH REPORT International application No.

PCT/US 16/52723

Continuation of Box No. It Observations where unity of invention is lacking

This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. In order for all inventions to be examined, the appropriate additional examination fees must be paid.

Group I: claims 1-23 are drawn to remotely controlling a specimen scanner using instructions received from a computer and using a GUI
to choose a lens and adjust the light sources directed at a stage.

Group lI: claims 24-66 are drawn to dividing the illuminated specimen into a plurality regions, capturing the regions at different focal
planes using one or more lights, and stitching together focused-stacked images.

Group lIl: claims 67-86 are drawn to a pyramid file structure comprising multiple layers divided into tiles of images and a header for the a
pyramid file structure comprising a layer plan, a tile plan, and an image plan.

The inventions listed as Groups ! through |li do not relate to a single general inventive concept under PCT Rule 13.1 because under
PCT Rule 13.2 they lack the same or corresponding technical features for the following reasons:

Special Technical Features:
The special technical feature of Group | is remotely controlling a specimen scanner using instructions received from a computer and
using a GUI to choose a lens and adjust the light sources directed at a stage, not present in any other group.

The special technical feature of Group Il is dividing the illuminated specimen into a plurality regions, capturing the regions at different
focal planes using one or more lights, and stitching together focused-stacked images, not present in any other group.

The special technical feature of Group lll is a pyramid file structure comprising multiple layers divided into tiles of images and a header
for the a pyramid file structure comprising a layer plan, a tile plan, and an image plan, not present in any other group.

Common Technical Features:

-Groups | and |l share the technical feature of a specimen scanner; a stage capable of supporting a specimen; a camera; and a light
source capable of illuminating said specimen. However, these shared technical features does not represent a contribution over the prior
art:

US 2014/0125776 A1 (Damaskinos et al.) (hereinafter Damaskinos)

Damaskinos teaches a specimen scanner (e.g. a slide scanner for transmission imaging, para [0060}; para [0057]); a stage capable of
supporting a specimen (e.g. tissue specimen 100 (or other specimen to be imaged) is mounted on microscope slide 101 (or other
sample holder) on a scanning stage 105, para [0060]; para [0057]); a camera ( the array detector 410 is triggered to collect a series of
image frames of the tilted object plane 550 as it moves through the specimen, para [0060]; and a light source capable of illuminating
said specimen (e.g the specimen is illuminated from below by light source 110, para [0060]).

-Groups |, |1, and I share the technical feature of images. However, these shared technical features does not represent a contribution
over Damaskinos.

Damaskinos teaches images (e.g. real images of the specimen, para [0073]-[0075]).

-Groups Il and lil share the technical feature of dividing...into tiles/regions; plurality focal planes/layers; and images. However, these
shared technical features does not represent a contribution over Damaskinos.

Damaskinos teaches dividing...into tiles/regions (e.g. a 3D image of the entire specimen...a digital 3D image stack of one strip of the
specimen. Adjacent strips are then scanned, para [0057]; e.g. tiling, para [0006)-[0007]); plurality focal planes/layers (e.g. images are
stored in a computer (frame grabbers and the instrument computer are shown in FIG. 8) and finally assembled into a stack of three
image planes, para [0072]; e.g. object planes 1140 and 1141, para [00786); e.g. a three-layer digital image stack is produced by a single
sean, para [0079)); and images (e.g. real images of the specimen, para [0073]-[0075]).

Thus, Groups I-1ll do not share the same or corresponding special technical feature that would provide a unifying contribution over the
prior art. ’

Form PCT/ISA/210 (extra sheet) (January 2015)
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