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57 ABSTRACT 

An exemplary 18 MBit memory array includes four banks of 
array blockS. At the end of an active cycle, the exemplary 
memory array is automatically taken back into precharge 
without waiting for a control Signal. One edge of a clock 
causes the memory array to execute a useful cycle, then to 
automatically reset itself in preparation for a new cycle, 
preferably using two sets of precharge Signals- one is an 
automatically timed pulse, while the other stays on until the 
Start of the next cycle. Both turn on automatically at the 
Same time just after the Selected word line is brought low. 
One equilibrate Signal is turned off by a timed pulse just 
when the bit line equilibration is Substantially complete (i.e., 
at the end of the active cycle), while the other equilibrate 
Signal is turned off by the Start of the Subsequent cycle. The 
pulsed equilibrate Signal drives much larger internal capaci 
tive loads, Such as large equilibration devices, while the 
non-pulsed (i.e., "level”) equilibrate Signal drives fewer 
and/or much Smaller devices which Somewhat assist the 
larger pulsed equilibrate devices in equilibrating the various 
nodes, but which fewer and/or much Smaller devices alone 
maintain the equilibration until the next active cycle. The 
total capacitance of the various equilibration Signal lines 
which must be discharged as an immediate result of the Start 
of a new cycle is greatly reduced and the buffering to drive 
this reduced capacitance can be accomplished with fewer 
progressively larger buffering Stages. Therefore, the equili 
bration is turned off with less delay after the initiating 
control Signal, reducing the access time of the memory array. 

33 Claims, 46 Drawing Sheets 
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EQUILIBRATION CIRCUIT AND METHOD 
USING A PULSED EQUILIBRATE SIGNAL 
AND A LEVEL EQUILIBRATE SIGNAL 

CROSS-REFERENCE TO RELATED 
APPLICATION 

This application claims the benefit of U.S. Provisional 
Application No. 60/120,032, filed Feb. 13, 1999, which 
application is incorporated herein by reference in its entirety. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

The present invention relates to Semiconductor memories, 
and particularly to the equilibration of various nodes asso 
ciated with a memory array. 

2. Description of Related Art 
Semiconductor random-acceSS memory devices or Sub 

Systems using arrays of dynamic memory cells (e.g., 
1-transistor/1-capacitor (1T/1C) cells) have consistently 
provided greater density and lower cost per bit than those 
using Static memory cells (e.g., 6-transistor (6T) cells, or 
4-transistor/2-resistor (4T/2R) cells). However, such 
dynamic random-access memory arrays have historically 
also been lower in performance when compared to Static 
random-access memory arrayS. Consequently, System 
designers have typically chosen dynamic memory arrayS 
(e.g., commercially available dynamic random access 
memories, or DRAMs) when high density and low cost are 
required, Such as for CPU main memory applications. 
Conversely, designers have typically chosen Static memory 
arrays when the highest possible performance is required, 
Such as for cache memory and high Speed buffer applica 
tions. Examples of Static memory array devices or Sub 
Systems include commercially available Static random 
access memories (SRAMs) and CPU-resident on-board 
cache memory Sub-Systems. 

The reasons often cited for the lower performance of 
dynamic memory arrays include the destructive Sensing of 
all memory cells common to the addressed word line 
(encountered in virtually all dynamic memory arrays) and 
the consequential need to restore data back into each Sensed 
memory cell during the active cycle, the need to equilibrate 
bit lines and various other differential nodes and to pre 
charge various circuit nodes between active cycles, and the 
requirement for periodic refreshing of all dynamic memory 
cells. 

Traditionally, DRAMs have included a control input, such 
as RAS, which is asserted to begin an active cycle and 
deasserted to end the active cycle and cause the DRAM to 
go back into precharge. In Some DRAMs, the transition of 
the RAS signal itself initiates the activity, while for clocked 
or synchronous DRAMs, the level of RAS is sampled and 
Strobed into the device on the active edge of the clock, and 
an active cycle begun when an active RAS level is Strobed. 
During the precharge portion of the memory cycle, one or 
more internal precharge Signals are driven active to accom 
plish the precharging and equilibration of the various nodes 
and circuits. 

When the next active cycle is initiated, these various 
precharge/equilibrate Signals must be brought inactive 
before the active cycle can progreSS Significantly. For 
example, the Signal which equilibrates a true bit line to its 
complement bit line must be brought inactive (e.g., brought 
low, for an N-channel equilibration device) before a selected 
word line associated with the bit line pair can be driven 
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2 
active. Because these precharge/equilibrate Signals drive 
Such large internal capacitive loads, the Signals must be 
buffered internally by Several progressively larger Stages to 
achieve the necessary drive capability to quickly charge and 
discharge the precharge/equilibrate Signals. Because of the 
delay of these buffers, a significant delay results between the 
initiating command and the actual buffered precharge/ 
equilibrate Signals being driven inactive. Such delays are 
difficult to overlap with other activities occurring near the 
beginning of the active cycle without impacting the earliest 
time that a Selected word line may be driven active. 
Consequently, the access time of a DRAM is increased 
compared to what might otherwise be achievable. 

SUMMARY OF THE INVENTION 

By splitting a traditional equilibrate signal into a “pulsed” 
equilibrate signal and a non-pulsed or "level equilibrate 
Signal, each driving a respective equilibration device, the 
magnitude of the equilibrate Signal capacitive loading which 
must be discharged at the beginning of an active cycle may 
be reduced, the number of cascaded buffering Stages 
reduced, and the access time likewise decreased. Both 
equilibrate Signals are preferably driven active to together 
accomplish the equilibration, and the duration of the pulsed 
equilibrate signal is preferably timed So that the equilibra 
tion is substantially complete when the pulse ends. The level 
equilibrate Signal continues until the Start of the next cycle, 
Serving to complete any remaining initial equilibration and 
to maintain the equilibration during the inactive (i.e., 
precharge) portion of the cycle, particularly if any leakage 
current or differential capacitive coupling is present. 

In one embodiment, an exemplary memory array is auto 
matically taken back into precharge without waiting for a 
control Signal. One edge of a clock causes the memory array 
to execute a useful cycle, then to automatically reset itself in 
preparation for a new cycle. This precharge timing is relative 
to the beginning of the active cycle. The precharging/ 
equilibration is accomplished by using two Sets of Signals 
one is an automatically timed pulse, while the other Stays on 
until the start of the next cycle. Both turn on automatically 
at the same time just after the Selected word line is brought 
low. One equilibrate Signal is turned off by a timed pulse just 
when the bit line equilibration is Substantially complete (i.e., 
at the end of the active cycle, which in this example includes 
time for the equilibrate function), while the other equilibrate 
Signal is turned off by the Start of the Subsequent cycle. The 
pulsed equilibrate Signal drives much larger internal capaci 
tive loads, Such as large equilibration devices, while the 
non-pulsed or level equilibrate Signal drives fewer and/or 
much Smaller devices which Somewhat assist the larger 
pulsed equilibrate devices in equilibrating the various nodes, 
but which fewer and/or much Smaller devices alone maintain 
the equilibration until the next active cycle. AS Such, the total 
capacitance of the various equilibration Signal lines which 
must be discharged (i.e., brought low) as an immediate result 
of the Start of a new cycle is greatly reduced and the 
buffering to drive this reduced capacitance can be accom 
plished with fewer progressively larger buffering Stages. 
Therefore, the equilibration is turned off with less delay after 
the initiating control Signal, reducing the access time of the 
memory array. 

In one embodiment useful for an integrated circuit, an 
equilibration circuit includes a first transistor, responsive to 
a first equilibrate Signal coupled thereto, for equilibrating a 
first circuit node to a Second circuit node, and further 
includes a Second transistor, responsive to a Second equili 
brate signal coupled thereto, for equilibrating the first circuit 
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node to the Second circuit node and for maintaining equili 
bration of the first circuit node to the Second circuit node. 
Both a leading edge and a trailing edge of the first equilibrate 
Signal are timed to occur relative to a given operational cycle 
of the integrated circuit. A leading edge of the Second 
equilibrate Signal is timed to occur relative to the given 
operational cycle, and a trailing edge of the Second equili 
brate Signal is timed to occur relative to a Subsequent 
operational cycle. 

In a method embodiment of the present invention, a 
method of equilibrating two circuit nodes in an integrated 
circuit includes providing a first transistor coupled between 
the first circuit node and the Second circuit node and 
providing a Second transistor coupled between the first 
circuit node and the second circuit node. The method further 
includes driving the first transistor with a pulsed equilibrate 
Signal having both leading and trailing edges of its active 
pulse timed relative to a given operational cycle of the 
integrated circuit, and driving the Second transistor with a 
level equilibrate Signal having a leading edge of its active 
portion timed relative to the given operational cycle and a 
trailing edge timed relative to a later occurring functional 
cycle. 

In another embodiment useful for an integrated circuit 
including a dynamic memory array, an equilibration circuit 
includes a first transistor, responsive to a pulsed equilibrate 
Signal coupled thereto, for equilibrating a true bit line to a 
corresponding complement bit line, and further includes a 
Second transistor, responsive to a level equilibrate Signal 
coupled thereto, for equilibrating the true bit line to the 
corresponding complement bit line and for maintaining 
equilibration of the true bit line to the corresponding 
complement bit line. The pulsed equilibrate signal is driven 
active and then driven inactive at respective times relative to 
a given memory cycle, and the level equilibrate Signal is 
driven active at a time relative to the given memory cycle, 
and is later driven inactive at a time relative to a Subsequent 
memory cycle following the given cycle. 

The Scope of the present invention in its many embodi 
ments is defined in the appended claims. Nonetheless, the 
invention and its many features and advantages may be more 
fully appreciated in the context of exemplary implementa 
tions disclosed and described herein which combine one or 
more embodiments of the invention with other concepts, 
architectures, circuits, and Structures to achieve Significantly 
higher performance than previously achievable. For 
example, a high performance dynamic memory array archi 
tecture is disclosed in Several embodiments, along with 
various embodiments of associated Supporting circuitry, 
which afford performance approaching that usually associ 
ated with Static memory arrayS. 

In an exemplary embodiment an 18 MBit memory array 
includes four banks of arrays, each including thirty-two 
array blocks. Each array block includes 128 horizontally 
arranged row lines (i.e., word lines) and 1152 (1024x9/8) 
Vertically-arranged columns. Most internal circuitry oper 
ates using a Single positive power Supply Voltage, VDD, and 
the reference voltage VSS (i.e., “ground”). Each column is 
implemented as a complementary folded bit line pair. Four 
independent row decoders are provided respectively for the 
four banks, and are physically arranged in two pairs, thus 
forming two splines, one spline located between the left pair 
of memory banks, and the other spline located between the 
right pair of memory banks. Latching input buffers for 
address and control inputs are located within each of the 
Splines and are connected to respective input pads by 
horizontally arranged input wires running through the 
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4 
memory banks. Two input buffers are provided for each 
input pad, one located in each Spline. Clock lines used to 
Strobe the various inputs are arranged vertically, running 
through each Spline. An R-C compensation circuit between 
each input wire and the corresponding latching input buffer 
located in the particular spline nearest its respective input 
pad provides a delay to the “upstream” buffer which com 
pensates for the additional wiring delay in reaching the 
“downstream” buffer, and which allows all of the latching 
input buffers to be driven by phase-aligned clock signals, 
and still achieve a very narrow worst case Setup and hold 
time over all Such inputs. The use of a separate input buffer 
in each Spline for each address and control input, requiring 
additional interconnect wire to connect each input pad to its 
input buffer in the “far” spline (above and beyond the 
interconnect wire to connect each input pad to its input 
buffer in the “near spline), increases the input capacitance 
of each address and control input to the chip (which input 
capacitance, of course, must be driven by the Source of the 
external signal). However, the complementary internal out 
puts for each such input buffer may be buffered immediately 
by Self-resetting buffers, and need only drive decoder and/or 
control circuitry locally within the same Spline. Thus, the 
total capacitive loading on the complementary outputs of 
each buffer are advantageously reduced and arc more bal 
anced between the various buffers. 
The row decoder uses predecoding to reduce the total line 

capacitance driven during an active cycle. The final Stages of 
the row decoder includes an N-channel tree configuration 
driven by VDD-level (i.e., VSS-to-VDD level) pre-decoded 
address Signals to Select and discharge to VSS a particular 
decode node which was precharged to VPP. Subsequent 
buffering stages provide a final 1-of-4 decode and drive the 
selected word line to a VPP Voltage that is substantially 
independent of VDD, rather than driving the selected word 
line to VDD or to a voltage which is a ratio of VDD. There 
are no race conditions within the decoder, even though it 
accomplishes a level shifting from VDD-level signals to 
VPP-level word lines. 
The VPP Voltage is internally generated by a charge pump 

type circuit and its output is a Substantially fixed voltage 
independent of process and environmental corner which is 
regulated with respect to VSS (i.e., ground). For typical 
operating Voltage, the VPP Voltage is Somewhat higher than 
VDD, although at low operating voltage the VPP Voltage 
may be substantially higher than VDD, while at high oper 
ating Voltage, the VPP Voltage may be Similar in magnitude 
to the VDD voltage. Preferably the VPP voltage is chosen to 
be near the maximum Voltage that the field effect transistors 
(FETs) can safely tolerate. Since the VPP is regulated to be 
substantially independent of variations in the VDD voltage, 
the VPP level is advantageously at a higher voltage than 
would otherwise be safe, and tolerances in the VPP Voltage 
level which would otherwise be necessary to account for 
variations in the VDD level are unnecessary. 

If the Semiconductor technology allows, transistors which 
are exposed to the VPP level (e.g., transistors whose gate 
terminal is driven at any time to the VPP level while the 
Source or drain terminal might be at ground, Such as the 
memory array acceSS transistors and various array Select 
transistors, or those transistors whose drain or Source ter 
minal is driven at any time to the VPP level while the gate 
terminal might be at ground) are preferably implemented 
using a thicker gate dielectric than the majority of the other 
transistors which are never exposed to Such a high differ 
ential Voltage acroSS gate-to-drain or gate-to-Source termi 
nals. Moreover, it is also preferable to limit the voltage 
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acroSS any transistor using the thin gate dielectric to no more 
than VDD. Transistors exposed to any voltage which is 
greater than the VDD level are preferably implemented with 
the thick gate dielectric and are limited in voltage to the VPP 
level, which is a fixed voltage Substantially independent of 
the VDD Voltage. Consequently, transistors exposed to Such 
internally “boosted' voltages need only withstand a rela 
tively fixed, predictable voltage level (e.g., by using a 
bandgap reference in the circuit which regulates the VPP 
voltage) and do not need to withstand even higher Voltages 
which might otherwise be produced by a “boosted' voltage 
generator whose output voltage is a ratio of VDD (e.g., 
1.5xVDD). The voltage across the memory cell capacitors is 
limited to less than one-half VDD (e.g., limited to about 1.0 
volts for certain embodiments). A third dielectric material, 
thinner than the “thin' capacitor dielectric required for 
typical DRAM memory cells (which must normally support 
a voltage of one-half the maximum allowed VDD voltage) 
may be advantageously used to fabricate the memory cell 
capacitors to provide additional Storage capacitance per unit 
aca. 

Within each memory bank, a row of sense amplifiers is 
implemented in the holes between each pair of array blockS. 
Each Sense amplifier is shared between two pairs of bit lines 
one pair located within the array block above the Sense 
amplifier and the other pair located within the array block 
below the Sense amplifier. The complementary internal 
nodes within each Sense amplifier are respectively connected 
to the true and complement bit lines above the Sense 
amplifier by a first pair of N-channel array Select transistors 
whose gates are driven to VSS (to isolate the sense amplifier 
nodes from the bit line pair) or driven to VPP (to connect the 
sense amplifier nodes to the bit line pair), and are further 
connected to the pair of bit lines below the Sense amplifier 
by a Second pair of array Select transistors whose gates are 
likewise Switchable from VSS to VPP. A row of Sense 
amplifiers is implemented above the top array block and 
another row of Sense amplifiers is implemented below the 
bottom array block of the given memory bank, which Serve 
half of the bit lines within the top and bottom array blocks, 
respectively. For any particular array block, half of the bit 
line pairs are Served by a Sense amplifier located above the 
array block, and the remaining half are served by a Sense 
amplifier located below the array block. A pair of array 
Select transistors having a gate Voltage Switchable between 
VSS and VPP connects any given pair of bit lines to the 
complementary internal Sense amplifier nodes within the 
corresponding Sense amplifier. 
An amplifier in the read path is used to develop Signal on 

a generic I/O line before bit line Sensing has occurred. Such 
a generic I/O line may include a global output line, a column 
line, or an I/O line. This amplifier may be connected to the 
bit lines, the Sense amplifier nodes, a local I/O line Serving, 
for example, a few bit line pairs, or a local output line 
Similarly Serving, for example, a few bit line pairs. If the 
read amplifier inputs are connected directly to the bit line 
Sense amplifier nodes (i.e., one read amplifier per bit line 
Sense amplifier), the column select function may be advan 
tageously used to enable the amplifier for the Selected 
column, while if the read amplifier inputs are connected to 
local output or I/O lines (i.e., one read amplifier per group 
of bit line Sense amplifiers), the column select function may 
be used to couple the Selected bit line Sense amplifier to the 
local output or I/O lines. If the common mode voltage of the 
read amplifier input nodes is So low that current flow through 
the tail of an N-channel differential pair cannot be assured 
for all Voltage or process corners, the amplifier may incor 
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6 
porate a coupling circuit to capacitively couple the tail of the 
differential pair downward, preferably using a controlled 
fall-time, to approximate a constant current Source to a 
negative Supply Voltage. 

In a certain embodiment, each read amplifiers inputs are 
connected to the internal nodes of a corresponding bit line 
Sense amplifier. The respective outputs of a group of read 
amplifiers are connected in common to a horizontally 
arranged differential pair of local output lines. One Such 
amplifier is enabled at a time by column Select circuitry to 
develop signal on the pair of local output lines. A Second 
Stage amplifier then further buffers this signal and drives a 
pair of Vertically-arranged global output lines. The global 
output lines extend the full height of the memory bank, with 
half preferably extending beyond the memory bank to I/O 
circuits above the memory bank, with the remaining half 
extending beyond the memory bank to I/O circuits below the 
memory bank. In certain embodiments, the Second Stage 
amplifier may also include a multiplexer to choose between 
two different pairs of local output lines (e.g., a first pair of 
local output lines Serving 8 Sense amplifiers located to the 
left of the Second Stage amplifier, and a Second pair of local 
output lines Serving 8 Sense amplifiers located to the right of 
the Second stage amplifier). 
The word lines within the array blocks may be imple 

mented in a polysilicon layer and Strapped using a later 
processed metal layer to reduce word line delayS. Such word 
line Straps are preferably implemented using two different 
layers of metal (preferably the two “lowest” layers, metal-1 
and metal-2) in order to match the word line pitch without 
requiring any distributed buffers or final decode buffers. The 
read amplifiers used to Sense a local output line and Subse 
quently drive a global output line may be advantageously 
located above word line Straps where a break in the memory 
cell Stepping already occurs. This allows the read amplifier 
block to more readily be laid out in the center of a group of 
bit line Sense amplifier and column Select circuits. AS Such, 
the bit line Sense amplifier pitch may be slightly less than 
twice the column pitch (recalling that half of the bit line 
Sense amplifiers are above the array block and the remaining 
half below the array block). 
The bit line Sense amplifiers each are implemented using 

a full CMOS cross-coupled latch. To sense the signal on a 
pair of bit lines, both the cross-coupled N-channel pair of 
transistors (i.e., the NMOS sense amplifier) and the cross 
coupled P-channel pair of transistors (i.e., the PMOS sense 
amplifier) which form the CMOS sense amplifier are 
enabled at Substantially the same time. The NMOS sense 
amplifier drives the bit line having a lower Voltage toward 
VSS, while the PMOS sense amplifier drives the bit line 
having a higher voltage toward VDD. If enabled a suffi 
ciently long time, the lower bit line Substantially reaches 
VSS and the higher bit line would be driven substantially all 
the way to VDD. However, the PMOS sensing is terminated 
before the higher bit line substantially reaches the full VDD 
voltage. This allows the bit line to quickly be driven to a 
high level without having to wait for the “exponential tail” 
if it were driven all the way to VDD. The internal sense 
amplifier nodes and the near end of the bit lines are actually 
driven above and overshoot the final high bit line “restore” 
level (e.g., 2.0 volts for a device operating at a VDD of 2.5 
volts) before the PMOS sensing is terminated, whereas the 
far end of the high bit lines have not yet reached the final 
high bit line “restore” level when the PMOS sensing is 
terminated. Then, after the PMOS sensing is terminated, 
charge is shared between the near end and far end of the bit 
lines, thus speeding up the far end reaching the final high bit 
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line “restore” level because the effective time constant of the 
resistive bit line is cut in half. 

Since the word line and array select lines are left high for 
Some time even after the PMOS sense amplifier is turned off, 
charge sharing between the Sense amplifier nodes, the near 
and far ends of the bit lines, and the memory cell Storage 
node itself contribute to determining the final high restore 
level which is “written' back into the selected memory cell. 
When compared to having a full VDD level on a high bit 
line, the relatively low final “high” bit line voltage (e.g., 2.0 
volts) transfers into the Selected memory cell more quickly 
due to the higher gate-to-Source Voltage of the memory cell 
access transistor. 
The NMOS sensing is preferably continued, even after the 

PMOS sensing has stopped, to more adequately drive the bit 
line having the lower voltage (the “low-going bit line) to a 
substantially full VSS level. This ensures that, if the selected 
memory cell happens to be coupled to the low-going bit line, 
a substantially full VSS level is restored into the selected 
memory cell. This also ensures that all the low-going bit 
lines (not just those having a selected memory connected 
thereto) are fully discharged before, at the end of the cycle, 
the high and low bit lines share their charge to set the bit line 
equilibrate voltage. The selected word line (which is driven 
when active to the VPP level) is then brought low as the 
NMOS sensing is terminated, after which the array block is 
automatically taken into precharge. 

Timing circuitry is used to time the Simultaneous start of 
both NMOS and PMOS sensing relative to the timing of the 
Selected word line being driven high, to time the end of 
PMOS sensing, and to time the simultaneous end of NMOS 
Sensing and the Selected word line being brought low. The 
PMOS Sense timing duration may be designed to decrease as 
the VDD voltage increases to ensure a written high level 
which is substantially independent of VDD, even over 
proceSS and temperature corners. For example, the timing 
may be set to ensure a written high level on the high bit line 
(and into the selected memory cell) of about 2.0 volts for a 
device having a VDD voltage range from 2.3 to 2.9 volts. 
Such a PMOS sense timing generator may be accomplished 
by using a dummy bit line and Sense amplifier Structure 
(activated Substantially before the main Sense amplifiers are 
activated), detecting when the PMOS sensing needs to be 
turned off to achieve a final high voltage of about 2.0 volts 
on the dummy Sense amplifier and bit line Structure, then 
buffering this timing Signal to control the turn off time of the 
PMOS sense enable signals for the regular sense amplifiers 
within the memory arrays. The PMOS timing may alterna 
tively be accomplished using a String of inverters powered 
at a voltage a fixed amount below VDD, or by other 
techniques to achieve a timing which is a combination of 
Several variables, Such as power Supply Voltage VDD, 
bandgap Voltage, transistor threshold voltage and 
transconductance, temperature, or others. 

In a preferred embodiment, the Sense amplifier timing 
circuitry produces three maintiming Signals. The first timing 
Signal is used to control, relative to the timing of the Selected 
word line being driven high, the Simultaneous start of both 
the NMOS and PMOS sensing. A second timing signal is 
used to control, relative to the simultaneous start of NMOS 
and PMOS sensing, the duration of the PMOS sensing, and 
a third timing Signal is used to control, relative to the end of 
the PMOS sensing, when to simultaneously end the NMOS 
Sensing and bring the Selected word line back low. Each of 
these timing Signals is independently generated, although 
the circuitry used for each may share portions with another. 
These three timing Signals define three timing intervals. The 
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timing interval “t begins with the Selected word line being 
driven high and ends with the simultaneously start of both 
the NMOS and PMOS sensing (i.e., the timing interval “t.” 
is the amount of time the selected word line is high before 
Sensing). The timing interval “t extends from the simul 
taneous start of NMOS and PMOS sensing to the end of 
PMOS sensing (i.e., the timing interval “t” is the duration 
of the PMOS sensing). The timing interval “t” extends from 
the end of the PMOS sensing to the simultaneous end of the 
NMOS sensing and discharge of the selected word line (i.e., 
the timing interval “t” is the amount of time the word line 
remains high after the end of PMOS sensing). 
The timing interval t essentially controls how much 

Signal from the memory cell reaches the Sense amplifier 
before starting the NMOS and PMOS sensing. A short t 
may not provide enough time for all the charge in a Selected 
memory cell to fully share with the charge on the bit line and 
Sense amplifier nodes, and consequently the Sense amplifier 
begins to Sense with leSS Signal than would be developed if, 
alternatively, a longer t were configured. A longer t 
increases operating margins at the expense of increased 
cycle time. Similarly, the timing interval t essentially 
controls how much charge is driven onto the high-going 
Sense amplifier node, bit line, and memory cell during 
Sensing. Increasing t increases the Voltage Stored into the 
memory cell, but also increases the bit line equilibrate 
Voltage when charge is later shared between true and 
complement bit lines (and sense amplifier nodes). A short t 
may not provide enough charge to develop the desired 
restored high level (e.g., 2.0 volts) on the bit line and into a 
Selected memory cell. Conversely, an excessively long to 
timing may not increase the Stored high level in the memory 
cell as much as it increases the bit line equilibrate Voltage, 
and thus may decrease the high level Signal available for 
Sensing, particularly at high VDD. The timing interval t 
essentially controls how much charge is shared between the 
Sense amplifier node, the near end and far end of a high 
going bit line (which typically is moderately resistive), and 
the memory cell. The resistance of the memory cell acceSS 
transistor is much higher when restoring a high level (due to 
its lower gate-to-Source voltage) than when restoring a low 
level. The t timing is constrained by the time needed to 
write a high Voltage into the Selected memory cell through 
the resistive bit line and further through the relatively 
high-resistance memory cell access transistor. A shortt may 
result in a worst case memory cell (one located at the “far 
end of a bit line, furthest from its bit line sense amplifier) 
being written to a restored high level which is too low, for 
a given amount of “Q' transferred into the Sense amplifiers 
(i.e., for the bit line equilibration voltage which results from 
the given amount of “Q”). 

These timing intervals t, t, and t may be collectively 
optimized on a chip-by-chip basis. In a preferred 
embodiment, there may be Sixteen different timing Settings, 
each specifying a particular combination of the t, t, and ts 
timing intervals, ranging from very aggressive for highest 
performance, to very relaxed for highest yield. For example, 
the timing Setting “1” may provide for the most aggressive 
(i.e., shortest) t timing interval, the most aggressive (i.e., 
Shortest) t timing interval, and the most aggressive (i.e., 
Shortest) t timing interval. The timing Setting “16” may 
provide for the most relaxed t timing interval, the most 
relaxed t timing interval, and the most relaxed t timing 
interval. Each incremental timing Setting between “1” and 
“16' is preferably optimized to incrementally increase, by a 
Similar amount, the Signal available at the bit line Sense 
amplifier just before Sensing. To accomplish this, the timing 
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Setting "2 may increase the t interval by 200 pS compared 
to the “most aggressive’t value of timing Setting “1,” while 
keeping t and taunchanged (a 200 ps increase may be easily 
achieved by adding two inverters to the logic path Setting the 
time interval). The timing setting “3” may increase t by 200 
ps while keeping the same value of the t and t intervals as 
in timing Setting “1. Each Successive low-numbered timing 
Setting preferably increases the value of one of the three 
timing intervals t, t, and t relative to their values in the 
previous timing Setting, while keeping the remaining two 
timing intervals unchanged. Higher numbered timing Set 
tings may increase a given timing interval by increasingly 
larger amounts to maintain a similar increase in the Signal 
available at the bit line Sense amplifier just before Sensing, 
or may increase more than one of the three timing intervals. 
For example, the timing Setting “15” may increase t and ts 
each by 400 ps relative to the respective intervals in timing 
Setting "14" (compared to a 200 ps increase in only t 
between timing setting “2” and “3”). 

The timing setting “8” is preferably optimized to provide 
a “nominal' value for each of the three timing intervals t, 
ta, and t which is expected to be an appropriate Setting for 
a typical device having typical transistor characteristics, 
typical Sense amplifier offset Voltage, typical bit line 
resistance, etc. Note that these “nominal' values of the 
timing intervals t, t, and t are a function of the proceSS 
comer. Higher bit line resistance, higher access transistor 
threshold voltage, or lower VPP, for example, raise the 
nominal value of each of the t, t, and t timing intervals 
which are called for by timing setting “8.” For the preferred 
embodiment, the various timing Settings provide a variety of 
t intervals, Some shorter than nominal and others longer 
than nominal, and provide a variety of t intervals, both 
Shorter and longer than nominal. But Since the duration of 
the PMOS sensing is so short for the nominal case, for some 
embodiments the shortest t interval provided is the “nomi 
nal value, and more relaxed t intervals are provided for in 
the timing settings numbered above “8.” 

During manufacture, this timing Setting “8” is configured 
as the default Setting. During a special test mode (for 
example, at wafer Sort) the timing Setting may be tempo 
rarily made more or leSS aggressive to determine the window 
of operation for each chip. Some of the memory devices are 
found to function correctly with very aggressive timing, 
while others require more relaxed timing. Then, during the 
fuse blowing Sequence for redundancy, timing fuses may be 
also blown to permanently modify the default Strobe timing. 
The timing Setting is preferably Set as aggressively as 
possible to enhance device performance, while maintaining 
adequate Sense amplifier Signal margins for reliability. For 
example, if a timing Setting of “4” is the most aggressive 
timing for which a given device functions without error, then 
the device may be advantageously fuse programmed to a 
timing Setting of “6” to ensure Some additional operating 
margin (the signal to the bit line Sense amplifiers increasing 
as the timing Setting increases). At a later test, Such as at final 
test of a packaged device, the test mode may still be entered, 
and the timing Setting advanced from its then fuse pro 
grammed Setting to a more aggressive Setting, in order to 
further verify adequate Sense amplifier margins on a chip 
by-chip basis, independent of which actual timing Setting 
was fuse programmed into the device. 
A two-dimensional grid of power buses is preferably 

implemented within each memory bank, with large VDD 
and VSS buses arranged parallel to the bit lines and imple 
mented in a higher layer of metal (e.g., the top layer), 
Vertically passing above the bit lines. Filter capacitors are 
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located at the ends of each array block as well as at the top 
and bottom of each memory bank to help provide additional 
bypass capacitance to withstand the large current Spikes 
which occur during Sensing. These filter capacitors, as well 
as other filter capacitors implemented elsewhere within the 
device, are preferably implemented using multiple, indepen 
dent capacitors which are individually de-coupled and auto 
matically Switched out of the circuit if, at any time, more 
than a predetermined leakage current is detected automati 
cally by the memory device as flowing through a given 
capacitor (i.e., a “shorted” capacitor). The large metal buses 
allow this Stored charge to reach the two Selected rows of 
Sense amplifiers (i.e., located in the holes above and below 
the Selected array block) with very little Voltage drop, and 
allow the Sense amplifiers to latch quickly and provide a 
good VSS low level. 
The bit lines are equilibrated together to achieve an 

equilibration Voltage on the bit lines, for a preferred 
embodiment, of approximately 1.0 volts. The bit lines are 
preferably equilibrated at both ends to reduce the required 
equilibrate time. The bit line equilibration Voltage is coupled 
from all bit line pairs to a common node which may be 
Sampled just after equilibration and buffered (using a 
Sample-and-hold amplifier) to drive the memory cell plate. 
Since the bit line equilibration Voltage is approximately 
one-half the written high level, the bit line equilibration 
Voltage may also be sampled, compared to a reference 
voltage (for example, a 1.0 volt reference), and any voltage 
difference used to adjust the PMOS timing (and thereby 
adjust the final written high level). 
AS Stated above, the exemplary memory array is auto 

matically taken back into precharge without waiting for a 
control Signal. In other Words, one edge of a clock causes the 
memory array to execute a useful cycle, then to automati 
cally reset itself in preparation for a new cycle. This pre 
charge timing is relative to the beginning of the active cycle. 
Of Significance, this limits the amount of potential Sub 
threshold leakage through memory cell access transistors by 
limiting the time that any bit lines are at VSS. The 
precharging/equilibration is accomplished by using two Sets 
of Signals- one is an automatically timed pulse, while the 
other stays on until the Start of the next cycle. For example, 
the bit line Sense amplifiers are preferably equilibrated using 
two different equilibrate Signals. Both turn on automatically 
at the same time after NMOS sensing is complete and the 
Selected word line is brought low. One equilibrate signal is 
turned off by a timed pulse just when the bit line equilibra 
tion is Substantially complete (i.e., at the end of the active 
cycle), while the other equilibrate signal is turned off by the 
Start of the Subsequent cycle. The pulsed equilibrate Signal 
drives much larger internal capacitive loads, Such as large 
equilibration devices, while the non-pulsed equilibrate Sig 
nal drives fewer and/or much smaller devices which indeed 
assist the larger pulsed equilibrate devices in equilibrating 
the various nodes. However, the Smaller devices are largely 
included as "keepers' to maintain the equilibration until the 
next active cycle. AS Such, the total capacitance of the 
various equilibration signal lines which must be discharged 
(i.e., brought low) at the start of new cycle is greatly reduced 
and can be accomplished with less delay after the initiating 
control Signal, and the performance is enhanced. For relaxed 
clock cycle times, the pulsed equilibrate Signal falls auto 
matically at the end of a cycle, while the non-pulsed 
equilibrate Signal Stays high until the next cycle Selecting 
this array block is initiated. However, for a clock cycle time 
which approaches the fastest possible cycle time for a given 
device, the non-pulsed equilibrate Signal for the newly 
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Selected array block may be discharged by the initiation of 
the next cycle at Substantially the same time as the pulsed 
equilibrate Signal for the previously Selected array block is 
discharged automatically at the end of the previous cycle. To 
Save power, the non-pulsed equilibrate Signal for only the 
Selected array block and Supporting circuitry is brought to 
VSS at the start of an active cycle, and all others remain 
inactive at VDD throughout the active cycle. Similarly, the 
pulsed equilibrate Signal for only the Selected array block 
and Supporting circuitry is actually pulsed at the end of an 
active cycle, while all others remain inactive at VSS. 

During an internal write operation, the exemplary device 
contains write circuitry that Supplies a Small differential 
Voltage to the Sense amplifier before bit line Sensing, the 
polarity of the Voltage depending on the data to be written. 
The circuitry furthermore “swallows” the voltage otherwise 
developed in the Sense amplifier by the Selected memory 
cell. Then, during their normal latching, the bit line Sense 
amplifiers then “write” the level into the memory cell. 
Because of an internal write queue, the data to be written is 
already available when the actual internal write operation is 
Started. In preparation for the current write operation, this 
data is preferably driven onto the global input lines late in 
the previous write operation, and then coupled to the 
Selected Sense amplifier by column Select circuitry fairly 
early in the current write operation, before latching the bit 
line Sense amplifiers. The magnitude of the write Signal 
coupled onto the Sense amplifier nodes is kept Small to 
reduce power consumption and to reduce disturbance to the 
neighboring bit lines and Sense amplifiers which are not 
being written. Preferably, the magnitude of the write signal 
imparted onto any given Sense amplifier node is no higher 
than that normally developed during a read operation, So that 
coupling to the neighboring bit lines and sense amplifiers is 
no worse than during a read operation. The global input lines 
Serving the next word to be written are equilibrated after 
each write operation, preferably to the bit line equilibration 
Voltage, and driven to the new data State for the next write 
operation, even if the next write operation is not the next 
cycle. Moreover, the differential Voltage on the global input 
lines Serving the next word to be written is equilibrated away 
(in a write cycle) after bit line Sensing has started and the 
column select lines are inactive (i.e., during the later stages 
of bit line sensing), and then driven to reflect the new write 
data for the following write cycle before the bit lines have 
finished equilibrating, rather than driving these data input 
Signals during the early part of bit line Sensing when Such 
movement could disturb the bit line sensing. The global 
input lines then dynamically float until needed by the next 
write operation. To handle the possibility that the next write 
operation may be many cycles later, the global input lines 
may be refreshed periodically (e.g., every 256 external clock 
cycles, before any leakage current can Substantially modify 
their voltage) by re-equilibrating and re-driving to ensure the 
proper magnitude of the write data Signal for as long as 
necessary until the next write operation occurs. 

By writing a dynamic memory array by “fooling the 
Sense amplifier and letting it actually restore the Voltage 
levels onto the bit lines in accordance with the data to be 
written, rather than in accordance with the data previously in 
the Selected memory cell, a write cycle takes the same very 
Short time as a read cycle, rather than the longer time that 
would be required by first Sensing old data, then modifying 
it. In addition, a significant amount of power is Saved by not 
having to over-power many Sense amplifiers after they have 
already been latched. 

During power-up, all the memory cells are initialized to a 
low Voltage under automatic internal control. Provision is 
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12 
made to allow every word line to Simultaneously go high, to 
force the node to which the bit lines are equilibrated to VSS, 
and to ensure that the bit line equilibration and array Select 
transistors are on. Since each Sense amplifier is then coupled 
to a common node at VSS by precharge Signals, each bit line 
(both true and complement) is driven to VSS and all memory 
cells are likewise forced to VSS, even if the word lines are 
no higher than a threshold voltage above VSS. At about the 
Same time, the memory cell plate is established at a voltage 
near the eventual bit line equilibration voltage (preferably 
around 1.0 volts) by other power-up circuits, being careful 
to limit the current flow, which charges the cell plate, to an 
amount leSS than the output current of the Substrate bias 
charge pump (to prevent the Substrate from coupling posi 
tively and causing massive latchup from the diffused regions 
of each memory cells internal node). Then, when normal 
cycles begin, the very first operation in the memory array 
occurs with memory array nodes (bit lines, cell plate) 
properly established, and all memory cells initialized at one 
of the two valid states (in this example, at VSS). The first 
cycles do not have to try to Sense memory cells having an 
initialized Voltage near the bit line equilibration Voltage, as 
would likely occur without Such a power-up Sequence due to 
coupling from the memory cell plate to the memory cells 
themselves as the memory cell plate reaches its normal level 
at the bit line equilibration Voltage of, for example, 1.0 volts. 
This prevents any bit line Sense amplifiers which are not 
being written from Spending time in a meta-stable State 
which, if allowed to occur, would affect the high level 
restored into the memory cells being written, as well as the 
equilibrate Voltage resulting on the bit lines. 

During a read operation, Signal developed on the bit lines 
by the selected memory cell is immediately buffered by the 
local output line amplifier(s) before bit line sensing starts, 
and immediately starts to develop signal on the pair of global 
output lines. For certain embodiments, the differential Signal 
propagates through lines and differential amplifiers to the 
output buffers, whose first Stage is a latching amplifier which 
is then Strobed to detect, amplify, and latch this signal. The 
timing of the Strobe signal for this latching amplifier (which 
may be known as “t’) may be optimized on a chip-by-chip 
basis. There may be, for example, eight possible Strobe 
timings, from very aggressive to very relaxed. The device 
may be initially configured with an intermediate default 
Strobe timing (e.g., having a value of “4,” where “1” is the 
most aggressive and “8” is the most relaxed), and during a 
Special test mode (for example, at wafer Sort) the Strobe 
timing may be made more or leSS aggressive to determine 
the window of operation for each chip. Then, during the fuse 
blowing Sequence for redundancy, timing fuses may be also 
blown to modify the default strobe timing. The timing is 
modified to be as aggressive as possible while maintaining 
adequate margins for reliability. For example, if in the test 
mode at timing of "2 is the fastest timing for which a 
given device functions without error, then the device may be 
advantageously fuse programmed to at timing of "3’ or not 
altered to remain at “4” to ensure Sufficient operating mar 
gin. At a later test, Such as at final test of a packaged device, 
the test mode may again be entered, and the t timing 
advanced from its then fuse programmed Setting to a more 
aggressive Setting (e.g., 1 or 2 Settings faster than its new 
programmed timing Setting without needing to know the 
new programmed timing Setting), in order to further verify 
adequate operating margins on a chip-by-chip basis, inde 
pendent of which actual timing Setting was fuse pro 
grammed into the device. 

In an alternative embodiment of a memory array having 
a cycle time which is long compared to its read access time, 
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a latching global output line amplifier may be strobed (at 
what was time t in the earlier embodiment) to detect and 
amplify the Signal on the pair of global output lines, and 
communicate the Sensed data onward through output mul 
tiplexer circuitry and ultimately (if the particular global 
output line is selected) to output buffer circuitry. The timing 
of the global output line amplifier may be Selected to Support 
both a flow-through configuration as well as a pipelined 
configuration. To Support a fast flow-through access time 
Specification, the latching global output amplifier is aggres 
Sively Strobed as Soon as a predetermined amount of Signal 
has developed on the global output lines. In this way, the 
data propagates to and is available at the outputs as quickly 
as possible. But with this aggressive timing, Some devices 
may fail. Conversely, when in the pipelined mode of 
operation, the global output latch timing is relaxed to more 
closely coincide with the global output Signal peak, and the 
sensed data is provided to the output buffers for driving to 
the output pins during the next cycle (using a PLL or 
delay-locked loop). By affording additional time for even 
more Signal to develop on the global output lines, a particu 
lar device which may be marginal or may even fail at the fast 
t timing of the flow-through mode may prove to have 
adequate margin at the more relaxed timing of the pipelined 
mode, and may be Sold for use and guaranteed to operate 
only in the pipelined mode of operation. 

Bit line croSSover Structures are advantageously used to 
achieve lower worst case coupling, during both read or write 
operations, onto a particular bit line pair from neighboring 
bit lines on either Side. Because photolithographic guard 
cells are used at the edges of each arrayed group of memory 
cells, there is a layout area penalty in providing croSSover 
Structures including the required guard cells on either side of 
each croSSover Structure. To reduce this area penalty, a novel 
crossover arrangement is employed, for certain 
embodiments, which provides a significant degree of noise 
(i.e., coupling) reduction while requiring only one crossover. 
Within each array block, each complementary pair of bit 
lines runs vertically from the top to the bottom of the array 
block. The true bit line and complement bit line of a first pair 
run adjacent to each other from the top to the bottom of the 
array block without any crossovers. The true bit line and 
complement bit line of a Second pair do not run adjacent to 
each other, but instead straddle the first pair (i.e., both true 
and complement bit lines of the first pair lie between the true 
and complement bit lines of the Second pair), with a single 
crossover half-way down the second bit line pair (vertically 
in the middle of the array block). This crossover arrange 
ment repeats horizontally throughout each array block in 
groups of two pairs of bit lines (four physical bit line wires). 
By using this croSSover arrangement, only four groups of 
guard cells are required in each array block- one each at the 
top and bottom of the array block, and one each at the top 
and bottom of the Single croSSOver Structure located in the 
Vertical center of the array block. 

The address and data for a write cycle are queued to 
eliminate dead cycles on the System data bus. In the exem 
plary embodiment operated in the pipelined mode, the 
address for a read cycle is Strobed during one cycle, and the 
corresponding data read from the Selected memory cells is 
driven onto the external data pins during a Subsequent cycle. 
If an external write cycle follows immediately after an 
external read cycle, the write address may be presented to 
the address bus and Strobed into the memory device just like 
for a read cycle, but the external bidirectional data bus is 
occupied with driving the data out corresponding to an 
earlier external read cycle (by a number of cycles depending 
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on the pipeline latency for a particular embodiment) and 
cannot be used to present the corresponding write data. 
Instead, the data for the external write cycle is driven onto 
the data bus and presented to the device during the cycle in 
which output data would have appeared had the cycle been 
an external read cycle instead of an external write cycle. In 
this way, the address buS and the data bus are used every 
cycle, with no wasted cycles for either bus. Both the write 
address and data are queued, the actual write operation to 
physically Store the write data into the Selected memory cells 
is postponed until a Subsequent write cycle, which then, 
when executed, retires the previously received address and 
data from the write queue into the memory array. Read 
bypass circuitry is provided which allows data correspond 
ing to the address of the read cycle to be correctly read from 
the write queue whenever an earlier queued write directed to 
that Same address has not yet been retired. 

In the exemplary embodiment, the internal data path is 
twice as wide (i.e., a “double word”) as the external I/O 
word width (i.e., the least significant address bit selects one 
of the two possible 36-bit words), and a significant degree of 
internal power consumption is saved by merging external 
write cycles when Sequential write addresses occur. The 
address of a given external write cycle is Stored and com 
pared to the address of the next external write cycle. If the 
selected memory cells to be written in both external write 
cycles correspond to the same physical word line and the 
Same column within the same array block of the same 
memory bank (i.e., differ in only the least significant address 
bit), the internal write operation which would otherwise 
follow from the first external write cycle is delayed, and the 
data to be written is queued and merged with the data to be 
written in the Second external write cycle. The write queue 
then "retires' both queued write requests by performing a 
Single internal write operation, Simultaneously writing both 
data words received in the first and Second external write 
cycles. If the internal data path were wider than 72-bits, then 
more than two 36-bit write cycles could be merged into a 
Single internal write operation. For example, if the internal 
data path were 144-bits wide, then four 36-bit write cycles 
could conceivably be merged into a single internal write 
operation. 
The exemplary embodiment includes a burst mode of 

operation which provides, during Subsequent cycles, read or 
write access to Sequential addressed memory cells relative to 
a received (i.e., "load”) address, without requiring Such 
Sequential addresses be presented to the device. Using the 
72-bit wide (double word) organization of each memory 
bank, two 36-bit words are retrieved from the memory array 
in the first cycle. The second word is saved to present to the 
data outputs after the first word is output. Because the 
exemplary device is organized into Separate memory banks, 
a burst of four Sequential words may transcend the address 
boundaries between memory bankS. Consequently, the 
exemplary device includes provision for automatically ini 
tiating a load cycle in another memory bank during a burst 
cycle. 

In certain embodiments, a dynamic memory array using 
the architecture and Supporting circuits described above 
achieves random access cycles (each requiring a new ran 
dom row access) at a sustained rate in excess of 200 MHz 
operation, even when each new row acceSS is within the 
Same array block of the same memory bank. 
The present invention may be better understood, and its 

numerous objects, features, and advantages made even more 
apparent to those skilled in the art by referencing the detailed 
description and accompanying drawings of the embodi 
ments described below. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a memory device incorpo 
rating a dynamic memory array which provides an exem 
plary embodiment for describing the features and advan 
tages of the present invention. 

FIG. 2 is a block diagram of a portion of the memory array 
shown in FIG. 1 and showing a plurality of array blocks 
having bit line pairs alternately connected to shared Sense 
amplifiers above and below the array block. 

FIG. 3 is a simplified electrical Schematic diagram con 
ceptually illustrating the local and global I/O line aspects of 
the memory array shown in FIG. 1. 

FIG. 4 is a detailed block diagram of an array block and 
the Supporting circuitry located above and below the array 
block, and particularly the connection to the global I/O lines. 

FIG. 5 is a block diagram of the memory array, and 
particularly illustrating the alternating connections of the 
global I/O lines to the data path multiplexercircuits located 
at the top and bottom of the memory array. 

FIG. 6 is a block diagram illustrating the connection of 
every other global I/O line to the data path multiplexer 
circuit located at the bottom of the memory array, and 
particularly illustrating the connection mapping, for one 
embodiment, of each global I/O line to the respective bit 
within the global data bus. 

FIG. 7 is a schematic diagram of an embodiment of the 
Sense amplifier circuitry and arrangement shown previously 
in FIG. 4. 

FIG. 8 is a schematic diagram of an embodiment of the 
local I/O to global I/O interface block shown previously in 
FIG. 4. 

FIG. 9 is a schematic diagram of an embodiment of the 
global I/O to global data bus interface block shown previ 
ously in FIG. 6. 

FIG. 10 is a schematic diagram of another embodiment of 
the Supporting circuitry located above and below the array 
block, and particularly illustrating the use of a separate pair 
of local output lines between the Sense amplifiers and the 
global output lines, and the placement of a portion of the first 
Stage amplifier within each of the Sense amplifiers. 

FIG. 11 is a schematic diagram of the embodiment shown 
in FIG. 10, illustrating the routing of the global input lines 
to each Sense amplifier, and particularly illustrating the 
additional write circuitry within each of the Sense amplifiers. 

FIG. 12 is a Schematic diagram of an address pre 
decoding circuit useful for both row and column addresses. 

FIG. 13 is a Schematic diagram of an address circuit 
which receives global pre-decoded row address lines and 
generates local pre-decoded row address lines which corre 
spond to and are local to a Single array block within a 
memory bank. 

FIG. 14 is a Schematic diagram of a row address decoder 
which receives VDD-level pre-decoded local address 
signals, level shifts up to a VPP level typically above VDD, 
and buffers a word line from VSS to VPP, all without any 
race conditions. 

FIG. 15 is a schematic diagram of another embodiment of 
a row address decoder portion for driving four word lines 
which is conceptually similar to that shown in FIG. 14, but 
which includes a one-to-four decoder in the final word line 
buffers and two redundancy flip-flopS useful for replacing 
pairs of word lines. 

FIG. 16 is a Schematic diagram of a Support circuit for the 
row decoder shown in FIG. 15 which during power-up 
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disables all row lines and drives the common bit line 
equilibrate node to VSS. 

FIG. 17A is a schematic diagram of a circuit which 
generates the upper and lower pulsed equilibrate Signals and 
the upper and lower array Select Signals for a row of Sense 
amplifiers within a given hole between array blockS. 

FIG. 17B is a schematic diagram of a level-shifting 
inverter circuit useful for the circuitry shown in FIG. 17A. 

FIG. 17C is a schematic diagram of a level-shifting 
AND-gate circuit useful for the circuitry shown in FIG.17A. 

FIG. 17D is a schematic diagram of another embodiment 
of a level-shifting AND-gate circuit useful for the circuitry 
shown in FIG. 17A. 

FIG. 18 is a block diagram of a preferred embodiment of 
the VPP generator which produces a substantially fixed 
voltage, usually above VDD for most process corners, which 
is referenced to VSS. 

FIG. 19 is a flow chart diagram of a preferred embodiment 
of the power-up Sequence for initializing all memory cells to 
a known data State. 

FIG. 20 is a block diagram of an embodiment having a 
memory array with four distinct memory banks, having a 
first row decoderblock between the first and second memory 
banks, and having a Second row decoder block between the 
third and fourth memory banks. 

FIG. 21 is a block diagram of a memory bank within the 
embodiment shown in FIG. 20, illustrating an arrangement 
of global I/O lines providing a full 36-bit word while 
activating only one hole between array blocks, and two 
36-bit words if two adjacent holes are activated, and which 
also allows reducing the length of the worst case global data 
bus. 

FIG.22 is a block diagram of the memory array within the 
embodiment shown in FIG. 20 and using the arrangement of 
global I/O lines as shown in FIG. 21, particularly illustrating 
a worst case global data bus having a reduced length. 
FIG.22B is a schematic block diagram of an embodiment 

of the data path between the global I/O lines and the external 
data output pin which incorporates differential global data 
bus lines traversing horizontally acroSS the top and bottom 
of the memory device. 

FIG. 23 is a block diagram of a portion of a memory bank 
in accordance with another embodiment of the invention 
which arranges the global I/O lines to provide contiguous 
data bytes. 

FIG. 24 is a block diagram of a portion of a memory bank 
as illustrated in FIG. 21, illustrating the operation of various 
array block Signals for the Selected array block and the 
adjacent, non-Selected array blockS. 

FIG. 25 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when reading a high from 
the selected memory cell while operating at a VDD of 2.9 
volts. 

FIG. 26 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when reading a high from 
the selected memory cell while operating at a VDD of 2.3 
volts. 

FIG. 27 is a waveform diagram illustrating major read 
path data Signals, corresponding to the other waveforms 
shown in FIG. 26, when reading a high from the selected 
memory cell while operating at a VDD of 2.3 volts. 

FIG. 28 is a waveform diagram illustrating additional 
major read path waveforms (Some of which are shown in 
FIG. 27) but at a larger vertical scale to more readily 
perceive certain Small amplitude Signals. 
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FIG. 29 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when reading a low from 
the selected memory cell while operating at a VDD of 2.3 
volts. 

FIG. 30 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when writing a high into 
the Selected memory cell (having a previously stored low) 
while operating at a VDD of 2.3 volts. 

FIG. 31 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when writing a low into the 
Selected memory cell (having a previously stored high) 
while operating at a VDD of 2.3 volts. 

FIG. 32 is a Schematic diagram illustrating use of dual 
input buffers for each address input for the memory array 
embodiment shown in FIG. 20, with one input buffer pref 
erably located within the left spline, and the other input 
buffer located within the right spline, and further illustrates 
a timing compensation network for the internal clock signal 
which strobes each buffer, so that setup and hold times for 
both left and right buffers are closely matched. 

FIG. 33 is a block diagram of an embodiment of a 
feedback controlled circuit for generating an internal clock 
Signal which is phase and frequency locked to an external 
clock signal, which is useful for Strobing other address and 
control input Signals into the memory device with a Setup 
and hold time window very closely aligned to the rising edge 
of the external clock. 

FIG. 34 is a layout diagram of a preferred embodiment of 
a two-dimensional power Supply bus grid within a memory 
bank, and particularly shows large VDD and VSS buses 
arranged vertically to run parallel to, and in a metal layer 
located above, the bit lines, and covering Substantially all the 
array block except for periodic groupings of global input and 
output lines which may be implemented in the same layer of 
metal as the VSS and VDD buses. 

FIG. 35, labeled prior art, is a layout diagram of a well 
known bit line croSS-Over arrangement for reducing noise 
coupling from adjacent bit lines. 

FIG. 36 is a layout diagram of a portion of a memory array 
block which illustrates a preferred embodiment of an 
improved cross-over arrangement for reducing noise cou 
pling from adjacent bit lines within the array block, which 
affords similar benefits as that shown in FIG. 33 while 
reducing the area consumed by photolithographic guard 
cells. 

FIG. 37 is a timing diagram of several external memory 
cycles interspersing external reads and writes for a repre 
Sentative embodiment of a memory device in accordance 
with the present invention, which illustrates the latency of a 
read cycle, and the analogous delay between presenting a 
write address to the memory device and the corresponding 
data for the write, thus eliminating dead cycles on either the 
address bus or the data bus. 
FIG.38 is a schematic diagram of the latch timing circuit 

for generating the major timing Signals which control the 
Sense and restore timing of the bit line Sense amplifiers. 

FIG. 38A is a waveform diagram which illustrates the 
waveforms for the internal nodes of the latch timing Sense 
amplifier shown in FIG. 38. 

FIG. 39 is a conceptual diagram of the timing Setting 
control circuit which generates a signal for Selecting one of 
Several possible latch timing Settings, and which Signal may 
be permanently modified by laser fusing to alter the default 
timing Setting, and may also be temporarily modified, either 
before or after laser fusing, by electrical test Signals to alter 
the timing Setting. 
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FIG. 40 is a timing diagram illustrating the general 

relationship between major timing signals for an array (read 
or write) operation for various embodiments of a memory 
array. 

FIG. 41 is a block diagram of a portion of a memory bank, 
illustrating the row Strapping gaps, in which alternating 
metal1 and metal2 word lines are each Strapped to an 
asSociated polysilicon word line Segment, which gaps are 
horizontally aligned with local I/O read amplifier and write 
blocks and located beneath the vertically arranged global 
input and output lines generally traversing overhead. 

FIG. 42 is a layout diagram of a portion of a memory 
bank, illustrating the row Strapping gaps depicted in FIG. 41, 
and which also shows the bit line croSS-Over Structures. 

FIG. 43 is a schematic diagram of another embodiment of 
a column decode arrangement for coupling a Selected Sense 
amplifier through a pair of local I/O lines to a pair of global 
output lines when reading, and for coupling a pair of global 
input lines through the pair of local I/O lines to the selected 
Sense amplifier when writing, with the even column 
addresses Selecting a Sense amplifier below the array block, 
and the odd column addresses Selecting a Sense amplifier 
above the array block, both of which are coupled to the same 
Set of global input/global output lines. 

In the drawings, depicted elements are not necessarily 
drawn to Scale, and like or similar elements may be desig 
nated by the same reference numeral throughout the Several 
views. 

DETAILED DESCRIPTION 

Referring now to FIG. 1, a memory circuit 100 is shown 
which incorporates various features of the present invention, 
and which provides an exemplary embodiment for describ 
ing the features and advantages of the present invention. A 
memory array 102 includes, for this embodiment, a logical 
size of 4096 rows by 2304 columns, and which is arranged 
logically as 4096 rows by 32 columns for each bit within a 
72-bit double word. Row and column redundancy are also 
incorporated into array 102 which increases the actual 
number of physical rows and columns. A row decoder 104 
receives row address information from row circuits 106 to 
decode a selected row (i.e., word line) within array 102. 
Likewise, a column decoder 108 receives column address 
information from column circuits 110 to decode 72 selected 
columns (i.e., bit lines) within the array 102. Either 36 or 72 
bits are read from (or written into) the respective memory 
cells located at the interSections of the Selected word line and 
the selected bit lines, and conveyed to (or from) 36 external 
terminals 116 through a 72-to-36 bit multiplexer 109 
(Selected by the least significant column address bit) and an 
I/O circuit 114. 
A control block 112 receives an external clock signal 

CLOCK and a variety of other control Signals, including a 
read/write control R/Wii, an advance/load control ADV/ 
LOAD #, a chip enable CE, and a clock enable CLKEN. A 
Synchronization circuit 118, Such as a phase-locked loop or 
delay-locked loop, affords Synchronizing internal control 
signals with the external clock signal CLOCK. In the 
preferred embodiment the core of the memory device oper 
ates at a nominal VDD of 2.5 volts, the I/O section operates 
at a nominal VDD of 3.3 volts, and portions of the array (and 
related control Signals) are driven to an internally-generated 
and regulated 4.0 volt level. Various embodiments of these 
circuits and their respective features and advantages are 
described in detail below. 

Referring now to FIG. 2, a portion of memory array 102 
is illustrated and shows a plurality of Sub-arrays or array 
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blocks ARRAY.0, ARRAY. 1, ARRAY.2, ARRAY.3, etc. 
each preferably having, for this embodiment, 256 word lines 
(running horizontally but not shown) and having a plurality 
of bit lines configured in a folded-bit-line arrangement. AS 
used herein, an "array block” is a two-dimensional group of 
memory cells which may contain bit line cross-overs and 
word line Straps (and related layout structures), but no other 
transistor circuitry. (Depending upon the capacitance and the 
resistance of each bit line, then each of the plurality of 
Sub-arrays or array blockS may have other numbers of word 
lines, Such as 128 word lines, as is discussed in greater detail 
below.) A plurality of Sense amplifiers is located within each 
of the holes HOLE.0.1, HOLE.1.2, HOLE.2.3 between the 
array blocks, and within the hole HOLE.0 located above the 
top array block ARRAY.0. Each sense amplifier is selectable 
to Sense and restore either a bit line pair from the array block 
above the Sense amplifier, or a bit line pair from the array 
block below the Sense amplifier. For example, Sense ampli 
fier 122 may be configured to Sense and restore the bit line 
pair BL, BLB within array block ARRAY.0 if the selected 
word line is located within array block ARRAY.0, or alter 
natively may be configured to Sense and restore the bit line 
pair BL, BLB within array block ARRAY.1 if the selected 
word line is located within array block ARRAY. 1. Every 
other bit line pair (e.g., the odd-numbered pairs) within an 
array block is connectable to a Sense amplifier located in the 
hole above the array block, with the remaining every other 
bit line pairs (e.g., the even-numbered pairs) within the same 
array block connectable to a Sense amplifier located in the 
hole below the array block. Such an alternating Sense 
amplifier arrangement allows the number of Sense amplifiers 
within a hole to be equal to half the number of bit line pairs 
within each of the array blockS. Consequently, the layout of 
each Sense amplifier need only match the pitch of two pairs 
of bit lines rather than one pair. 

Sense amplifier 122 includes a first pair of array Select 
transistors 126 which, if enabled by a suitable voltage level 
on an array Select signal ASU.0 ("array Select up, array block 
0”), connect the true and complement bit lines BL, BLB 
within array block ARRAY.0 to respective true and comple 
ment sense amplifier nodes SA, SAB. The sense amplifier 
122 further includes a Second pair of array Select transistors 
128 which, if enabled by a suitable level on an array select 
Signal ASD.1 ("array Select down, array block 1), connect 
the true and complement bit lines BL, BLB within array 
block ARRAY.1 to the same respective sense amplifier 
nodes SA, SAB within the sense amplifier 122. 

Separate array Select signals run (through each hole and 
parallel to the word lines) at the top and at the bottom of each 
array block. Between active cycles, each array Select line is 
preferably held high (e.g., at the positive Supply voltage 
VDD) to assist in equilibrating the bit lines. Then, when an 
active row cycle Starts, high-order row addresses are 
decoded to determine which array block is to be selected. 
The array select signals at both the top and bottom of the 
Selected array block remain logically high to provide a path 
between each bit line pair BL, BLB and corresponding Sense 
amplifier internal nodes SA, SAB. The respective array 
Select line on the deselected side of each of the two rows of 
Selected Sense amplifiers is preferably brought low before 
the Selected word line is driven high, to isolate the respective 
internal Sense amplifier nodes SA, SAB from the capaci 
tance of respective bit lines BL, BLB located within the 
adjacent but deselected array block. All other array Select 
lines within the memory array 102 preferably remain high 
Since no other word line is driven active, nor are any other 
Sense amplifiers Strobed. 
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A particular example may provide additional clarity to 

Such a memory organization and its operation. If, for 
example, a Selected word line lies within array block 
ARRAY.1 the array select signals ASD.1 and ASU. 1 at both 
the respective top and bottom of array block ARRAY.1 
remain high, thus coupling each bit line pair within array 
block ARRAY.1 to a corresponding sense amplifier within 
either hole HOLE.0.1 or HOLE.1.2. The array select lines 
ASU.0 and ASD.2 on the deselected side of each of the two 
rows of Selected Sense amplifiers (i.e., those Sense amplifiers 
located in holes HOLE.0.1 and HOLE.1.2) are brought low 
before the selected word line is driven high, to isolate the 
respective internal sense amplifier nodes SA, SAB from the 
capacitance of respective bit lines BL, BLB located within 
deselected array blocks ARRAY.0 and ARRAY.2. All other 
array select lines within the memory array 102 (e.g., ASD.0, 
ASU.2, ASD.3, etc.) except these four just described remain 
high to minimize power dissipation and to provide continu 
ous bit line and Sense amplifier equilibration to deselected 
array blocks (along with other equilibration transistors 
described below). 

Similarly, if a selected word line falls within array block 
ARRAY.2, the array select signals ASD.2 and ASU.2 at both 
the respective top and bottom of array block ARRAY.2 
remain high, thus coupling each bit line pair within array 
block ARRAY.2 to a corresponding sense amplifier within 
either hole HOLE.1.2 or HOLE.2.3. The array select lines 
ASU.1 and ASD.3 on the deselected side of each of the two 
rows of Selected Sense amplifiers are brought low before the 
Selected word line is driven high, to isolate the respective 
internal Sense amplifier nodes SA, SAB from the capaci 
tance of respective bit lines located within deselected array 
blocks ARRAY.1 and ARRAY.3. All other array select lines 
within the memory array 102 (e.g., ASD.0, ASU.0, ASD.1) 
except these four just described remain high to minimize 
power dissipation and to provide continuous bit line and 
Sense amplifier equilibration to deselected array blockS. 

Further details of various embodiments of the sense 
amplifiers and array Select Signals, including detailed timing 
and Voltage levels, are described in greater detail below. 
While the above description related to FIG. 2 illustrates a 

general organization of an exemplary memory array 102 into 
array blocks and the sharing (i.e., multiplexing) of Sense 
amplifiers between bit line pairs from Separate array blocks, 
it provides little indication of how columns are Selected and 
how each Sense amplifier output is Steered to I/O circuits 
external to the memory array 102. FIG. 3 is a simplified 
electrical Schematic diagram which illustrates for certain 
embodiments the basic functionality of the memory array 
102, and particularly illustrates the use of a pair of bidirec 
tional local I/O lines LIO, LIOB to couple differential data 
from the two internal nodes of a Selected one of Several 
neighboring bit line Sense amplifiers to a local amplifier 174, 
which then drives a pair of global output lines GOUT, 
GOUTB. The pair of local I/O lines LIO, LIOB runs 
horizontally (i.e., parallel to the word lines) within an array 
hole and Services Several neighboring bit line Sense ampli 
fiers located within the same array hole, preferably from 4 
to 16 sense amplifiers. The global output lines GOUT, 
GOUTB run vertically (i.e., parallel to the bit lines) and 
extend the full length of the memory array. A separate local 
amplifier (e.g., amplifier 174) is used for each pair of local 
I/O lines LIO, LIOB located within each array hole, and is 
each Selectable (by decoding array Select addresses and 
other timing information described below) to drive a corre 
sponding pair of complementary global output lines GOUT, 
GOUTB. Each pair of global output lines GOUT, GOUTB 
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includes a pair of static P-channel load transistors 191,192 
(or other resistive means) and is sensed by a GOUT ampli 
fier 193 (various embodiments of which are described 
below) to generate an output signal on a global data bus 
(here shown implemented as differential global data bus 
lines GDB, GDBB). 
A corresponding pair of Vertical global input lines GIN, 

GINB is used to steer write data into a selected memory cell. 
The pair of global input lines GIN, GINB is momentarily 
driven by a GIN amplifier 190 with a data signal received 
from the complementary global data bus (GDB, GDBB), 
which are then coupled by a pair of transistors 180, 181 to 
the pair of local I/O lines LIO, LIOB, and which is then 
coupled to a Selected Sense amplifier by column Select 
transistors 178,176. Simplified nomenclature is used in FIG. 
3 for an arbitrary array block, to aid in clarity of description. 
Subsequent figures introduce circuit Schematics which add 
full array block decoding and timing necessary to Support a 
memory array 102 having a large number of array blocks, as 
is described more fully below. 

Having briefly set forth thus far the basic I/O structure of 
the memory array 102, a more detailed description follows 
below in the context of a basic read cycle, followed by a 
description of a basic write cycle. A cross-coupled CMOS 
Sense amplifier 142 is multiplexed, as described above, to 
sense either a bit line pair BLU, BLBU (i.e., “bit line up” and 
“bit line bar up”) within the array block located above the 
sense amplifier 142, or to sense a bit line pair BLD, BLBD 
(i.e., “bit line down” and “bit line bar down”) within the 
array block located below the sense amplifier 142. To select 
the upper bit line pair BLU, BLBU, an upper array select 
signal ASU is left high while a lower array select signal ASD 
is brought low, as described above in reference to FIG. 2. 
Array select transistors 160, 162 remain on and couple the 
upper bit line pair BLU, BLBU to respective sense amplifier 
nodes SA, SAB while array select transistors 164, 166 are 
turned off to isolate the sense amplifier nodes SA, SAB from 
the lower bit line pair BLD, BLB.D. Conversely, to select the 
lower bit line pair BLD, BLBD, the lower array select signal 
ASD is left high while the upper array select signal ASU is 
brought low to isolate the unselected bit line pair within the 
upper array block from the Sense amplifier internal nodes 
SA, SAB. Preferably the array select signals which remain 
logically high (to gate the Selected bit lines to the respective 
Sense amplifier) are actually "boosted’ or driven to a voltage 
above the VDD level to provide for a lower impedance path, 
particularly during restoration of the high level bit line 
Voltage, as is discussed in greater detail below. If boosted 
array Select levels are employed, then the array Select 
transistors (e.g., array Select transistors 160, 162) may be 
preferably fabricated using a high Voltage transistor Struc 
ture if one is available in the Semiconductor process being 
used. However, as is described in greater detail below, the 
array select signals may be boosted to a VPP Voltage which, 
for reliability reasons, is a regulated, fixed “Safe’ Voltage 
level referenced to VSS, but which is typically well above 
VDD for typical operating conditions. If two different tran 
Sistor structures (e.g., normal and high voltage) are not 
available, all the transistors, including the memory cell 
access transistors, are designed to work reliably at the 
boosted Voltage. 

The general column organization of this embodiment of 
the memory array 102 may be illustrated by considering a 
memory cycle in which the selected word line falls within, 
for example, the array block located below the Sense ampli 
fier 142 in FIG. 3. A word line WL is shown which, when 
driven active, couples a memory cell 150 to the complement 
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bit line BLBD. The memory cell 150 includes NMOS access 
transistor 146 which couples one terminal of a memory cell 
capacitor 148 to the bit line BLBD, while the other terminal 
of memory cell capacitor 148 is connected to memory cell 
plate 152. As is common practice with all DRAMs, half of 
the memory cells associated with a given bit line pair 
connect to the true bit line, and the remaining half connect 
to the complement bit line. A portion of the row decoder for 
the word line WL includes row driver 144, which is powered 
from a VPP level which is higher than the normal VDD level 
used throughout the majority of the circuit. This VPP Voltage 
is preferably internally generated and regulated (using a 
bandgap reference Voltage) to a Substantially constant value 
of 4.0 volts relative to VSS (for a memory device designed 
to work using a nominal VDD level of 2.5 volts) indepen 
dent of Semiconductor process corner, temperature, and the 
particular VDD level. NMOS access transistor 146 is pref 
erably fabricated using a high Voltage transistor Structure, if 
available, as is indicated by the adjoining notation “*” in 
FIG. 3. If no special high Voltage transistor Structure is 
available, all transistors are designed (based upon reliability 
considerations) to tolerate a VPP Voltage of, for example, 3.6 
to 4.0 Volts, even though the circuit is intended to operate at 
a VDD of nominally only 2.5 volts. 

After a previous active cycle (and consequently while all 
the row lines are held inactive low) the complementary bit 
lines BLD, BLBD are equilibrated to each other by equili 
bration transistor 156 which is gated by a self-timed pulsed 
equilibrate signal BLEQD and which transistor is located at 
the “near end” of the bit line pair (next to the array select 
transistors 164, 166). Because the sense amplifier 142 
restores one bit line to the low Supply voltage level (i.e., VSS 
or ground) and the other bit line to a high voltage level, the 
bit lines Subsequently establish, after Sharing their charge, a 
bit line equilibration Voltage that is approximately one-half 
of the high write (i.e., restore) level. The Sense amplifier 
nodes SA, SAB are equilibrated to each other by transistor 
182 which is gated by a Sense amplifier equilibrate Signal 
SAEQ LEVEL which remains high until the next active 
cycle begins in which Sense amplifier 142 is Selected. The 
sense amplifier nodes SA, SAB are further equilibrated to a 
common bit line equilibrate node VBLEQ by transistors 
154, 158 which are gated by a self-timed pulsed sense 
amplifier equilibrate signal SAEQ PULSE, to establish the 
bit line equilibration voltage of the collective high capaci 
tance of all the bit line pairs on the relatively low capaci 
tance of the common bit line equilibrate node VBLEQ. The 
SAEQ PULSE signal is self-timed and remains high for the 
Same duration as the other pulsed equilibrate Signals, which 
is for a Sufficient time to adequately equilibrate the Sense 
amplifier nodes SA, SAB, and to establish the bit line 
equilibration voltage faithfully onto the common bit line 
equilibrate node VBLEQ, but the SAEQ PULSE signal is 
then automatically brought low without waiting for a new 
cycle to begin. (The equilibration transistor 182 may alter 
natively be implemented as two separate, parallel transis 
tors: one gated by the Sense amplifier equilibrate Signal 
SAEQ LEVEL, and the other gated by the sense amplifier 
equilibrate signal SAEQ PULSE.) The lower bit line pair 
BLD, BLBD is also equilibrated at the “far end” of the bit 
lines (i.e., the end most distant from its Sense amplifier) by 
equilibrate transistor 168, also gated by a decoded equili 
brate Signal having the same timing as pulsed equilibrate 
signal BLEQD (represented by a dashed line in FIG. 3). By 
equilibrating the bit lines from both ends, the equilibration 
time is reduced by almost a factor of four as compared to 
equilibrating from only one end of the bit lines (assuming 
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the “on” resistance of each equilibrate transistor is Small 
compared to the bit line resistance, represented Schemati 
cally as parasitic bit line resistors 197). 

The upper bit line pair BLU, BLBU is similarly equili 
brated by equilibration transistor 170 which is gated by a 
self-timed pulsed equilibrate signal BLEQU and which 
transistor is preferably located at the near end of the upper 
bit line pair (next to the array select transistors 160, 162). 
The upper bit line pair is also equilibrated at its far end by 
an equilibrate transistor (not shown) analogous to transistor 
168, also gated by a decoded equilibrate Signal having the 
Same timing as pulsed equilibrate Signal BLEQU. 

After the previous active cycle, both array Select signals 
ASU, ASD are driven to VDD (if not already at such a 
voltage). The additional Sense amplifier equilibration tran 
sistor 182, which is gated by equilibrate signal SAEQ 
LEVEL, directly equilibrates the internal sense amplifier 
nodes SA, SAB together. Consequently, both the true and 
complement upper bit lines BLU, BLBU, the true and 
complement Sense amplifier nodes SA, SAB, and the true 
and complement lower bit lines BLD, BLBD are all equili 
brated together by transistor 182 until the next cycle using 
Sense amplifier 142. These lines, when initially equilibrated, 
jointly establish the bit line equilibration Voltage onto node 
VBLEQ and which voltage, for this embodiment, is equal to 
approximately 1.0 volt, as is further described below. 
The local I/O lines LIO, LIOB are also equilibrated to the 

bit line equilibration voltage by transistors 185, 186. A local 
I/O equilibration signal LIOEQ provided to the gate termi 
nals of both transistors 185, 186 is driven high between 
active cycles and remains high even during active cycles 
whenever the particular local I/O line pair is deselected (i.e., 
its hole is deselected). Between active cycles, Strobed ampli 
fier 174 is inactive, allowing the pair of global output lines 
GOUT, GOUTB to be both driven to VDD by respective 
static load transistors 191, 192. 
When an active cycle starts in the lower array, the 

equilibrate signal SAEQ LEVEL is brought low to 
de-couple the two internal sense amplifier nodes SA, SAB 
from each other. The other pulsed equilibrate signals (e.g., 
the SAEQ PULSE and BLEQD signals in all the array 
blocks) are already low (for long cycle times) or are con 
currently being brought low (for minimal cycle times) in 
order to reduce the capacitance of various “equilibrate' 
Signals which must be brought low at the Start of an active 
cycle before the selected word line may be driven high. 
Moreover, when an active cycle Starts in the lower array, the 
ASU signal is also brought low to de-couple the internal 
sense amplifier nodes SA, SAB from the bit line pair BLU, 
BLBU in the de-selected array block located above the sense 
amplifier 142. Upper-order row addresses (i.e., array block 
Select addresses) are decoded by the respective circuits 
which generate the various Sense amplifier equilibrate Sig 
nals and array Select signals to determine, based upon which 
array block is Selected, which of the Signals to bring low. The 
LIOEQ signal is also brought low to de-couple the local I/O 
lines LIO, LIOB from each other, again based upon upper 
order row address information (as well as internally 
generated timing information). 
AS Soon as the appropriate equilibrate and array Select 

signals are sufficiently low, the selected word line WL is 
driven high. These waveforms may actually overlap Slightly, 
as the Voltage of the equilibrate and array Select Signals must 
preferably be below approximately one N-channel threshold 
voltage above the bit line equilibrate level before the voltage 
of the selected word line WL reaches the threshold voltage 
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of the N-channel access transistor 146. Because the word 
line driver 144 is implemented using a very large output 
pull-up transistor, and is powered by a internally-generated 
and regulated 4.0 volt supply voltage (VPP) rather than by 
VDD, the selected word line WL rises smoothly and quickly 
to a 4.0 volt high level to facilitate restoration of a high level 
into a memory cell. As the selected word line WL rises, of 
course, a differential Signal is generated between the differ 
ential bit lines BLD, BLBD, depending on whether the 
stored data within the selected memory cell 150 was earlier 
written to either a high Voltage (e.g., about 2.0 volts) or a low 
voltage (about 0 volts). Because the array Select transistors 
164, 166 remain conductive (because array Select signal 
ASD remains high) the differential signal on the bit lines 
BLD, BLBD is coupled onto the internal sense amplifier 
nodes SA, SAB. 
At Substantially the same time as the Selected word line 

WL is driven high, and particularly of note before the sense 
amplifier 142 is Strobed, the Selected column decode Signal 
COLSEL is also driven high, in this case to a VDD level. 
Consequently, the developing Signal on the Sense amplifier 
nodes SA, SAB is also coupled to the very short, very low 
capacitance local I/O lines LIO, LIOB before sensing of the 
sense amplifier 142. Moreover, at Substantially the same 
time and Still before Sensing of the Sense amplifier 142, the 
local I/O amplifier 174 is enabled (as determined by decoded 
address information combined with internal timing Signals, 
not yet shown) and the developing signal on the local I/O 
lines LIO, LIOB is buffered onto the global output lines 
GOUT, GOUTB. As soon as a sufficient signal is developed 
on the internal sense amplifier nodes SA, SAB, the bit line 
sense amplifier 142 is strobed simultaneously by strobe 
enable signal SE and strobe enable bar signal SEB. When 
strobed, the sense amplifier 142 restores a low level on the 
bit line having a lower Sense Voltage and restores a high 
level on the bit line having a higher Sense Voltage, as is well 
known in the art. The relative timing of these strobe enable 
Signals will be described in greater below, but for ease of 
description the Strobing of the Sense amplifier 142 may at 
this point be assumed to restore adequate high and low levels 
onto the respective bit lines connected thereto. With the 
selected word line WL still high, the selected memory cell 
Voltage is restored as well. 

In a traditional DRAM, the signal from the selected 
memory cell is developed in and Strobed by the Sense 
amplifier before any column decode Signal is driven which 
couples either the Selected bit lines and/or Sense amplifiers 
to any type of I/O lines. One reason this is done is to ensure 
maximum signal in the Sense amplifiers before Sensing and 
to reduce any interference that the column Select signals 
might impart upon proper Sensing of the data from the 
Selected memory cell. Connection of a very large capaci 
tance global I/O line to a low capacitance bit line before 
Sensing would Severely attenuate the Signal to be Sensed. 
Another reason this is done include I/O lines which are 
advantageously equilibrated to a much different Voltage than 
are bit lines. 

In the embodiment shown in FIG. 3, the selected column 
decode signal is driven before Sensing. This counter 
intuitive technique slightly attenuates the Signal available to 
the Sense amplifiers due to the Small increased capacitive 
loading of a very short, low capacitance local I/O line (e.g., 
LIOB) onto the combined capacitance of a bit line sense 
amplifier node (e.g., SAB) and a bit line (e.g., BLBD), but 
it advantageously affords an opportunity to Start developing 
signal onto the global output lines GOUT, GOUTB even 
before Sensing has occurred. This provides a tremendous 
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read access time advantage compared to waiting for Sensing 
before driving Selected column decode Signals. It should be 
appreciated that the Sense amplifier nodes SA, SAB must not 
be disturbed or mis-equilibrated when the selected column 
decode signal COLSEL is driven high. Because the local I/O 
lines are precharged to the same Voltage as are the bit lines 
and Sense amplifier nodes (e.g., the bit line equilibrate 
voltage established on node VBLEQ), the common mode 
Voltage of the bit line Sense amplifier nodes nominally is 
unchanged when the Selected column decode Signal 
COLSEL is driven high because the equilibrate voltage is 
the same. Careful attention to balanced layout results in 
reducing any differential capacitive coupling through col 
umn select transistors 176, 178, which preserves the equili 
bration of the sense amplifier nodes SA, SAB. 

The global output lines GOUT, GOUTB run the entire 
vertical length of the memory array 102, as described above. 
At Substantially the same time as the selected word line WL 
and the selected column decode signal COLSEL are driven 
high, in a read cycle the decoded read signal HOLE READ 
is driven high (as determined by decoded array Select 
address information combined with internal timing Signals, 
not yet shown), also before Sensing. Thus, as the low voltage 
differential signal develops on the bit lines BL, BLB, the 
sense amplifier nodes SA, SAB, and the local I/O lines LIO, 
LIOB, it is buffered by the selected local I/O sense amplifier 
174 and driven onto the differential global output lines 
GOUT, GOUTB. Load transistors 191, 192 need not be 
decoded, as the Voltage of the both global output lines 
GOUT, GOUTB remain at VDD between active cycles, and 
during an active read cycle only one of the global output 
lines (e.g., GOUT or GOUTB) is briefly driven downward 
by the selected local I/O sense amplifier 174 to develop a 
relatively small differential signal level between the global 
output lines GOUT, GOUTB. Additional details of the local 
I/O sense amplifier 174 and the GOUT amplifier 193, as well 
as complete data path details from the memory array to the 
external connections of the exemplary embodiment, are 
described further below. An alternate embodiment may 
include several decoded GOUT load resistors along the 
length of a given global output line, which are decoded Such 
that only the load resistor located adjacent to or at least 
physically nearest the Selected local I/O Sense amplifier is 
enabled during a read cycle, to minimize the Voltage drop on 
the global output lines between the local I/O sense amplifier 
and the load resistor. However, this also adds significant 
complexity in control circuits to decode the load resistors 
appropriately. Other plausible embodiments include a 
decoded load resistor at both the 74 and % points along the 
global output lines, a non-decoded load resistor at both the 
top and bottom of the memory bank, or a non-decoded load 
resistor at just the end of the memory bank having the 
GOUT sense amplifier 193 (as shown in FIG. 3). 

In a write operation, both the data to be written and the 
write address are known even before the start of the write 
operation. In the exemplary embodiment, this occurs 
because a write queue "buffers up' Several write cycles 
before any data is actually written into the array. Additional 
details of the write queue are described in greater detail 
below. Nonetheless, to understand the basic write operation 
of the simplified circuitry as shown in FIG. 3, one may 
assume the data is known to the memory before the Start of 
the write cycle which actually “writes” the data into the 
Selected memory cells. More specifically, the data which is 
to be next written is already placed upon the global input 
lines GIN, GINB before an active cycle starts. Even more 
Specifically, a differential Voltage is driven onto the global 
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input lines GIN, GINB during the latter portion of bit line 
Sensing and the early portion of bit line equilibration So that 
the global input lines are not moving during the latter portion 
of bit line equilibration and through the early portion of bit 
line Sensing when capacitive coupling to an underlying bit 
line or Sense amplifier node could disturb bit line Sensing. 
At Substantially the same time as the Selected word line 

WL and the selected column decode signal COLSEL are 
driven high, in a write cycle the decoded write Signal 
HOLE WRITE is driven high (as determined by decoded 
array Select address information combined with internal 
timing signals, not yet shown), also before sensing. This 
couples the low Voltage differential write data Signal already 
present on the global input lines GIN, GINB onto the local 
I/O lines LIO, LIOB by way of transistors 180, 181. Since 
the selected column decode signal COLSEL has also been 
driven (or is being driven) high, the write data signal is also 
coupled onto the internal Sense amplifier nodes SA, SAB, 
where it is combined with the signal otherwise developed by 
the selected memory cell. The magnitude of the differential 
write data signal on the global input lines GIN, GINB is 
preferably chosen to nominally impart a Voltage on each bit 
line which is no larger than might otherwise occur during a 
read cycle. Due to the much larger capacitance of the global 
input lines GIN, GINB compared to the sum of the respec 
tive capacitance of the bit lines BLD, BLBD, the bit line 
sense amplifier nodes SA, SAB, and the local I/O lines LIO, 
LIOB, the resulting voltage developed in the bit line sense 
amplifier 142 is almost as large as the differential write data 
Signal itself. At the same time, the Signal developed from the 
Selected memory cell is negligible, as most of this charge 
ends up on the very large capacitance of the global input 
line. That is, the global input line substantially “swallows' 
the signal otherwise developed from reading the Selected 
memory cell. 
On the other hand, the magnitude of Such a write data 

Signal should be limited in order to reduce the magnitude of 
unwanted coupling onto neighboring Sense amplifier nodes 
SA, SAB that are not being written (and whose restore 
operation must not be disturbed) when the Sense amplifier 
nodes and bit lines to be written are driven with the write 
data Signal. As a point of reference, during a read cycle one 
bit line (of a selected bit line pair) is either brought up by 
about 100 mV when reading a “high” or brought down by 
about 100 mV when reading a “low”, while the other bit line 
of the selected bit line pair remains substantially at the bit 
line equilibrate Voltage. In other words, the maximum 
Voltage perturbation of a given bit line which might disturb 
a neighbor is either +100 mV or -100 mV. The magnitude 
of the write data signal on each global input line GIN, GINB 
is preferably chosen to nominally be equal to the expected 
read signal from the memory cell, that is, 100 mV above or 
below the bit line equilibration voltage. Thus the write data 
Signal coupled to the Selected bit line Sense amplifier and bit 
line pair, will not disturb a neighboring bit line Sense 
amplifier more than a read cycle would disturb that neighbor. 
One global input line is driven to 100 mV above the bit 

line equilibrate Voltage, while the other global input line is 
driven to 100 mV below the bit line equilibrate voltage. As 
Stated above, due to the much larger capacitance of the 
global input lines, the resulting Voltage on the Selected bit 
line Sense amplifier nodes and likewise on the Selected bit 
line pair is only slightly attenuated from these Voltage levels. 
Consequently, although a differential signal of 200 mV is 
developed in the bit line sense amplifier (twice that devel 
oped in a read cycle), each Sense amplifier node and each bit 
line is driven by only 100 mV, which is no worse than the 
perturbation to a neighbor during a read cycle. 
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Because of this timing, a Small differential Voltage rep 
resenting the write data is actually driven into the Sense 
amplifier before Sensing. AS Stated above, the magnitude of 
this small differential voltage may be preferably chosen to be 
comparable to, but Somewhat larger than, the expected 
Signal otherwise developed during reading. The Sense ampli 
fier 142 then latches the write data when strobed, rather than 
latching the read data from the memory cell. This technique 
has Several Significant advantages. First, as mentioned 
above, it does not disturb the neighboring bit line Sense 
amplifiers. Second, it is fast. The bit line sense amplifiers do 
not first sense “old” data and then overwrite it with new data, 
which would require Significant additional time. Rather, they 
initially sense the data to be written. Third, the global input 
lines only move +/-100 mV during each write cycle. Since 
there is a 36-bit wide data path and each global input line has 
over 1 pF of capacitance, considerable power is Saved by 
only moving these wires by 100 mV. Fourth, since the bit 
line sense amplifier itself restores the levels onto the bit 
lines, the write levels into a memory cell are Substantially 
identical to the restored level achieved after a read or refresh 
cycle. This is particularly advantageous in ensuring the high 
level during write matches the high level during read (which 
is extremely beneficial for reducing functional test times). 
Moreover, a uniform written high level is achieved, particu 
larly when not writing all the way to VDD, irrespective of 
how many bits are written in a given cycle (because of the 
byte write capability). A fifth advantage is found in the lack 
of any requirement that the write circuits must Over-power 
a latched Sense amplifier. If required, Such circuits would be 
physically larger and consume even more power, and would 
require a write path other than the simple NMOS-only 
column Select transistors, which alone could not drive the 
Sense amplifier nodes all the way up the write restore level. 

The Sense amplifier latches either the data read from a 
Selected memory cell, or data to be written to the Selected 
memory cell. The Sense amplifier is then responsible for 
restoring the proper high and low levels onto the comple 
mentary bit lines, and consequently into the Selected 
memory cell. The selected word line WL is driven in an 
active cycle to an internally regulated VPP Voltage which, 
for nominal power supply voltage, is above the VDD level. 
In other words, for nominal power Supply values, the 
Selected word line is boosted above VDD in order to reduce 
the effective resistance of the access transistor 146, thereby 
restoring a high level into the selected memory cell 150 in 
less time. For most process corners (especially aggravated 
by high threshold, low VDD, and cold temperature), the 
boosted word line level also overcomes the potential loss of 
the access transistor threshold Voltage which would other 
wise limit the high level which may be written into memory 
cell 150. 

For much the same reasons as for the word line, the array 
Select transistors 164, 166 could also limit either the ultimate 
Voltage level or at least impact the delay of restoring a high 
level onto the appropriate true or complement bit line. 
Consequently, the array Select signal ASD is also boosted to 
the VPP level during the restore portion of the active cycle. 
The array select signal ASD is biased at VDD between 
active cycles, as are all the other array Select Signals. Then, 
at the Start of an active cycle, the array Select Signals on the 
deselected Side of the Selected Sense amplifiers (e.g., array 
Select signal ASU) are quickly brought to ground, and the 
array Select Signals on the Selected Side of the two rows of 
Selected Sense amplifiers (e.g., array Select signal ASD) are 
boosted from VDD to VPP to more quickly allow passage of 
the read Signal from the Selected memory cell developing on 
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the various bit lines onto the respective internal Sense 
amplifier nodes SA, SAB, and then to much more quickly 
allow passage of the "latched signal” developing on the 
Sense amplifier nodes during Sensing (particularly a high 
going restore level) back onto the respective bit lines. 

In the exemplary embodiment shown, the bit line equili 
brate Voltage is approximately 1.0 volt, and the written/ 
restored high level is approximately 2.0 volts (which is 
described in additional detail below). Even at a low VDD of 
2.1 volts, a VDD level on the “selected” array select signal 
is most likely Sufficient to couple the true and complement 
bit line voltages, as the approximately 100 mV differential 
Signal develops from reading a Selected memory cell, onto 
the true and complement Sense amplifier nodes SA, SAB. 
But Such a 2.1 volt level on the gates of array Select 
transistors 164, 166 would, for this example, limit the level 
developed of the high-going bit line when the Sense ampli 
fier drives the high-going Sense amplifier node to 2.0 volts. 
Consequently, during the time Signal is developing on the bit 
lines and into the Sense amplifier, the “selected' array Select 
signal is boosted to the VPP level (nominally 4.0 volts) by 
circuitry which need not be particularly fast, as long as the 
voltage on the array select signal is driven to VPP fairly 
early in the Sensing process. 
The memory cell plate voltage PLATE (node 152) is 

generated by a sample-and-hold amplifier 196 to match the 
bit line equilibration Voltage, which is Sampled during the 
precharge pulse (of signal SAEQ PULSE) by transistor 194 
onto capacitor 195. 

Referring now to FIG.4, an arrangement of local I/O lines 
is described which shows a pair of local I/O lines which are 
“broken” in the middle (to reduce capacitance), thus forming 
a left complementary local I/O pair and a right complemen 
tary local I/O pair. The left and right local I/O line pairs are 
then connected to Share a single local I/O read amplifier/ 
write block 202. Thirty-two physical bit line pairs from a 
portion of, for example, array block ARRAY.2 are shown. As 
was previously described in relation to FIG. 2, half of the bit 
line pairs are connected to bit line Sense amplifiers 
(indicated as BLSA) located in the hole HOLE.1.2 above the 
array block ARRAY.2, while the other half of the bit line 
pairs are connected to bit line Sense amplifiers located in the 
hole HOLE.2.3 below the array block ARRAY.2. This 
circuitry may be horizontally repeated 36 times acroSS each 
memory bank. 
Of the sixteen physical bit line pairs on the left side of 

FIG. 4 (indicated as BLP-0, BLP1, BLP2, ... BLP15), the 
eight even-numbered bit line pairs BLP.0, BLP2, ... BLP.14 
are connected to respective bit line Sense amplifiers SA.0, 
SA.2, ... SA.14 at the top of the array block ARRAY.2 (i.e., 
within the hole HOLE.1.2). Each of these eight even 
numbered bit line Sense amplifiers is then connected to a 
corresponding left-hand pair of local I/O lines LIO L, 
LIOB L. Of the sixteen physical bit line pairs on the right 
side of FIG. 4 (indicated as BLP16, BLP17, BLP18. . . 
BLP31), the eight even-numbered bit line pairs BLP16, 
BLP 18, ... BLP.30 are connected to respective bit line sense 
amplifiers SA. 16, SA. 18, . . . SA.30 at the top of the array 
block ARRAY.2. Each of these eight even-numbered bit line 
Sense amplifiers is then connected to a corresponding right 
hand pair of local I/O lines LIO R, LIOB R. 

Both the left local I/O pair LIO L, LIOB L and the right 
local I/O pair LIO R, LIOB R are brought to a local I/O 
read amplifier and write block 202, which is selectable 
during an active cycle to couple either the left or the right 
local I/O pair to an associated set of global I/O lines (e.g., 
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“global I/O lines GI/O.2, which includes a differential 
global input pair GIN.2, GINB.2, and a differential global 
output pair GOUT2, GOUTB.2). Note that the complemen 
tary global output lines GOUT2 and GOUTB.2 are not 
routed adjacent to each other, but are instead Separated by 
one of the global input lines (e.g., GINB.2). This signifi 
cantly reduces the coupling capacitance between the true 
and complement global output lines GOUT. 2 and 
GOUTB.2, and since the global input lines GIN.2, GINB.2 
are not moving (i.e., they are "quiet”) when the read signal 
is developing on the global output lines, the delay in the read 
path is reduced. 
A group of eight pre-decoded column Select lines 

COLSELX runs through each hole (e.g., hole HOLE.1.2, 
HOLE.2.3, etc.). For ease of introduction, assume a group of 
two pre-decoded left/right select lines LEFT, RIGHT also 
runs through each hole as shown in FIG. 4 for hole 
HOLE.1.2 and hole HOLE.2.3. During an active cycle, one 
of the eight bit line Sense amplifiers connected to the left 
local I/O pair LIO L, LIOB L is selected by the active one 
of the eight pre-decoded column select lines COLSELX in 
accordance with a portion of the column address of the given 
active cycle. Likewise, one of the eight bit line Sense 
amplifiers connected to the right local I/O pair LIO R, 
LIOB R is also selected by the same active one of the eight 
pre-decoded column select lines COLSELX. The active 
LEFT or RIGHT select line (which is also derived from a 
portion of the column address of the given active cycle) then 
steers the local I/O read amplifier and write block 202 
appropriately to either the left local I/O pair LIO L, 
LIOB L or the right local I/O pair LIO R. LIOB R. The 
local I/O read amplifier and write block 202 buffers the 
Signal from the Selected local I/O pair onto the associated 
global output pair GOUT2, GOUTB.2 (when enabled dur 
ing a read cycle by a READ Signal routed through the hole 
HOLE.1.2), or drives the data signal from the associated 
global input pair GIN.2, GINB.2 onto the selected local I/O 
pair (when enabled during a write cycle by a WRITE signal 
also routed through the hole HOLE.1.2). 

In a similar fashion, the eight odd-numbered bit line pairs 
BLP1, BLP3, . . . BLP.15 on the left side of FIG. 4 are 
connected to respective bit line Sense amplifierS S.A.1, 
SA.3, . . . SA. 15 in hole HOLE.2.3 below the array block 
ARRAY.2. Each of these eight odd-numbered bit line sense 
amplifiers is then connected to a corresponding left-hand 
pair of local I/O lines LIO L, LIOB L. Of the sixteen 
physical bit line pairs on the right side of FIG. 4 (indicated 
as BLP.16, BLP.17, BLP.18. . . BLP.31), the eight odd 
numbered bit line pairs BLP.17, BLP.19, . . . BLP.31 are 
connected to respective bit line Sense amplifierS S.A. 17, 
S.A. 19, ... SA.31 at the bottom of the array block ARRAY.2. 
Each of these eight odd-numbered bit line Sense amplifiers 
is then connected to a corresponding right-hand pair of local 
I/O lines LIO R, LIOB R. 

Both the left local I/O pair LIO L, LIOB L and the right 
local I/O pair LIO R, LIOB R are brought to a local I/O 
read amplifier and write block 204, which is selectable 
during an active cycle to couple either the left or the right 
local I/O pair to an associated odd-numbered global I/O line, 
in this case, global I/O line GI/O.3 (which includes a 
differential global input pair GIN.3, GINB.3, interspersed 
with a differential global output pair GOUT3, GOUTB.3). 
AS Stated above, a group of eight pre-decoded column 

select lines COLSEL.X (individually identified as 
COLSEL.0, COLSEL.1, ... COLSEL.7) also runs through 
hole HOLE.2.3. For ease of description, again assume a 
group of two pre-decoded left/right select lines LEFT, 
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RIGHT also runs through hole HOLE.2.3, as shown in FIG. 
4. During an active cycle, one of the eight odd-numbered bit 
line Sense amplifiers connected to the left local I/O pair 
LIO L, LIOB L is selected by the active one of the eight 
pre-decoded column select lines COLSELX in accordance 
with a portion of the column address of the given active 
cycle. Likewise, one of the eight odd-numbered bit line 
Sense amplifiers connected to the right local I/O pair LIO 
R, LIOB R is also selected by the same active one of the 
eight pre-decoded column select lines COLSELX. The 
active LEFT or RIGHT select line (which is also derived 
from a portion of the column address of the given active 
cycle) then steers the local I/O read amplifier and write block 
204 appropriately to either the left local I/O pair LIO L, 
LIOB L or the right local I/O pair LIO R, LIOB R. The 
local I/O read amplifier and write block 204 buffers the 
Signal from the Selected local I/O pair onto the associated 
global output pair GOUT3, GOUTB.3 (when enabled dur 
ing a read cycle by a READ Signal routed through the hole 
HOLE.2.3), or drives the data signal from the associated 
global input pair GIN.3, GINB.3 onto the selected local I/O 
pair (when enabled during a write cycle by a WRITE signal 
also routed through the hole HOLE.2.3). Note that in a 
Single-word (36-bit) read or write cycle, the column Select 
and read or write signals in either hole HOLE.1.2 or those 
in HOLE.2.3 are enabled, based upon the LSB of the entire 
address field. For a 72-bit double-word read or write cycle, 
these signals are enabled in both the holes HOLE.1.2 and 
HOLE 2.3. 
A Specific example of an active read cycle may be useful 

to reinforce the details of this organization. ASSume the 
selected word line (not shown in FIG. 4) falls within array 
block ARRAY.2 (meaning that array decode addresses are 
decoded to select the array block ARRAY.2, and that row 
decode addresses are decoded to Select a word line within 
array block ARRAY.2 as the active word line). Further 
assume that column decode addresses are decoded Such that 
column select line COLSEL.1 and the left/right select line 
LEFT in hole HOLE.1.2 are both active. As a result, bit line 
Sense amplifier SA.2 is Selected by column Select line 
COLSEL.1 and the signal developed by the selected 
memory cell on the bit line pair BLP2 (and Subsequently 
amplified by bit line sense amplifier SA.2) is coupled onto 
the left local I/O lines LIO L, LIOB L within hole 
HOLE.1.2. At the same time, bit line sense amplifier SA.18 
is also selected by column select line COLSEL.1 and the 
Signal developed by the Selected memory cell on the bit line 
pair BLP.18 (and also subsequently amplified by bit line 
sense amplifier SA. 18) is coupled onto the right local I/O 
lines LIO R, LIOB R within hole HOLE.1.2. Within the 
local I/O read amplifier and write block 202, the left local 
I/O lines LIO L, LIOB L are selected (by the active select 
line LEFT) and coupled to the input of a read amplifier, and 
the corresponding read signal developed on the Selected 
local I/O lines is buffered and driven onto the associated 
even-numbered global output lines GOUT.2, GOUTB.2. 
The non-selected right local I/O lines LIO R, LIOB R are 
de-coupled from the read amplifier (and thus de-coupled 
from the global output lines) and are also de-coupled from 
the global input lines when the left local I/O lines are 
Selected. 
At the same time during this exemplary (72-bit double 

word) read cycle, odd-numbered bit line Sense amplifier 
SA.3 is also selected by column select line COLSEL.1 and 
the signal developed by the selected memory cell on the bit 
line pair BLP3 (and subsequently amplified by bit line sense 
amplifier SA.3) is coupled onto the left local I/O lines 
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LIO L, LIOB L within hole HOLE.2.3. Bit line sense 
amplifier SA.19 is also selected by column select line 
COLSEL.1 and the signal dcveloped by the selected 
memory cell on the bit line pair BLP.19 (and Subsequently 
amplified by bit line sense amplifier SA.19) is coupled onto 
the right local I/O lines LIO R. LIOB R within hole 
HOLE.2.3. Within the local I/O read amplifier and write 
block 204, the left local I/O lines LIO L, LIOB L are 
selected by the active select line LEFT, and the correspond 
ing read signal developed on the Selected local I/O lines is 
buffered and driven onto the associated odd-numbered glo 
ball output lines GOUT3, GOUTB.3. As before, the non 
selected right local I/O lines LIO R, LIOB R are 
de-coupled from the read amplifier (and thus de-coupled 
from the global output lines) and are also de-coupled from 
the global input lines when the left local I/O lines are 
Selected. 
AS described above, during an active cycle when the 

selected row falls within array block ARRAY.2, bit line 
Sense amplifiers are active in the holes immediately above 
and below the selected array block ARRAY.2, namely, 
within holes HOLE.1.2 and HOLE.2.3. For a single-word 
read or write operation, the local I/O lines, column Select 
lines, etc. are active in either the hole HOLE.1.2 immedi 
ately above, or in hole HOLE.2.3 immediately below, the 
selected array block ARRAY.2. Alternatively, for a double 
word read or write operation, the local I/O lines, column 
Select lines, etc. are active in both these holes HOLE.1.2 and 
HOLE 2.3. 

For ease of description, during Such an active cycle both 
holes HOLE.1.2 and HOLE.2.3 may be considered to be 
“selected” and all other holes (e.g., holes HOLE.0, 
HOLE.0.1, HOLE.3.4, HOLE.4.5, . . . HOLE.15) are con 
sidered “deselected” or “non-selected.” Consequently, the 
pre-decoded column select lines COLSELX and the pre 
decoded left/right select lines LEFT and RIGHT in the two 
selected holes above and/or below the selected array block 
are active. All other column Select lines and left/right Select 
lines within non-Selected holes of the array remain inactive 
to ensure only one local I/O Sense amplifier block per global 
I/O is active, and to conserve power. 
AS can be appreciated from FIG. 4, a Selected one of 

Sixteen even-numbered bit line pairs is coupled to an even 
numbered global I/O line, while a selected one of sixteen 
odd-numbered bit line pairs is coupled to an odd-numbered 
global I/O line. To illustrate the lateral repetition of this array 
block layout, an adjacent physical bit line pair BLP.32 is 
shown on the right side of FIG. 4 which is coupled to a 
neighboring left local I/O pair, and which ultimately is 
coupled to the adjacent global I/O line (e.g., GIN.4, GINB.4, 
GOUT4, GOUTB.4, not shown). 
The general structure shown in FIG. 4 is repeated both 

horizontally and vertically to form the array 102 first intro 
duced in FIG. 1 and described in additional detail in FIG. 2. 
Referring now to FIG. 5, an organization is shown which 
includes two array banks 251,253, each respectively served 
by a corresponding independent row decoder 252, 254. 
Within the left bank 251, the structure shown in FIG. 4 is 
repeated horizontally 36 times (not including redundant 
elements), for a total of 72 global I/O lines within the left 
bank 251. The 36 even-numbered global I/O lines (e.g., 
GI/O.0, GI/O.2, ... GI/O.70) are brought out at the bottom 
of the array bank 251, while the 36 odd-numbered global I/O 
lines (e.g., GI/O.1, GI/O.3, . . . GI/O.71) essentially “stop” 
at the bottom of the array bank 251 (other than a “far end” 
equilibration circuit described in detail below). Conversely, 
the 36 odd-numbered global I/O lines GI/O.1, GI/O.3, . . . 
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GI/O.71 are brought out at the top of the array bank 251, 
while the 36 even-numbered global I/O lines GI/O.0, 
GI/O.2, ... GI/O.70 essentially “stop” at the top of the array 
bank 251 (again, other than a “far end” equilibration circuit 
described in detail below). AS previously stated above, a 
given “global I/O line GI/O.X” is a short-hand notation for 
a group of four physical wires which include a differential 
global input pair GIN.X, GINB.X and a differential global 
output pair GOUTX, GOUTB.X). Within the left bank 251, 
there are 16 different array blocks ARRAY.0, 
ARRAY.1, . . . ARRAY.15, each array block having 256 
word lines (for this exemplary embodiment). The alternating 
nature of the global I/O connections within each hole is 
indicated by a connecting “dot” in FIG. 5. In particular, one 
instance of the structure shown in FIG. 4 is indicated in FIG. 
5 by the dashed outline of block 255. Of the two global I/O 
lines passing through block 255, the left-hand global I/O line 
(e.g., GI/O.2) is connected to left and right pairs of local I/O 
lines located above the array block ARRAY.2 within hole 
HOLE.1.2, while the right-hand global I/O line (e.g., 
GI/O.3) is connected to left and right pairs of local I/O lines 
located below the array block ARRAY.2 within hole 
HOLE 2.3. 

Within the right bank 253, the structure shown in FIG. 4 
is also repeated horizontally 36 times, for a total of 72 global 
I/O lines within the right bank 253. The 36 even-numbered 
global I/O lines (e.g., GI/O.72, GI/O.74, . . . GI/O. 142) are 
brought out at the bottom of the array bank 253, while the 
36 odd-numbered global I/O lines (e.g., GI/O.73, 
GI/O.75, . . . GI/O. 143) essentially “stop” at the bottom of 
the array bank 253 (other than a “far end” equilibration 
circuit described in detail below). Conversely, the 36 odd 
numbered global I/O lines GI/O.73, GI/O.75, . . . GI/O.143 
are brought out at the top of the array bank 253, while the 
36 even-numbered global I/O lines GI/O.72, GI/O.74, . . . 
GI/O.142 essentially “stop” at the top of the array bank 253 
(again, other than a “far end’ equilibration circuit described 
in detail below). Within the right bank 253, there are 16 
different array blocks ARRAY.16, ARRAY.17, . . . 
ARRAY31, each having 256 word lines (for this exemplary 
embodiment). 
At the bottom of both array banks 251,253, a multiplexer 

256 provides a 72-to-18 data selection path for selecting 18 
bits of data from the 72 even-numbered global I/O lines at 
the bottom of the array 102, which are then connected to 
appropriate data I/O circuitry (not shown in FIG. 4) which 
is described in detail below. Similarly, at the top of both 
array banks 251, 253, a second multiplexer 257 provides a 
72-to-18 data selection path for selecting 18 bits of data from 
the 72 odd-numbered global I/O lines at the top of the array 
102, which are also then connected to similar data I/O 
circuitry (not shown in FIG. 4). Consequently, the memory 
array 102 provides a 36-bit data path. Half of the data bits 
(e.g., data bits DATA.0, DATA.1, ... DATA. 17) are avail 
able at the bottom of the array 102, while the other half of 
the data bits (e.g., data bits DATA.18, DATA.19, . . . 
DATA35) are available at the top of the memory array 102. 

Each of the multiplexers 256, 257 is arranged to select all 
of its respective eighteen bits of data entirely from either the 
left bank 251 or the right bank 253. Consequently, all 36 bits 
of data are available from either the left bank 251 or the right 
bank 253. Because a separate row decoder is associated with 
each bank, an active cycle may be performed and yet only 
activate one bank of the memory array 102. In other words, 
a Selected word line may be driven high in one of the banks 
as part of performing an active cycle, while the other bank 
remains inactive with no word line driven. Alternatively, 
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because each of the row decoders 252,254 has a row address 
bus independent of the other (not yet shown in FIG. 5), each 
row decoder may be supplied with a different row address. 
Thus, the two banks may both proceed with independent 
active cycles. For example, a read cycle may proceed in the 
left bank 251 in response to an externally requested cycle 
using externally-Supplied address information, while an 
internal refresh cycle is performed in the right bank 253 
using internally generated address information. 

FIG. 6 illustrates an embodiment of the multiplexer 256. 
An 18-bit bi-directional global data bus GDB.0, GDB. 1, .. 
. GDB.17 is arranged to horizontally run substantially across 
the width of the memory array 102 (i.e., across the bottom 
of both the left array bank 251 and the right array bank 253). 
To Save layout area, each bit of this global data bus may be 
implemented as a single-ended bus (each bit of data being 
conveyed on a single wire) with a "rail-to-rail” data signal 
driven thereupon. To Save power consumption, there are no 
load devices on the global data bus: each bus line is briefly 
either driven high to VDD or low to VSS and then left 
dynamically floating and available to be Sensed by a receiv 
ing circuit. To Save further power, no reset or equilibrate is 
used on the global data bus lines. Rather, each bit of the 
global data bus is driven to the next data State or left at the 
previous data State as required. A Small, easily over-powered 
latch may be added to each bit of the global data bus to 
maintain the State indefinitely until driven to the other State. 

Each of the 36 even-numbered global I/O lines (GI/O.0, 
GI/O.2, ... GI/O.70) from the left array bank 251 is coupled 
to a respective global I/O block (260.0, 2602, ... 260.70). 
The left-most 18 of these global I/O blocks (260.0, 
260.2, . . . 260.34) are connected respectively to a corre 
sponding bit of the global data bus GDB.0, GDB.1, GDB.17. 
The right-most 18 of these global I/O blocks (260.36, 
260.38, . . . 260.70) are also connected respectively to the 
corresponding bit of the global data bus (GDB.0, GDB.1, . 
... GDB.17). Similarly, each of the 36 even-numbered global 
I/O lines (GI/O.72, GI/O.74 (not shown), . . . GI/O. 142) 
from the right array bank 253 is coupled to a respective 
global I/O block (260.72,260.74 (not shown), ... 260.142). 
The left-most 18 of these global I/O blocks (260.72,260.74, 
. . . 260.106 (not shown)) are connected respectively to a 
corresponding bit of the global data bus GDB.0, GDB. 1, .. 
. GDB.17. The right-most 18 of these global I/O blocks 
(260.108 (not shown), 260.110 (not shown), ... 260.142) are 
also connected respectively to the corresponding bit of the 
global data bus (GDB.0, GDB.1, ... GDB.17). Each of the 
global data bus lines (GDB.0, GDB.1, GDB.17) is con 
nected to a corresponding data I/O circuit (DATA.0, 
DATA.1, ... DATA.17), which are each in turn connected 
to a corresponding data I/O pad (PAD.0, PAD.1, . . . 
PAD. 17). 

The organization of the multiplexer 256 described above 
“spreads out” or spatially interdigitates 18 different 4:1 
multiplexers across the bottom of the array 102. For 
example, the four different global I/O lines that potentially 
are connectable to bit 1 of the global data bus (i.e., GDB.1) 
arc GI/O.2, GI/O.38, GI/O.74 (not shown), and GI/O. 110 
(not shown). Such a spatial distribution requires, of course, 
each of the global data bus lines to traverse a greater length 
across the chip than if the set of four global I/O lines 
connectable to a given global data bus line were more 
localized. Nonetheless, at least two key advantages result 
from this arrangement shown in FIG. 6. First, each bit of the 
18 bits of data may be read from or stored into either the left 
array bank 251 or the right array bank 253. This is one of the 
necessary architectural requirements for a full 36-bit read or 
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write cycle which activates only the left array bank or the 
right array bank, but not necessarily both array bankS. 
Secondly, this multiplexer arrangement ensures that the 
global I/O lines corresponding to each 9-bit byte within the 
36-bit data word are physically adjacent to each other. For 
example, the 9-bit byte conveyed on data I/O pads PAD.0, 
PAD.1, . . . PAD.8 is respectively coupled (for a given 
address) to the nine even-numbered global I/O lines GI/O.0, 
GI/O.2, ... GI/O.16, which communicate with nine laterally 
adjacent read amplifier and write blocks 202 within the 
Selected hole of the memory array. AS is described in greater 
detail below, this adjacency may facilitate implementation 
of a byte write capability where one or more 9-bit bytes 
within a 36-bit data word are individually selectable to be 
written, while leaving the remaining bits within the 36-bit 
data word undisturbed. 

Having introduced at the block diagram level the organi 
zational details of the local and global I/O lines, several 
individual circuits are now described. Referring again to 
FIG. 3, a bit line sense amplifier was described which is 
selectable to service two pairs of bit lines: one above and the 
other below the bit line sense amplifier. FIG. 4 illustrates 
Several of these bit line Sense amplifiers, each of which is 
connectable to a respective bit line pair within array block 
ARRAY.2, and connectable to a second respective bit line 
pair within either array block ARRAY.1 or ARRAY.3. The 
portion of circuitry indicated in FIG. 4 by a dashed block 
labeled 250 is illustrated by the schematic shown in FIG. 7. 
This detailed bit line Sense amplifier Schematic is Substan 
tially identical to that described in FIG.3 and indeed, where 
identical, uses the same element numbering. But FIG. 7 
shows a few additional details and shows control signals 
which were omitted from FIG. 4 in order to more easily 
illustrate the organization of local I/O lines and global I/O 
lines. 

Referring now to FIG. 7, the earlier-described sense 
amplifier 142 includes a pair of cross-coupled N-channel 
transistors 273, 274 whose common Source terminals are 
driven toward ground by N-channel transistor 275 when 
enabled by a high Voltage on the Strobe enable Signal SE 
coupled to its gate terminal. This common Source node, 
NBIAS, is common to many adjacent bit line Sense ampli 
fiers. Consequently, NMOS transistor 275 is actually a large 
distributed transistor pulling node NBIAS low for many bit 
line Sense amplifiers. 
The sense amplifier 142 further includes a pair of cross 

coupled P-channel transistors 271, 272 whose common 
Source terminals are driven toward VDD by P-channel 
transistor 270 when enabled by a low voltage on the comple 
mentary strobe enable signal SEB (i.e., “strobe enable bar”) 
coupled to its gate terminal. This common Source node, 
PBIAS, is common to many adjacent bit line Sense ampli 
fiers. Consequently, PMOS transistor 270 is actually a large 
distributed transistor pulling node PBIAS high for many bit 
line Sense amplifiers. 
The internal sense amplifier nodes SA, SAB are equili 

brated to each other by N-channel transistor 182 which is 
gated by the Sense amplifier equilibrate Signal SAEQ 
LEVEL which remains high until the next active cycle 
begins in which Sense amplifier 142 is Selected. A common 
bit line equilibrate node VBLEQ is equilibrated to the 
internal sense amplifier nodes SA, SAB by transistors 154, 
158 which are gated by a self-timed pulsed sense amplifier 
equilibrate signal SAEQ PULSE, to establish the bit line 
equilibration Voltage of the collective high capacitance of all 
the bit line pairs onto the relatively low capacitance of the 
common bit line equilibrate node VBLEQ, as described 
earlier. 
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The cross-coupled CMOS sense amplifier 142 is multi 
plexed to Sense either a bit line pair within the array block 
located above the Sense amplifier 142, or to Sense a bit line 
pair within the array block located below the sense amplifier 
142. To select the upper bit line pair BLU(i), BLBU(i), the 
upper array Select Signal ASU is left logically high and 
driven to VPP while the lower array select signal ASD is 
quickly brought low. Array select transistors 160, 162 
remain on and couple the upper bit line pair BLU(i), 
BLBU(i) to respective sense amplifier nodes SA, SAB while 
array select transistors 164, 166 are turned off to isolate the 
sense amplifier nodes SA, SAB from the lower bit line pair 
BLD(i), BLBD(i). Conversely, to select the lower bit line 
pair BLD(i), BLBD(i), the lower array select signal ASD is 
left logically high and driven to VPP while the upper array 
Select Signal ASU is quickly brought low to isolate the 
unselected bit line pair within the upper array block from the 
Sense amplifier internal nodes SA, SAB. Since these array 
Select signals which remain logically high (to gate the 
Selected bit lines to the respective Sense amplifier) are 
preferably “boosted” to a voltage above the VDD level, the 
array select transistors 160, 162, 164, 166 are preferably 
fabricated using a high Voltage transistor Structure if one is 
available in the Semiconductor process being used (and are 
So indicated by a “*” in the figure alongside each transistor). 
The complementary bit lines BLD(i), BLBD(i) are equili 

brated to each other by equilibration transistor 156 which is 
gated by a self-timed pulsed equilibrate signal BLEQD and 
which transistor is located at the “near end” of the bit line 
pair (next to the array select transistors 164, 166). Because 
the Sense amplifier 142 restores one bit line to a low voltage 
level (i.e., ground) and the other bit line to a high voltage 
level (e.g., 2.0 volts), the bit lines when Subsequently 
equilibrated establish a bit linc equilibration voltage that is 
approximately one-half of the high write (i.e., restore) level. 
Each bit line pair BLD(i), BLBD(i) is also equilibrated at its 
“far end” (i.e., the end most distant from its sense amplifier) 
by an equilibrate transistor gated by a decoded Self-timed 
pulsed equilibrate Signal BLEQU running through the next 
row of sense amplifiers (not shown in FIG. 7). The pulsed 
equilibrate Signals at each end of a given pair of bit lines are 
active (i.e., "pulsed”) at the end of an active cycle only for 
the Selected array block just completing its active cycle. The 
analogous pulsed equilibrate Signals in the non-Selected 
array blocks remain inactive (at VSS) without pulsing. 
The other pair of complementary bit lines BLD(i+1), 

BLBD(i+1) which are laid out in the pitch of this sense 
amplifier block 250, and which are served by the sense 
amplifier in the next row of Sense amplifiers below, are 
equilibrated to each other at their “far end” by equilibration 
transistor 277 which is also gated by the self-timed pulsed 
equilibrate signal BLEQD. The upper bit line pair BLU(i), 
BLBU(i) is similarly equilibrated by equilibration transistor 
170 which is gated by a self-timed pulsed equilibrate signal 
BLEQU and which transistor is preferably located at the 
near end of the upper bit line pair BLU(i), BLBU(i) (next to 
the array select transistors 160, 162). The upper bit line pair 
BLU(i), BLBU(i) is also equilibrated at its far end by an 
equilibrate transistor (not shown) analogous to transistor 168 
(see FIG. 3) which is also gated by a decoded equilibrate 
Signal having the Same timing as pulsed equilibrate Signal 
BLEQU. Likewise, the other pair of complementary bit lines 
BLU(i+1), BLBD(i+1) which are laid out in the pitch of this 
sense amplifier block 250, and which are served by the sense 
amplifier in the next row of Sense amplifiers above, are 
equilibrated to each other at their “far end” by equilibration 
transistor 276 which is also gated by the equilibrate Signal 
BLEOU. 
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The column select transistors 176, 178 are as previously 

described relative to FIG. 3. A single pair of column select 
transistors is laid out within each sense amplifier block 250, 
as shown, whose gates may be connected to any one of the 
eight column Select lines running horizontally through the 
Sense amplifier layout cell. For example, each of eight 
adjacent sense amplifier blocks 250 would be respectively 
connected to a corresponding one of the eight column Select 
lines (shown descriptively in FIG. 7 as COLSELX). 

Referring briefly back to FIG. 4, sixteen sense amplifiers 
(such as the sense amplifier 250 described above) are 
coupled to and serviced by a single local I/O-to-global I/O 
interface block 202, which provides the interface to the 
associated global input lines GIN, GINB and global output 
lines GOUT, GOUTB. One embodiment of a suitable local 
I/O-to-global I/O interface block 202 is illustrated in FIG.8. 
For read operations, the basic functions of this interface 
block 202 are to select one of the two pairs of local I/O lines 
(e.g., either the left local I/O pair LIO L, LIOB L, or the 
right local I/O pair LIO R, LIOB R), amplify the signal on 
the selected local I/O pair (which are nominally biased at a 
common mode Voltage of approximately 1.0 volts), and 
drive the amplified Signal onto the associated global output 
lines GOUT, GOUTB (which are nominally biased at a 
common mode voltage near VDD). For write operation, the 
basic function of this interface block 202 is to steer the 
driven signal on the associated global input lines GIN, GINB 
(which is nominally a 200 mV differential signal at a 
common mode Voltage of approximately 1.0 volts) onto the 
selected (left or right) local I/O pair (which are also nomi 
nally biased at the same common mode Voltage). 
A more complete description of the write operation of 

block 202 now follows. Two pairs of equilibrate transistors 
185L, 186L and 185R, 186R are used to equilibrate the two 
respective pairs of local I/O lines LIO L, LIOB L and 
LIO R, LIOB R to the bit line equilibrate potential 
VBLEQ. These transistors are analogous to the Single pair of 
equilibrate transistors 185, 186 first described in FIG. 3 for 
its Single pair of local I/O lines. The Sense amplifier equili 
brate signal SAEQ LEVEL is used for equilibrating the 
local I/OS and maintaining their equilibration between active 
cycles. 

During a write operation, the Signal previously driven 
onto the global input lines GIN, GINB is steered by either 
transistors 180L, 181L onto the left local I/O pair LIO L, 
LIOB L, or by transistors 180R, 181R onto the right local 
I/O pair LIO R, LIOB R. Both steering pairs remain 
inactive if the particular global input line corresponds to a bit 
within a byte of the external data word which is disabled for 
Writing. Otherwise, only one Such Steering pair is active at 
any one time. For example, to write to the left local I/O pair, 
a decoded write signal WRITE L is driven high slightly 
before the column Select lines are decoded and driven So that 
node 312 is asserted high approximately at the same time as 
the column select line is asserted (i.e., well before bit line 
Sensing). If the particular global input line corresponds to a 
bit within a byte of the external data word which is enabled 
for writing, then the byte write enable signal BYTE will 
have already been driven high (by the write queue, as is 
described in greater detail herebelow). As a result, control 
node 312 is driven high by the action of NAND gate 282 and 
inverter 284, and transistors 180L, 181L are turned on to 
drive the signal present on the global input lines GIN, GINB 
onto the left pair of local I/O lines LIO L, LIOB L. The 
asserted column select signal further steers this 200 mV 
differential write data Signal onto the Selected bit line Sense 
amplifier internal nodes before Sensing, and the asserted 
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column Select Signal then turns off as bit line Sensing begins. 
To write to the right local I/O pair, a decoded write Signal 
WRITE R is driven high instead, along with the byte write 
enable signal BYTE. As a result, control node 313 is driven 
high by the action of NAND gate 283 and inverter 285, and 
transistors 180R, 181R are turned on to drive the signal 
present on the global input lines GIN, GINB onto the right 
pair of local I/O lines LIO R, LIOB R. 

For read operations, one of the two pairs of local I/O lines 
is Selected and its signal is amplified by a two-stage ampli 
fier 174 and driven onto the associated global output lines 
GOUT, GOUTB. Rather than using pass transistors as in the 
write case, the left/right Selection for read is accomplished 
using a first Stage amplifier having two differential input 
transistor pairs which are independently Selectable by either 
a read left signal READ L or a read right signal READ R. 
Between active cycles, the output nodes 286,287 of the first 
amplifier stage are precharged to VDD by P-channel tran 
sistors 288, 289. These precharge transistors do not need to 
be gated (i.e., they are always “on”) because most Such 
amplifiers 174' are inactive and no current flows there 
through. In the relatively few such amplifiers 174 which are 
Selected (i.e., active) for a given active cycle, the current 
flows through only one of the transistors 288, 289 as a 
differential Signal is developed on the first Stage output 
nodes 286, 287, and the current flows for only a relatively 
Short portion of the active cycle. Consequently, the extra 
complexity and power requirements of a decoded precharge 
Signal is not necessary. Between active cycles, the decoded 
read signals READ L, READ R, and the left/right non 
decoded control signal READ are all low (inactive). 
Consequently, the output of inverter 304 is high, and tran 
sistor 303 holds node 296 at ground. Similarly, the output of 
inverter 300, 301 (i.e., node 314) is also high, and a VDD 
potential is developed across P-channel transistor 299, 
which is connected to function as a capacitor. In the Second 
amplifier Stage, equilibration transistor 305 is on to equili 
brate the two cross-coupled nodes (the respective drains of 
transistors 308,309) to a threshold below VDD, and to pull 
the common-source node (drain of transistor 310) to a 
voltage of VDD less two thresholds. 

During an active read cycle, the READ signal (for the 
Selected Sense amplifiers) is driven high and the left/right 
decoded read signal READ L or READ R is also driven 
high, both at about the same time as the decoded one of the 
column select lines is driven high (e.g., well before bit line 
Sensing). As an example, assume one of the eight sense 
amplifiers connected to the left local I/O line pair is to be 
read. When the READ signal is driven high, the precharge 
transistor 303 in the first stage turns off, as does the 
equilibrate transistor 305 in the second stage. Additionally, 
the inverter 300, 301 Switches and begins to drive its output 
node 314 low. Transistor 302 receives on its gate terminal a 
DC bias voltage V15V having, for example, a nominal value 
of 1.5 volts. Consequently, an essentially constant current 
flows through this transistor 302 as long as it remains 
Saturated (as long as its drain voltage exceeds its gate-to 
source voltage less its threshold voltage). The inverter 300, 
301, the constant current transistor 302, and the capacitor 
(transistor) 299 are employed to provide at node 296 what 
appears to be a constant current Source connected to a 
negative voltage. (which, as described below, provides a 
“tail” current for the selected differential transistor pair). 

Because the decoded Signal READ L is also driven high, 
transistor 298 is conductive and the differential pair formed 
by transistors 293 and 290 is enabled to amplify the signal 
present between their respective gates, namely LIO L and 
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LIOB L, and to develop an output Signal on the first stage 
output nodes 286, 287. The other differential pair formed by 
transistors 291, 292 remains off since READ R remains 
low and transistor 297 remains off. To read the right pair of 
local I/O lines LIO R, LIOB R, the decoded signal 
READ R is driven high while READ L remains low. The 
“right differential pair formed by transistors 291, 292 is 
enabled through transistor 297, and the “left differential 
pair formed by transistors 290, 293 remains disabled. 
As is well known in the art, a basic differential amplifier 

configuration is advantageously implemented using a con 
stant current source in the “tail” of the differential pair. 
Frequently, Such a constant current Source is approximated 
by a single N-channel transistor with a DC bias voltage on 
its gate having a value which is less than the nominal 
common mode Voltage of the two input Signals connected to 
the gates of the differential pair. Such a configuration 
assumes that the current tail transistor remains Saturated, 
which requires its drain Voltage to exceed its gate Voltage 
less a threshold. But in a traditional differential pair 
configuration, the drain Voltage of the current tail transistor 
(assuming its the same node as the common-Source node of 
the differential pair) must be lower in Voltage than the higher 
of the two input Signals less a threshold Voltage for any 
current to flow through either of the differential pair tran 
Sistors. As a result, it is exceedingly difficult to use a 
traditional NMOS differential pair, having manufacturable 
threshold Voltages, to Sense a Signal having a very low 
common-mode Voltage which approaches the threshold Volt 
age. In the embodiment shown, the nominal equilibration 
voltage of the local I/O lines may be as low as 0.75 volts 
(although preferably it is around 1.0 volts, as described 
below). With N-channel transistor threshold voltages also in 
the range of 0.75, Such as amplifier might not have any 
conductive paths, and therefore obviously could not be 
guaranteed to properly function. 
To afford the capability of Sensing Signals having Such a 

low common mode voltage, the inverter 300, 301, the 
constant current transistor 302, and the capacitor (transistor) 
299 are employed to provide at node 296 what appears to be 
a constant current Source connected to a negative Voltage. 
When the READ signal is driven high, node 314 falls in 
voltage from VDD toward ground, and node 296 falls from 
ground to a negative Voltage (since it was precharged to 
ground, but since transistor 303 is now off). As soon as the 
voltage on node 296 and on either node 294 or 295 
(whichever is selected) are low enough for one side of the 
Selected differential pair to Start conducting, the Voltage at 
node 296 is substantially clamped at that voltage. Since 
transistor 302 (and 301) provide a constant current to 
discharge node 314, the voltage of node 314 falls with a 
linear ramp. Since node 296 is essentially clamped to a 
constant Voltage, the change in Voltage acroSS capacitor 299 
is therefore linear with time. Consequently, the displacement 
current through capacitor 299 (i.e., the saturated current of 
transistor 302) drives 296 negatively by whatever voltage is 
required (with certain limitations, of course) for the Sum of 
the currents of the differential pair to equal the current 
through transistor 302. The actual Voltage resulting on node 
296 depends on the transistor threshold voltage and the 
particular voltages present on the gates of the differential 
pair. For Some operating conditions, this Voltage may be 
above ground rather than below ground, but the “tail” 
current of the differential pair nonetheless remains equal to 
the Saturated current of transistor 302. 
The first Stage amplifier, therefore, accomplishes the 

difficult task of Sensing and amplifying a signal having a low 



6,104,653 
39 

common mode Voltage, and developing an amplified Signal 
on output nodes 286, 287 which are biased near VDD. 
Furthermore, it accomplishes this using relatively fast 
NMOS transistors rather than using slower PMOS transis 
tors whose biasing would have been more Straightforward. 
The second stage amplifier (transistors 305,306, 307, 308, 
309,310, and 311) further amplifies the signal on its inputs 
(nodes 286, 287) and drives the amplified signal onto the 
global output lines GOUT, GOUTB. The amplifier is equili 
brated when READ is low by transistor 305, which equili 
brates the two internal circuit nodes 315, 316 (and which 
nodes are precharged to a threshold below VDD by transis 
tors 306, 307 since the global output lines GOUT, GOUTB 
and nodes 286, 287 are all precharged to VDD). When 
READ is driven high, the equilibrate transistor 305 turns off 
and the current Source transistor 311 is coupled through 
transistor 310 to provide a constant current to the non 
latching cross-coupled transistors 308, 309. As configured 
here, the two input nodes 286, 287 are precharged to VDD, 
and one of them falls slightly in Voltage when Signal is 
developed by the first Stage amplifier. The other input node 
remains at VDD. AS the amplifier Starts to Sense, the Source 
of the NMOS transistor having the lesser input gate voltage 
is brought low, while source of the NMOS transistor having 
the higher input gate voltage (i.e., the side whose input gate 
remains at VDD) stays high. Because of the Voltage ampli 
fication of this second stage amplifier, the internal node 315 
or 316 which falls in response to the falling input voltage 
(node 286 or 287) actually falls quite a bit further than does 
the input node. Due to large gate-to-Source capacitance of 
the input transistors (especially because they are biased in 
Saturation) there is a large negative coupling from the 
transistor Source back into the input gate node. For example, 
if node 287 is falling from VDD to 200 mV below VDD, 
node 316 may fall, for example, by 800 mV, or 4 times as 
much as the input falls. The charge removed from the input 
node provides a negative input capacitance of the Second 
Stage amplifier onto the output nodes of the first stage 
amplifier, thus speeding up the response of the first Stage 
amplifier. The differential voltage between nodes 286 and 
287 provides a much larger differential voltage between 
nodes 315 and 316, which causes differential currents 
through transistors 309 and 308 which, in turn, provide a 
differential current pulling either GOUTB or GOUT low. 
These and other features and advantages of this Second Stage 
amplifier are described more fully in co-pending application 
Ser. No. 09/223,265, filed on Dec. 30, 1998, naming Robert 
J. Proebsting as inventor and entitled “Differential Sense 
Amplifier Circuit,” the disclosure of which is incorporated 
herein by reference in its entirety. 

Referring now to FIG. 9, a global I/O interface block 
260.X is shown which was introduced in FIG. 6 and which, 
when reading, Senses a Small signal on a pair of global 
output lines GOUT, GOUTB and drives a single-ended 
global data bus accordingly with a rail-to-rail Signal Swing, 
and which, when writing, receives a data bit from the global 
data bus and drives a Small differential Signal onto a pair of 
global input lines GIN, GINB which were previously equili 
brated to the global input line equilibrate voltage VGINEQ. 

Taking the more Straightforward read path first, the pair of 
global output lines GOUT, GOUTB are precharged to VDD 
by P-channel load transistors 191, 192, first introduced in 
FIG. 3, which also serve as active load devices. A latching 
sense amplifier 193 includes a full CMOS cross-coupled 
latch (transistors 323, 324, 325, and 326) whose cross 
coupled nodes 329, 330 (which are also the output nodes) 
are precharged to VDD by transistors 321, 322 when a 
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LATCH signal is low (inactive), and which cross-coupled 
latch is caused to latch a “0” or a “1” (i.e., “steered”) by 
transistors 327 and 328 according to the differential signal 
on the global output lines GOUT, GOUTB when LATCH 
goes high (active). Since even the low-going global output 
line (either GOUT or GOUTB) never drops much below 
VDD (and the other global line, as described above, stays 
substantially at VDD) the cross-coupled latch pulls one of its 
outputs (node 329 or 330) all the way to ground, while the 
other output (node 330 or 329) is held at VDD. As long as 
a complementary read Strobe Signal RBSTB remains inac 
tive (high), the outputs of both NOR gates 332 and 333 are 
driven low, and push-pull driver transistors 335 and 336 are 
both held off. When the read strobe signal RBSTB is driven 
active (low) after the LATCH signal is driven high, the 
global data bus GDB is driven according to which cross 
coupled output node 329, 330 is low. If node 330 is latched 
low, the gate of NMOS transistor 336 is driven high through 
NOR gate 333. Thus, transistor 333 drives the global data 
bus GDB to ground, while the gate of P-channel transistor 
335 is held high by inverter 334. On the other hand, if node 
329 is latched low, the gate of transistor 336 is held low by 
NOR gate 333 while the gate of P-channel transistor 335 is 
driven low by NOR gate 332 and inverter 334, thus driving 
the global data bus to VDD. In either case, the complemen 
tary read strobe signal RBSTB is active for a long enough 
time to drive a full rail-to-rail Signal on the Single-ended 
global data bus GDB (e.g., drive the voltage fully to either 
a VDD or ground level). There is no precharge circuit for the 
global data bus: it is driven with the next data on the next 
cycle. If two Sequential cycles drive the Same data onto the 
global data bus, then the Voltage of the global data bus 
doesn’t change. By not equilibrating or precharging this bus, 
which likely traverses acroSS a Significant portion of the 
width of the memory array, Significant power is Saved during 
an active cycle. 

In a write operation, a data bit is placed onto the global 
data bus at the appropriate time by the write queue, which 
is described further below. For the description of the global 
input line driver shown here in FIG. 9, assume the global 
data bus is already driven either to VDD or to ground in 
accordance with the data to be written onto the global input 
line GIN, GINB (and ultimately into the selected memory 
cell). Inverters 337 and 338 buffer and invert the data 
received on the global data bus GDB to create complemen 
tary local nodes corresponding to the data on the global data 
bus GDB. When the write bus strobe signal WBST momen 
tarily goes high (active), the complementary data is loaded 
via transistors 339, 340 into the latch formed by inverters 
341 and 342 by over-powering the latch. Thus, complemen 
tary data is available, after the pulse of strobe signal WSTB, 
on nodes 343 and 344 which are respectively connected to 
NAND gates 345, 346. 
The global input line driver circuit 190 receives the 

complementary data Signals conveyed on nodes 343,344, as 
well various control and timing Signals and drives the global 
input lines GIN, GINB with a constant current pulse of a 
controlled magnitude for a timed duration to provide a 
reasonably predictable change in charge on each of the 
global input lines. A positive charge added to one of the 
global input lines GIN or GINB and a negative charge on the 
other creates a predictable Small differential signal between 
GIN and GINB. In FIG. 9, two pairs of global input lines are 
illustrated, namely GINO, GINOB and GIN1, GIN1B. As 
described earlier, the pairs of global input lines are inter 
digitated in each bank of the memory array, with half of the 
pairs exiting the memory bank toward the I/O Section above 
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the bank, and the other half exiting the memory bank toward 
the I/O Section below the bank. As shown in FIG. 9, the 
left-most global input pair GIN0, GINOB represent a pair 
which exits at the opposite end of the memory bank. The 
transistors 187", 188', and 189' form a “far end” equilibration 
circuit for this pair of global input lines, which are driven by 
a driver circuit (e.g., like driver circuit 190) and also 
equilibrated at the other end of the lines (i.e., the “near end”) 
on the opposite Side of the memory bank using another 
circuit as shown in FIG. 9. The transistors 187, 188, and 189 
form a “near end’ equilibration circuit for the Second pair of 
global input lines, namely GIN1, GIN1B. 

The equilibration signals GINEQ0 and GINEQ1 are 
driven high, if driven at all for a particular active cycle, 
during the latter portion of bit line Sensing to equilibrate the 
global input lines together. The equilibration Voltage for the 
global input lines is Set by the common global input line 
equilibration node VGINEQ, which is coupled to the 
memory cell plate voltage PLATE which itself is driven by 
a sample-and-hold amplifier (e.g., see amplifier 196 in FIG. 
3) to the same Voltage as the bit line equilibrate voltage 
VBLEQ. Consequently, the global input lines are equili 
brated to very nearly to the same Voltage as are the bit lines 
(nominally about 1.0 volts). The common global input line 
equilibration node VGINEQ is coupled (during 
equilibration) to all pairs of global input lines receiving new 
write data to also help ensure a uniform equilibration Voltage 
to all Such pairs of global input lines. 

The equilibrate signal GINEQ does not pulse for every 
active cycle, but typically only after a write cycle, and only 
for those global input lines receiving new write data as is 
described in greater detail below. To understand the opera 
tion of the driver circuit 190, assume that the global input 
pair GIN1, GIN1B has been equilibrated to a 1.0 volt level, 
and that the equilibration signal GINEQ1 is now low and 
transistors 187, 188, and 189 consequently are each turned 
off. AS described above, also assume that complementary 
data to be written is already available on nodes 343 and 344. 
AS mentioned above, the global input line driver circuit 

190 drives the global input lines GIN1, GIN1B with a 
constant current pulse for a timed duration to create a 
predictable small voltage signal between GIN1 and GIN1B. 
In operation, this write data input signal is driven onto the 
pair of global input lines (frequently well before the actual 
write operation in which the data is actually written into the 
Selected memory cell), and the global input lines are then 
allowed to float, in effect Storing dynamically on the pair of 
global input lines the next data bit to be written by the next 
write operation, even if Several read operations may occur 
before the next write operation. A more complete description 
of the operation of the write queue, which makes the data to 
be written available to the driver circuit 190 well before the 
actual write operation is typically performed internally in the 
memory array, follows below. 
The control signal WGIN is a timing pulse that controls 

the length of the current pulse applied to the global input 
lines. When inactive, the control signal WGIN is low, which 
holds the respective outputs 347, 348 of NAND gates 345, 
346 high. Consequently, the gates of P-channel transistors 
351,352 are high and the gates of N-channel transistors 349, 
350 are low. Thus, all four transistors (349, 350,351, and 
352) connected to either of the global input lines GIN1, 
GIN1B are off, and the driver circuit 190 presents a high 
impedance to the global input lines GIN1, GIN1B and 
allows the global input lines to either float (which preserves 
the data signal previous developed thereon) or be equili 
brated by both the “near-end’ equilibration circuit 
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(transistors 187, 188, and 189) and by a “far-end” equili 
bration circuit (not shown in FIG. 9, but analogous to 
transistors 187, 188', and 189"). 
Each of the global input lines (e.g., GIN1, GIN1B) is 

allowed to float until the corresponding internal write opera 
tion actually utilizes the data Signal thereon, and moreover 
until a Subsequent external write cycle presents data to be 
written to a data bit which corresponds to the particular 
global input line. To ensure that the dynamically Stored 
Signals do not decay significantly from the global input lines 
should the next external write cycle not be presented to the 
chip within a reasonable time, the write Signals thereon are 
refreshed periodically by equilibrating the global input lines 
and re-developing the write signals. In the preferred 
embodiment, the internal row refresh counter which gener 
ates an output every 256 clock cycles is used to initiate Such 
a global input line refresh, whether or not the particular 
memory bank is actually active with a refresh cycle, is active 
with a non-refresh cycle, or is even otherwise inactive. The 
global input line refresh need not be Synchronized to any 
row refresh activity because the global input line decay (if 
any) is Substantially independent of whether any memory 
cells need refreshing. Consequently, any other counter or 
other means of generating a Suitable refresh interval may 
also be used to initiate a refresh of the global input lines. 
To write new data onto the global input line pair (or to 

refresh the data already there), it is first equilibrated by 
application of the equilibration signal GINEQX (i.e., 
GINEQ0 or GINEQ1), and then (again assuming that the 
new data to be written has already been strobed off of the 
global data bus GDB and is already present on complemen 
tary nodes 343,344) the timing pulse WGIN is applied to the 
driver circuit 190. For each particular write cycle, if the 
global input line pair corresponds to a bit within a byte 
which is byte-enabled for writing, then the local byte write 
enable signal LBW (received by the driver 190 for such a 
global input line pair) is high. For any other byte, including 
other bytes not even within the presently addressed data 
word, the local byte write enable signal LBW remains low, 
and the timing pulse WGIN is ignored by NAND gates 345, 
346. However, for a global input line which is byte-enabled 
for writing (i.e., in which LBW is also high), either NAND 
gate 345 or NAND gate 346 will propogate the timing pulse 
received on timing signal WGIN and effectuate the write to 
the global input line pair. The LBW signal is preferably 
decoded from external control Signals and is set up with 
about the same timing as the data Signals. Both are prefer 
ably strobed by the write bus strobe signal WBST. 
To better describe the operation of driver 190 in gener 

ating a Small differential Signal on the global input line pair, 
assume that a “1” is to be driven onto the global input line 
pair GIN1, GIN1B. Accordingly, node 343 is low, and node 
344 is high. Also assume, of course, that the local byte write 
enable signal LBW is active (high): otherwise, no write 
would occur, as described above. When the high-going 
timing pulse WGIN arrives, the output node 348 of NAND 
gate 346 Switches low, Since all three of its inputs are now 
high. The low voltage on node 348 is applied to the gate of 
P-channel transistor 351. The gates of transistors 355 and 
356 are both biased at a DC bias voltage WPBIAS, which is 
locally RC filtered by N-channel transistor 358 (connected 
So as to largely act as a resistor) and transistor 359 
(connected to function as a capacitor to VDD). In this 
configuration, transistors 355 and 356 each implement a 
rather effective constant current Source able to Source a 
predictable (and fairly VDD independent) amount of current 
from the VDD supply into respective nodes GIN1 and 
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GIN1B when enabled by respective Switching transistors 
351 and 352. Assuming the data polarity of the present 
example, since node 348 is low, the series combination of 
current-source transistor 355 and Switch transistor 351 
allows a predictable amount of current to flow from VDD 
into node GIN1 for the duration of the high pulse on the 
timing signal WGIN. Since transistor 349 is still off and no 
current is conducted from node GIN1, the integral of the 
current for the duration of the pulse results in a predictable 
increase in charge of node GIN1. The voltage of the global 
input line GIN1 (i.e., node GIN1) increases by an amount 
equal to this change in charge divided by the total capaci 
tance of the global input line GIN1. In the embodiment 
described, the length of the timing pulse WGIN, and the 
width and gate-to-Source Voltage of the current Source 
transistor 355 are such that the value of this change in 
voltage on the global input line GIN1 is approximately +100 
mV. 
The value of the internally-generated bias Voltage 

WPBIAS is preferably set to achieve the greatest amount of 
bias (i.e., Vs) across each of transistors355 and 356 and yet 
Still bias each transistor in Saturation. Since the desired high 
level of the global input line is preferably equal to the 
equilibration voltage (e.g., 1000 mV) plus a 100 mV write 
Signal (e.g., for a total Voltage of 1.1 volts on a “written 
high global input line), the value of the bias Voltage 
WPBIAS is preferably set to approximately the magnitude 
of one PMOS threshold voltage below this 1.1 volt desired 
high level. By maximizing the magnitude of the gate-to 
Source bias Voltage presented to the current Source transis 
tors 355, 356, at least four advantages result: (1) for a 
desired amount of current, the width of each current Source 
transistor is reduced; (2) for a given width of the current 
Source transistor, the width of the timing pulse WGIN which 
is necessary to achieve the desired write Signal on the global 
input lines is reduced; (3) the Sensitivity of the current 
Source value to internal chip noise is reduced; and (4) the 
effectiveness of the local RC decoupling circuit (transistors 
358, 359) in reducing drain-to-gate coupling is enhanced. 

Looking at the lower half of the driver 190, the gates of 
transistors 353 and 354 are both biased at the voltage 
WNBIAS, which is preferably an internally-generated bias 
voltage relative to VSS (ground) having a value of approxi 
mately (0.9+V) volts above VSS, and which for this 
embodiment is locally RC filtered by P-channel transistor 
360 (connected So as to largely act as a resistor) and 
N-channel transistor 361 (connected to function as a capaci 
tor to VSS). In this configuration, transistors 353 and 354 
each implement a rather effective constant current Source 
able to sink a predictable (and internal chip noise insensitive 
and fairly non-power Supply dependent) amount of current 
from the respective nodes GIN1 and GIN1B into the ground 
node when enabled by respective Switching transistors 349 
and 350. Again assuming the data polarity of the present 
example, since node 348 is low, the gate of transistor 350 is 
high and the Series combination of current-Source transistor 
354 and Switch transistor 350 allows a predictable amount of 
current to flow from node GIN1B to ground for the duration 
of the high pulse on the timing signal WGIN. Since tran 
sistor 352 is still off (node 347 is high for this data polarity) 
and no current is conducted from VDD into node GIN1B, 
there results a predictable decrease in voltage of GIN1B. In 
the preferred embodiment described, the length of the timing 
pulse WGIN, and the width and gate-to-source voltage of the 
current Source transistor 354 are such that the value of this 
decrease in voltage on GIN1B is also approximately 100 
mV. 
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The value of the internally-generated bias Voltage 

WNBIAS is preferably set to achieve the greatest amount of 
bias (i.e., Vs) across each of transistors 353 and 354 and yet 
Still bias each transistor in Saturation. In the preferred 
embodiment, since the desired written low level of the 
global input line is preferably equal to the equilibration 
voltage (e.g., 1000 mV) minus a 100 mV write signal (e.g., 
for a total voltage of 0.9 volts on a “written low global input 
line), the value of the bias voltage WNBIAS is preferably set 
to approximately (0.9+V) volts above VSS. By maximiz 
ing the bias Voltage presented to the current Source transis 
tors 351,352, the same advantages result as described above 
for the pull-up current sources. Note that the duration of the 
timing signal WGIN is equal to both the duration of the 
positive current Source pulling GIN1 up, and the duration of 
the negative current source pulling GIN1B down. Since it is 
desired to increase the voltage of GIN1B by the same 
amount that the Voltage of GIN1 is decreased, the magnitude 
of the positive and negative current Sources are preferably 
equal. 
At the conclusion of the timing pulse WGIN, a 200 mV 

differential voltage exists between the two lines of a global 
input line pair, having a polarity in accordance with the data 
bit to be written on the next write operation. (While the 
operation of driver circuit 190 was described above in the 
context of a particular exemplary data polarity, the driver 
190 is a symmetrical circuit and its operation with the 
opposite data polarity need not be described in detail.) The 
two global input lines GIN1, GIN1B are left floating 
dynamically until the next write operation is actually carried 
out, which may be Some time in the future (e.g., several 
active cycles later). ASSuming a preferred global input line 
equilibration voltage of 1.0 volts, the preferred “high” 
Voltage on a global input line is therefore 1.1 Volts, and the 
preferred “low” voltage on a global input line is therefore 
0.9 volts. These preferred voltages are chosen because they 
are Sufficient to cause a bit line Sense amplifier to latch in 
accordance with the write data, yet are Small enough to not 
disturb the Sensing of neighboring bit lines. 

It should also be emphasized that, because of the write 
cycle “merging capability of the preferred embodiment 
(which is described in greater detail below), a data Strobe 
signal WBST may be provided to latch the respective data 
(from the global data bus GDB) corresponding to a first 
external write cycle into the respective driver circuits 190 
for a first decoded group of global input lines, followed by 
a pulse of the timing signal WGIN applied to the respective 
driver circuits 190 for the first group of global input lines to 
drive the respective latched data onto the respective global 
input lines. Then, in a subsequent cycle, another WBST 
pulse is provided to latch the respective data corresponding 
to a Second external write cycle into a Second Set of 
respective driver circuits 190 for a second decoded group of 
global input lines, which is then followed by a pulse of the 
timing signal WGIN applied to the respective driver circuits 
190 for this second group of global input lines to drive the 
respective latched data onto the respective global input lines. 
A Single internal write operation then Simultaneously writes 
the data for both groups into their respective memory cells 
(decoding and driving a word line, Steering the two groups 
of Selected Sense amplifiers with the two groups of write data 
already present on the global input lines, restoring the data 
as latched in the Sense amplifiers into the Selected memory 
cells, etc.). 

Alternatively, a data strobe signal WBST may be provided 
to latch the respective data (from the global data bus GDB) 
corresponding to a first external write cycle into the respec 
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tive driver circuits 190 for a first decoded group of global 
input lines, followed by another WBST pulse to latch the 
respective data corresponding to a Second external write 
cycle into a second set of respective driver circuits 190 for 
a Second decoded group of global input lines, then followed 
by a pulse of the timing signal WGIN applied to the 
respective driver circuits 190 for both groups of global input 
lines to drive the respective latched data onto the respective 
global input lines, and only then followed by a single 
internal write operation to write the two groups of write data 
already present on the global input lines. 
Such write cycle merging may be performed when con 

secutive write cycles address portions of the same 72-bit 
double word (i.e., when the respective row and column 
address portions of consecutive write cycles decode to the 
same column of the same word line (i.e., row) within the 
same array block within the same memory bank). In other 
words, write cycle merging may occur when consecutive 
write addresses differ only in the least Significant address bit 
(the LSB) used by the multiplexer 109 shown in FIG.1. This 
is particularly attractive when accessing the memory using 
Sequential addresses, as would frequently occur during a 
burst mode acceSS or when accessing a contiguous block of 
data, Such as a cache line fill operation for a processor. 
Moreover, there is no reason to limit cycle merging at just 
two consecutive cycles. AS an additional example, four 
consecutive external write cycles, each addressing a differ 
ent 9-bit byte of the same addressed 36-bit word, followed 
by another four consecutive external write cycles, each 
addressing a different 9-bit byte of its addressed 36-bit word, 
will result in only one internal write operation So long as the 
two write addresses differ only in the least significant 
column address bit. The power Savings from Such a "merg 
ing” of write cycles is extremely significant. Moreover, Such 
merging keeps the ultimately Selected memory bank inactive 
during the “merged” cycle, which allows a hidden refresh 
cycle to occur in the Selected memory bank during the 
"merged’ cycle. Additional details and advantages of write 
cycle merging and of the write queue are described further 
below. 

The array architecture described above, including the 
configuration and arrangement of the array blocks, shared 
Sense amplifiers, local I/O lines Serving Several Sense ampli 
fiers from a global input and output "quad” of lines (an input 
pair GIN, GINB and an output pair GOUT, GOUTB), and 
the individual Supporting circuits implementing this archi 
tecture which are also described above provides an attractive 
compromise between performance and memory array effi 
ciency (i.e., the percentage of the overall memory chip 
which is actually memory cells rather than the necessary 
Support circuitry Such as Sense amplifiers, decoders, input/ 
output circuits, control circuits, other peripheral circuits, 
etc.) 

In another embodiment illustrated beginning in FIG. 10, 
a higher performance is achieved, albeit at the inevitable 
expense in array efficiency (and therefore, die size), by 
replacing the pairs of local I/O lines LIO, LIOB with a 
dedicated pair of local output lines and a dedicated pair of 
local input lines, and by essentially implementing a portion 
of the shared first stage amplifier within amplifier 174 (FIG. 
8) into each and every bit line sense amplifier. 

Referring specifically to FIG. 10, a first stage amplifier 
portion 371 is implemented within each and every bit line 
sense amplifier (e.g., within bit line sense amplifier 250 
shown in FIG. 4 and again in greater detail in FIG. 7) while 
the remaining portions of the first Stage amplifier, the 
left/right multiplexer, and the Second Stage amplifier (all 
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collectively indicated as circuit block 372) are implemented, 
as before, within the local I/O block 202 (see FIG. 4). In 
particular, the bidirectional local I/O section 278 of every bit 
line sense amplifier (shown in FIG. 7) is replaced by the first 
Stage amplifier portion 371 for reading, and by additional 
write circuitry described below. 

In the first stage amplifier portion 371, the internal sense 
amplifier nodes SA, SAB are directly connected to the gates 
of a differential pair (transistors 373 and 374, respectively) 
rather than, in the earlier embodiment, coupled first through 
column Select transistors onto a local I/O line pair, and then 
to the differential pair. By being directly connected to the 
relatively low-capacitance of the transistor gate terminals, 
the capacitive loading on the internal Sense amplifier nodes 
SA, SAB is greatly reduced Since it no longer includes the 
capacitance of the local I/O lines (and the DC loading, of 
course, is virtually Zero). The Selection of a particular first 
Stage amplifier is accomplished by a first Switch transistor in 
the current tail within the first stage amplifier portion 371 
(e.g., transistor 375) which is driven by one of the column 
decode Signals, and further by a Second Switch transistor in 
the circuit block 372 (e.g., transistor 377) which is driven by 
a left/right read select signal (e.g., RD L). The magnitude 
of the current tail current through the first stage differential 
amplifiers, as before, is largely determined by a current 
Source transistor with a DC bias on its gate, in this embodi 
ment shown as a nominally 1.5 volt signal V15V applied to 
both transistors 378 and 380 within circuit block 372. As 
before, if the voltages to be sensed are too low relative to the 
threshold Voltages of the differential pair of transistors, node 
376 (or node 389) can be driven below ground, for example, 
by circuitry included in amplifier 174 shown in FIG. 8. 

The left-most eight first stage amplifiers are coupled to a 
shared local output pair LOUT L, LOUTB L which physi 
cally runs through each of the eight Sense amplifiers. A 
Single pair of load “resistors” (e.g., grounded-gate P-channel 
transistors 381,382) is provided for the left local output pair 
LOUT L, LOUTB L within the circuit block 372. 
Similarly, the right-most eight first Stage amplifiers are 
coupled to a shared local output pair LOUT R, LOUTB R 
which physically runs through each of the eight right-most 
Sense amplifiers. A single pair of load “resistors” (e.g., 
transistors 383,384) is provided for the right local output 
pair LOUT R, LOUTB R within the circuit block 372. A 
2:1 multiplexer formed by P-channel select transistors 385, 
386,387, and 388 couples either the left or right pair of local 
output lines to a common pair of nodes 286, 287, which are 
the input nodes to the Second Stage amplifier (transistors 
305,306, 307, 308,309, 310, and 311), as before. 

Between active cycles, both read Select Signals RD Land 
RD R are inactive low, as are each of the column Select 
Signals (e.g., CS.1). Consequently, each of the first stage 
amplifiers 371 are off, intermediate nodes 376 and 389 are 
floating, and the local output lines LOUT L, LOUTB L, 
LOUT R, and LOUTB R are driven to VDD by load 
transistors 382, 381, 384, and 383, respectively. Because 
both left/right read select signals RD L and RD R are low, 
P-channel transistors 385, 386, 387, and 388 are on, which 
ensures that the output nodes of the multiplexer (i.e., the 
input nodes 286,287 of the second stage amplifier) are also 
brought fully to VDD. 

In an active cycle, one of the two left/right read Select 
lines RD L or RD R, one of the eight column select lines 
CS.X, and the READ signal are all driven high at or about 
the same time. For example, assume that the first stage 
amplifier portion 371 is to be read during an active cycle. 
The column select signal CS.1 is driven high at about the 
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Same time as the left/right read Select Signal RD L is driven 
high. The two multiplexer transistors 387,388 are turned off, 
isolating the right local output pair LOUT R, LOUTB R 
from the common node pair 286,287. Current flows through 
transistors 378, 377, and 375 to provide a tail current for 
differential pair 373, 374, which develops an output voltage 
on left local output pair LOUT L, LOUTB L. This signal 
is communicated through multiplexer transistors 386, 385 to 
the input nodes 286, 287 of the second stage amplifier, 
which functions as described above to amplify and drive the 
signal onto the global output pair GOUT, GOUTB. One of 
the eight right-most first Stage amplifiers is also Selected by 
the same column select line (for example, CS.1 for this 
description), but transistor 379 is off because the left/right 
read Select Signal RD R is low. Therefore, no signal is 
developed on the right local output pair LOUT R, 
LOUTB R. The size of P-channel multiplexer transistors 
385,386,387, and 388 are advantageously kept small to take 
advantage of the negative input capacitance of the Second 
stage amplifier, described earlier with respect to FIG. 8. 

The corresponding circuitry, for this embodiment, for 
implementing a write operation is illustrated in FIG. 11. A 
write block 401 is provided for each bit line sense amplifier 
250 of FIG. 7 (and implemented along with the first stage 
amplifier portion 371 of FIG. 10 described above within 
each sense amplifier 250, in place of the I/O section 278). 
While higher in performance (due to the much lower capaci 
tance on the internal sense amplifier nodes), the area 
required to implement a Sense amplifier including the first 
stage amplifier portion 371 and the write block 401 (totaling 
7 transistors) is much larger than a sense amplifier including 
the bi-directional I/O section 278 (as in FIG. 7) which totals 
just 2 transistors. The global input pair GIN, GINB corre 
sponding to the given group of bit lines, and which pair is 
preferably implemented in the top layer of metal and runs 
vertically through the array bank (e.g., array bank 251 
shown in FIG. 5), is connected in each hole between array 
blocks to also run horizontally (in preferably a lower layer 
of metal) over a length equal to sixteen bit line Sense 
amplifiers (eight typically to the left of the vertical GIN, 
GINB pair, and eight typically to the right). In the embodi 
ment shown, the connection block 402 (simply a via or 
contact between layers of metal) is associated within the 
local I/O read amplifier and write block 202 (see FIG. 4), 
while the write block 401 is repeated for each of the sixteen 
bit line sense amplifiers 250 which share a given local I/O 
read amplifier and write block 202. When enabled, a given 
write block 401 couples the data input signal conveyed on 
the global input lines GIN, GINB to the corresponding 
internal sense amplifier nodes SA, SAB. As described 
above, this occurs before bit line Sense amplifier Sensing, 
which allows the sense amplifier itself to actually write the 
high or low level into the selected memory cell. 
A write block 401 is enabled by the coincident application 

of three logical Signals: the decoded one of the eight column 
Select signals (e.g., CS.1) which are also used by the read 
circuitry, one of two left/right write select signals WR L, 
WR R, and a third signal, BW (“byte write”), which is 
enabled when the particular bit corresponding to the group 
of sixteen bit line Sense amplifiers corresponds to an external 
byte which is enabled for writing. To more fully describe the 
operation, assume a bit line pair associated with the write 
block (labeled as 401) is to be written with a logical “1”. In 
such a case, the global input lines GIN, GINB would already 
have been driven by operation of the write queue to reflect 
the data to be written into the Selected memory cell during 
the “next write cycle, as was described above. In this 
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example, the true global input line GIN would have already 
been driven (for this embodiment) to a voltage equal to the 
equilibrate level (e.g., 1.0 volts) plus 100 mV, for a total of 
1.1 volts, while the complementary global input line GINB 
would have already been driven (for this embodiment) to a 
voltage equal to the equilibrate level less 100 mV, for a total 
of 0.9 volts. The global input lines, after being driven to 
these voltages, remain dynamically floating after the write 
cycle occurs which actually uses the data until just before the 
next write cycle which uses the same global input lines, or 
until the global input lines are refreshed, whichever comes 
first. In either case, Such global input lines are equilibrated 
and driven with the corresponding write data Signal to create 
the appropriate differential levels. Moreover, the four byte 
write control Signals for the next write data are driven high 
(to enable) or low (to disable) writing to the nine bits 
asSociated with the respective 9-bit byte. Consequently, the 
corresponding byte write signal BW would already have 
been driven by operation of the write queue in accordance 
with the address of the selected memory cell for the “next' 
write cycle (e.g., BW is driven high, or remains high if 
already so, in any hole which is enabled for write and the 
particular byte is selected for writing). 

During the active write operation, the byte write Signal 
BW is already valid. The equivalent of the 2:1 multiplexer 
found in the read path is accomplished in the write path by 
using the two left/right write control signals WR L and 
WR R. The left or right component of this information is 
valid in advance from the write queue. Since the Selected 
array Select and the Selected hole(s) is also stored in the write 
queue and available in advance when a write cycle begins, 
this information is already combined, waiting for the next 
write cycle. AS Soon as the next write cycle is decoded and 
as early in the cycle as possible, either the WR L or the 
WR R signal for the active hole(s) is enabled. These 
WR L and WR R signals are normally low (to prevent 
writing during a read cycle), and pulse high during an active 
write cycle when selected. As is described below, there will 
normally be one Selected hole for writing during any one 
write cycle, either the hole above or the hole below the 
Selected array block. In the case of a merged write, both the 
hole above and the hole below the selected array block are 
enabled for writing, and the WR L or WR R signal and the 
selected column select signal for both holes will be driven 
high. If a byte write signal BW for a particular global input 
line is high, then the Selected column to the left or right is 
going to be written by the next write operation, whenever it 
occurs, with write data corresponding to the global input 
line. 
The eight left-most bit line Sense amplifiers associated 

with this global input pair GIN, GINB are coupled to receive 
the left write control signal WR L at the drain of transistor 
403, while the eight right-most bit line sense amplifiers 
associated with this global input pair GIN, GINB are 
coupled to receive the right write control signal WR R at 
the drain of the analogous transistor. Looking at the write 
block 401 on the left side of FIG. 11, the gate of transistor 
404 is driven high when both the WR-L signal is driven high 
with the BW signal already high. Then, after the gate of 
transistor 404 is driven high, the column select signal CS.1 
is driven high, and the Voltage on the gate of transistor 404 
bootstraps up well above VDD by the channel capacitance 
of transistor 404 so that the gate node of transistors 405 and 
406 (i.e., node 407) is driven to follow the column select 
Signal, without losing a threshold Voltage in going through 
pass transistor 404. In particular, the VDD-level voltage 
communicated onto node 407 is high enough to drive an 
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internal Sense amplifier node (e.g., SA) from an equilibrate 
level of 1.0 volts up to a pre-sense write level of 1.1 volts as 
it drives the complement Sense amplifier node (e.g., SAB) 
down to a pre-sense write level of 0.9 volts. The column 
Select Signal CS.1 is then brought low as the Sense amplifier 
begins to latch, followed by the WR L or WR R signal 
returning low. It is imperative that the column Select Signal 
is brought low before the WR L or WR R signal is 
brought low. This ensures that transistor 404 remains con 
ductive as the column select signal (e.g., CS.1) is brought 
low and is able to discharge node 407 fully to VSS, thereby 
turning off transistors 405 and 406. It is also imperative that 
the WR L or WR R signal returns to ground before the 
byte write enable signal BW.X is updated with new data, 
particularly if the byte write enable signal BW.X is disabled 
(brought low). If the BW.X signal were brought low before 
the WR L or WR R signal is brought low, a high voltage 
could be trapped on the gate of transistor 404, which could 
result in an unwanted write during a read cycle. If no write 
cycle occurs for a long time, the low (inactive) voltage on 
node 407 is maintained by both sub-threshold leakage 
current through transistor 404, and by diode leakage from 
the drain of transistor 404 (an N+region) to an underlying 
P-well region biased either at ground or at a Voltage below 
ground. Operation of the bit line Sense amplifier itself then 
completes the write by driving the high-going bit line up to 
the actual write level of, for this embodiment, about 2.0 
volts. Since transistors 405 and 406 are off during latch, 
current into the Sense amplifiers during latch is not commu 
nicated to the global input lines. 

Although the capacitance of the global input lines is 
perhaps 20% higher than other embodiments utilizing a 
bidirectional local I/O line (as in FIG. 8), the signal on the 
global input lines is developed by the write queue before the 
internal write operation begins and may be accomplished 
without significant complication. The increase in power 
consumption required to drive the higher capacitance global 
input lines is negligible Since the lines are only driven by 
+/-100 mV. Moreover, there is only one transistor in the 
write path from the global input lines to the Sense amplifier 
nodes. Transistors 405, 406 may therefore be implemented 
as Smaller devices and Still achieve high performance. AS is 
described in detail below, operation at 200 MHz is achiev 
able using the hole circuit embodiments shown in FIG. 10 
and FIG. 11. 

FIG. 12 is a Schematic diagram of an address pre 
decoding circuit useful for both row and column addresses. 
Global address Signals GAX, GAy, and GAZ and their 
respective complement address signals GAXB (not shown), 
GAyB, and GAZB (each pulsing high, when active, for 
approximately 1 ns) are connected in a tree configuration to 
discharge a Selected one-of-N decode nodes. For example, 
global address Signals GAX, GAy, and GAZ are connected to 
the gates of respective transistors 410, 411, and 412 to 
discharge decode node 414. One of the global address 
Signals (in this embodiment, GAZ) is connected to transistor 
413 to precharge the decode node 414 high when the global 
address signals are inactive (low). A self-resetting buffer 415 
then inverts and buffers the signal on the decode node 414 
to generate an active high pulsed pre-decoded global address 
Signal GAXyZ. Eight Such pre-decoded global address Sig 
nals GAXyZ are generated by pre-decoding three global 
address Signals, with one of the eight pre-decoded signals 
pulsing high when active. The various row pre-decode 
Signals are advantageously generated (by buffer 415) to have 
a pulse width of slightly more than 3 ns, and the various 
column pre-decode Signals generated to have a pulse width 
of slightly more than 2 ns. 
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FIG. 13 is a Schematic diagram of an address decoder 

circuit which receives global pre-decoded row address lines 
and generates local pre-decoded row address lines which 
correspond to and are local to a Single array block within a 
memory bank. An array decode node 422 within the Selected 
array block (which is precharged by PMOS transistor 431 
when the global pre-decoded address signal GA2.3 is low) 
is brought to VSS by the series combination of transistors 
420, 421 when both the global pre-decoded address signal 
GA15.16 (a pre-decoded signal of address bits 15 and 16) 
and GA2.3 are high. Since four address bits are encoded in 
these two pre-decoded signals, a one-of-Sixteen decode is 
accomplished in Selecting the array decode nodes (e.g., node 
422). A group of eight pre-decoded local address signals 
LA9.10.11 is generated by decode circuit 423. One of the 
eight pre-decoded global address signals GA9.10.11 is 
driven high, and the corresponding pre-decoded local 
address signal LA9.10.11 within the selected array block is 
driven to follow accordingly. All eight local address signals 
LA9.10.11 within other non-selected array blocks remain 
inactive. A Second decode circuit, labeled 424, generates a 
group of four pre-dccoded local address signals LA8.9B 
which are active low, rather than active high as before. 
Lastly, an additional N-channel decoder tree circuit 425 
includes four transistors 427 (and four associated PMOS 
precharge transistorS 430) which each receive a particular 
one of four pre-decoded global address signals GA14.17, 
with each transistor 427 connected to a respective Second 
tree level which each includes four transistors 426 for 
receiving a particular one of four pre-decoded global address 
signals GA12.13. A precharge transistor 429 and buffer 428 
are included for each of Sixteen pre-decoded local address 
Signals LA12.13.14.17 to create active-high Signals. 

FIG. 14 is a Schematic diagram of a row address decoder 
which receives VDD-level pre-decoded local address 
signals, level shifts up to a VPP level that is substantially 
independent of VDD and typically above VDD, and drives 
a selected word line from VSS to VPP. (It should be noted 
that the “body’ terminal for all NMOS transistors is tied to 
VSS, unless otherwise indicated, and the “body' terminal 
for all PMOS transistors is normally tied to VDD, unless 
otherwise indicated. However, the body terminal for any 
PMOS transistor whose source or drain terminal is con 
nected to VPP is also connected to VPP. Any inadvertent 
omission of the body terminal for a PMOS transistor whose 
Source or drain is connected to VPP should not suggest that 
it is connected to VDD.) There are no race conditions within 
the decoder, even though it accomplishes a level shifting 
from VDD-level (i.e., VSS-to-VDD level) pre-decoded 
address signals to VPP-level word lines. A two-level tree 
includes a group of eight transistorS 445 which each receive 
a particular one of eight pre-decoded local address Signals 
LAijk, with each transistor 445 connected to a respective 
Second tree level which each includes eight transistorS 444 
for receiving a particular one of eight pre-decoded local 
address signals LA1mn. The decode node 441 within the 
selected decoder 440 is precharged to VPP at the end of an 
active cycle by a level-shifted version of the local address 
Signal LA1mn, conveyed on node 453 and connected to the 
gate of P-channel transistor 442. When the local address 
Signal LA1mn goes low at the end of an active cycle, the 
inverter 459 drives the gate of transistor 458 high. This 
momentarily overpowers P-channel transistor 456 until its 
gate is pulled high by transistor 455. Then, node 453 is 
pulled all the way to VSS to precharge the decode node 441. 
When the local address signal LA1mn goes high at the 
beginning of an active cycle, the gate of transistor 456 is 
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pulled low by transistor 457 (briefly overpowering transistor 
455) and node 453 is pulled at the way to VPP, thereby 
turning off transistor 442. 

It should be noted that transistors 445 are indicated as 
being high Voltage transistors (as are nearly all others in 
FIG. 14). From a voltage point of view, transistors 445 do 
not need to be high Voltage transistors. The maximum 
voltage of the local address signal LA1mn is VDD, and 
consequently the maximum Voltage on the drains of tran 
sistors 445 is limited (by transistors 444) to a voltage of 
VDD less a threshold. Since the maximum voltage of the 
local address Signal LAijk is also VDD, the maximum 
voltage on the gates of transistors 445 is VDD. Therefore, 
transistorS 445 do not need to be high Voltage transistors. 
However, there may be layout benefits to nonetheless make 
them high Voltage transistors. High Voltage transistors usu 
ally require considerable Spacing to the nearest regular 
low-voltage transistor. Since transistorS 444 must be high 
voltage transistors (i.e., its drain voltage goes to VPP), 
transistors 445 may be physically closer to the transistors 
444 if both are high voltage transistors, than if transistors 
445 are regular low-voltage transistorS. Consequently, the 
layout area may be Smaller, and the capacitance on the 
intermediate node therebetween may be Smaller. Few things 
in life come for free, however. A high Voltage transistor 
operated at low Voltage is lower in performance than a 
normal low-voltage transistor operated at low Voltage, So 
judicious choices must be made when considering making a 
particular transistor a high Voltage transistor when the 
Voltage considerations do not strictly SO require. 

All other nodes 441 of other non-selected decoders 
remain at VPP during an active cycle. Even though the local 
address signals LAijk and LA1mn are VSS-to-VDD signals, 
the N-channel tree configuration is useful to discharge the 
decode node 441 all the way from VPP down to VSS. The 
decode node 441 within the selected decoder 440 is brought 
to VSS, while the corresponding decode node 441 within all 
other decoders 440 remains at VPP. Buffers 446, 447, and 
448 are all normally powered by VPP (rather than by VDD) 
and together invert the active low Voltage on the Selected 
decode node 441 and drive the word line 454 Smoothly from 
VSS to VPP 
A redundancy flip-flop 449 is used to disable a particular 

decoder 440 from driving its word line 454. Normally, the 
flip-flop 449 is reset low, thus turning on transistor 450 to 
provide power to buffer 446 and turning off transistor 451 to 
allow node 452 to switch high (when the decoder is 
selected). However, if a redundant word line decoder also 
responds to the same row address, the signal REDSEL 
(which is routed through all the row decoders within an array 
block) is driven high, and the output of flip-flop 449 is driven 
high to disable buffer 446 and to ensure that node 452 
remains low. Once redundancy flip-flop 449 is set, the 
particular word line 454 cannot be driven high and always 
remains inactive. The features and advantages of Such a 
redundancy flip-flop are described more fully in co-pending 
application Ser. No. 09/199,884, filed on Nov. 24, 1998, 
naming Robert J. Proebsting as inventor and entitled “Dis 
abling a Defective Element in an Integrated Circuit Device 
Having Redundant Elements,” the disclosure of which is 
incorporated herein by reference in its entirety. 

The lower power supply connection of buffer 448 is taken 
to a control signal WLGND which during normally opera 
tion is driven to VSS by a low impedance circuit. However, 
during power-up (i.e., during an internally controlled power 
up-reset sequence), the signal WLGND is driven high to 
VDD for a predetermined amount of time. Consequently, all 
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word lines are driven high by the respective N-channel 
pull-down transistor within buffer 448 (not explicitly shown) 
which is normally used to “ground” the respective word 
lines. By holding major precharge and array Select Signals in 
a precharge State (in most cases forced to VDD), and by 
forcing the bit line equilibrate voltage (e.g., VBLEQ shown 
in FIG. 7) to VSS, all memory cells are initialized to VSS, 
as is described in greater detail below. Virtually all the 
transistors in this decoder 43 are indicated as being high 
Voltage transistors 

Because the area required for a separate decode node and 
redundancy flip-flop may preclude such a row decoder 440 
matching the word line pitch requirements of a memory 
array, FIG. 15 shows an embodiment of a final row decoder 
460 for driving four word lines which is conceptually similar 
to that shown in FIG. 14, but which includes a one-to-four 
decoder in the final word line buffers and two redundancy 
flip-flops useful for replacing pairs of word lines (rather than 
Single word lines). The particular address signals shown in 
the figure are, of course, arbitrary but are drawn to match the 
pre-decoded local address signals described in FIG. 13. 

In normal operation, each decode node 461 is precharged 
high to VPP by transistor 470 whenever the pre-decoded 
local address signal LA12.13.14.17 is low (inactive). A 
level-shifting circuit (Such as the one which generates node 
453 in FIG. 14) may be employed to drive the gate of 
transistor 470 if the pre-decoded local address signal 
LA12.13.14.17 is a VDD level signal. Each single decode 
node 461 serves four separate word lines WLO, WL1, WL2, 
and WL3. When one of the four word lines is to be selected, 
the local address signal LA12.13.14.17B connected to the 
sources of transistors 468 and 469 is brought low (for the 
Selected decoder), and the decode node 461 is discharged 
from VPP to VSS by either transistor 468 or 469 (which has 
a particular one of the eight local address signals LA9.10.11 
coupled to its respective gate). The decode node 461 is then 
inverted by buffer 462 to generate an active high WLEN 
signal which is driven to VPP. A final one-of-four decode is 
implemented by a group of four switched buffers 463, each 
with a particular one of the four active-low pre-decoded 
local address signals LA8.9B serving as the respective 
“VSS' connection. A group of four respective buffers 464 
then drives each respective word line WL0, WL1, WL2, and 
WL3. 
Two redundancy flip-flop circuits 465 and 484 are pro 

vided to disable normal (i.e., non-redundant) word lines in 
adjacent pairs. In normal operation, inverters 479 and 480 
implement a first flip-flop which is initialized at power-up So 
that node 481 is high. Consequently, transistor 478 drives 
the gate of transistor 466 high to a voltage of VPP V (e.g., 
drives the gate of transistor 466 to “a threshold below 
VPP"). When one of the normally low pre-decoded local 
address signals LA9.10.11 is driven high, the gate of tran 
sistor 466 bootstraps to pass the full VDD level voltage onto 
the gate of transistor 468 with little delay to discharge the 
decode node 461. However, whenever a first redundant row 
decoder responds to a particular row address, and address bit 
A9 within the particular row address is a logical “0”, then a 
redundant row enable signal REDUN1 is driven high. Dur 
ing the first cycle after powerup which receives this par 
ticular row address (including A9=0), the WLEN signal 
within the Selected decoder is driven high. Consequently, 
transistors 482 and 483 are both conductive since the regular 
decoder is selected (node WLEN is high) and a redundant 
row decoder also selected (signal REDUNO is high), which 
discharges node 481 (overpowering inverter 480 briefly) and 
sets the flip-flop (479,480) with node 481 low. As a result, 
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transistor 466 is held off, transistor 467 is held on, the gate 
of transistor 468 held at VSS, and the decoder 460 is 
prevented from ever again responding to this particular row 
address (with A9=0). The first redundant row decoder is now 
the only decoder ever again responding to that particular row 
address. 

Redundancy flip flop circuit 484 is identical in structure, 
but receives a different one of the eight pre-decoded local 
address signals LA9.10.11 (responding to the same A10 and 
A11 address but the opposite A9 address) and receives a 
redundant row enable signal REDUN1 from a second redun 
dant row decoder. The two pre-decoded local address signals 
received by flip-flops 465 and 484 are chosen to reflect the 
same pre-decode of bits address 10 and 11 (reflecting a 
one-of-four decode) but reflecting a complementary address 
bit 9. This address bit 9 (along with address bit 8) is also 
pre-decoded and forms the basis of the one-of-four decode 
within buffers 463. The presence of address bit 9 within the 
pre-decoded local address signals LA9.10.11 is a conse 
quence of layout pitch realities, the use of a single decode 
node 461 shared by four word lines, and the desire to replace 
defective word lines by redundant word lines in groups of 
two, not in groups of four. (Replacing Single word lines 
would be preferred but may be difficult to achieve due to 
layout constraints.) Conceptually, one may view pre 
decoded local address signals LA9.10.11 as a group of four 
pre-decoded signals (using A10 and A11) which implement 
a one-of-four decode if each Signal is connected to a single 
decoder 460, but wherein each of the four signals is actually 
implemented as two signals-one signal reflective of address 
bit A9 being a logic 1 (and indicated as LA9.10.11), and the 
other reflective of address bit A9 being a logic 0 (which is 
indicated as LA9#.10.11). Alternatively, if replacing defec 
tive word lines in groups of four is acceptable, the address 
bit 9 may be removed from the pre-decoded LA9.10.11 
Signals, and only a Single flip-flop circuit 465 and a single 
redundant row enable signal REDUNO need be used. 

FIG. 16 is a schematic diagram of a power-up circuit 500 
useful for the row decoder embodiments shown in FIG. 14 
and FIG. 15 which during power-up turns on all row lines 
and drives the common bit line equilibrate node to VSS. 
During power-up-reset, the control signal PWUB received 
by circuit 500 is low, and consequently the WLGND signal 
is driven high by inverter 501 (thus causing all word lines to 
go high, as described above), transistor 503 is held off, and 
transistor 504 grounds the bit line equilibrate line VBLEQ. 
Since the various equilibrate Signals and array Select signals 
are held high during power-up, the bit lines are thus driven 
to the ground voltage on the VBLEQ node and all memory 
cells are written with a “low” (which, of course, may appear 
as either a logic “0” or a logic “1” depending on whether the 
cell is connected to a true or complement bit line). At the 
conclusion of the power-up-reset Sequence, the control Sig 
nal PWUB goes high, large transistor 502 turns on to provide 
a low impedance ground to the final word line buffer within 
each row decoder, transistor 504 is held off, and transistor 
503 is turned on and couples an internally generated Voltage 
received on VBLEQG (having a typical value of around 1.0 
volts) to the bit line equilibrate node VBLEQ. 

FIG. 17A is a schematic diagram of a circuit which 
generates the upper and lower pulsed equilibrate Signals and 
the upper and lower array Select Signals for a row of Sense 
amplifiers within a given hole between array blocks. Two 
symmetrical circuits 510 and 511 are shown to respectively 
generate the upper and lower Signals. The operation of both 
may be understood by a description of the upper circuit 510. 
Between active cycles, the global precharge Signal GPRE 
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received by inverter 512 is low, and consequently node 514 
is high, and the upper pulsed equilibrate Signal BLEQU is 
low. Node 521 was precharged high by an earlier low-going 
pulse on node 520 (which is now high). Inverter 524 drives 
its output node 518 low, while transistor 519 (whose gate is 
held low by level-shifting inverter 528) is also conductive. 
Together these two fairly small transistors 519 and 535 
weakly maintain the upper array select signal ASU at VDD. 
Inverter 527 holds transistor 517 off, and level-shifting 
“AND” gate 515 (described in greater detail below) holds 
transistor 516 off. As previously noted, the “body” or “well” 
connection for all PMOS transistors is tied to VDD, unless 
otherwise indicated. AS Specifically indicated, the body 
terminal of transistor 516 is connected to VPP, rather than its 
own source potential, VDD, so that the drain node ASU may 
be boosted above VDD without forward biasing the drain 
to-body junction. 

During an active cycle, global pre-decoded address Sig 
nals GA2.3D and GA15.16D are received by transistors 522 
and 523, respectively, which represent the particular ones of 
the pre-decoded global address signals GA2.3 and GA15.16 
used to select the array block below the row of sense 
amplifiers within the given hole. If the array block below the 
row of sense amplifiers is to be selected, then transistors 522 
and 523 turn on to discharge node 521, inverter 524 drives 
node 518 high, and inverter 518 quickly turns off the upper 
array Select Signal ASU. The falling node 521 also causes 
moderately-sized transistor 530 in the lower circuit 511 to 
turn on, thus driving the lower array Select Signal ASD 
toward VPP moderately quickly. Moreover, the gate of 
transistor 531 is driven high to "arm' inverter 532 to respond 
to a high-going pulse on the global precharge Signal GPRE. 

Near the end of an active cycle as the selected word line 
is returning to ground, the rising edge of the global pre 
charge signal GPRE arrives, inverter 532 responds, node 
520 is driven low, and the lower pulsed equilibrate signal 
BLEQD is driven high. Transistor 526 is also turned on, 
which then quickly turns off the N-channel pull-down tran 
sistor within inverter 518. At about the same time, level 
shifting “AND” gate 515 turns on transistor 516 to charge 
the upper array select signal ASU back up to VDD in 
preparation for the next cycle. Node 520 going low also 
precharges node 521 high, which then enables the weak 
current source (transistor 519 and the P-channel transistor 
within inverter 518) which maintains the upper array select 
signal ASU at VDD. In the lower circuit 511, node 520 going 
low and node 521 going high also causes transistor 530 to 
turn off and transistor 533 to turn on, which drives the lower 
array select signal ASD down from VPP back to VDD. Since 
node 529 was never discharged during this exemplary cycle, 
transistor 513 is off and inverter 512 does not respond to the 
rising edge of the global precharge Signal GPRE. 
When the global precharge signal GPRE goes back low 

(i.e., at the end of the pulse on GPRE), the output of inverter 
532 Switches high (even more quickly because transistor 531 
is already off), node 520 is driven high, and the lower pulsed 
equilibrate signal BLEQD is terminated (brought low). 
Because node 520 Switches back high, the output of level 
shifting “AND” gate 515 is driven to VPP and turns off 
transistor 516. The upper array select signal ASU had been 
brought quickly from VSS to VDD by the rather large 
transistor 516 which is now off, and then is weakly held at 
VDD by transistors 519 and 535 so that it may be discharged 
quickly at the Start of the next cycle without having to first 
discharge the gate node of a large P-channel device, nor 
without wasting much charge through a large inverter during 
the transition of such a large inverter. NAND gate 525 is 
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used to ensure that the upper array Select Signal ASU is held 
high, even if only weakly So, during power-up when the 
signal PWUB is low. Analogous transistors in all such 
circuits ensure that all Such array Select Signals are also held 
high during power-up. 

FIG. 17B is a schematic diagram of an embodiment of the 
level-shifting inverter circuit 528 useful for the circuitry 
shown in FIG.17A. When the input signal IN goes low, node 
902 is pulled low through transistor 901. This momentarily 
over-powers P-channel transistor 903 until its gate (output 
node 906) is pulled high by transistor 904. When the input 
signal IN goes high, the output node 906 is pulled low by 
transistor 905 (briefly over-powering transistor 904). Tran 
sistor 901 shuts off and allows cross-coupled P-channel 
transistor 903 to pull node 902 all the way up to VPP, 
thereby turning off transistor 904. After briefly over 
powering the respective P-channel transistor upon a transi 
tion of its input signal IN, there is no significant Standby 
current in either logic State. 

FIG. 17C is a schematic diagram of an embodiment of the 
level-shifting AND-gate circuit 515 useful for the circuitry 
shown in FIG. 17A. Two circuit blocks similar to the 
level-shifting inverter 528 receiving respective input signals 
A and B are combined, with a NAND configuration of 
transistors 915 and 916 (in place of the single transistor 905) 
pulling the analogous output node 917 down, which is 
followed by an inverter to generate an overall AND function 
at the output node 918. The internal operation of the 
level-shifting AND gate 515 is analogous to that described 
for the level shifting inverter 528. 

FIG. 17D is a schematic diagram of another embodiment 
of the level-shifting AND-gate circuit 515 useful for the 
circuitry shown in FIG. 17A. Its operation may be easily 
appreciated by one skilled in the art, given the teaching 
described above for the level-shifting inverter 528 shown in 
FIG. 17B and the level-shifting AND gate 515 shown in 
FIG. 17C. 

FIG. 18 is a block diagram of a preferred embodiment of 
a VPP generator useful for the various circuits described 
herein, which produces a Substantially fixed voltage, usually 
above VDD for most process corners, which is referenced to 
VSS. Before describing the actual circuit, some background 
information about the design requirements of such a VPP 
circuit are warranted. In the embodiments described herein, 
the VPP Voltage is used to drive the selected word line from 
VSS to VPP, and to raise the two selected array select signals 
(one just above and one just below the Selected array block) 
from VDD to VPP. Since the array select signal lines are 
Substantially higher in capacitance than a Selected word line, 
the charge needed to boost the Selected array Signal lines is 
illustrative. At high VDD of, for example, 2.9 volts 
(assuming a nominal VDD value of 2.5 volts and a nominal 
VPP value of 4.0 volts) the array select signal line must be 
boosted from 2.9 volts to 4.0 volts (for a total of 1.1 volts), 
whereas at a low VDD of, for example, 2.1 volts, the array 
select signal line must be boosted all the way from 2.1 volts 
to 4.0 volts (for a total of 1.9 volts)-almost twice as 
much!). 

For most two-stage charge pump Style circuits having no 
threshold loss (which circuits are well known in the art), the 
charge transferred per pump cycle is approximately equal to 
C-(2-VDD-VPP), where C is the capacitance of the pump 
capacitor. If VPP=4.0 volts and VDD=2.9 volts, the charge 
per cycle is equal to C (5.8-4.0)=1.8-C. If, instead, VDD= 
2.1 volts, then the charge per cycle is equal to C-(4.2-4.0)= 
0.2-C. Thus, at high VDD, the charge provided by a single 
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capacitor pump circuit is 9 times that at low VDD. Yet at 
high VDD, the array select lines need to be boosted less than 
at low VDD. Only about 58% as much charge would be 
needed at high VDD as at low VDD, but the pump circuit 
provides nine times as much charge at high VDD as at low 
VDD. A properly sized capacitor for low VDD would be 15x 
larger than a properly sized capacitor at high VDD. A 
capacitor sized to provide the correct charge at low VDD 
would generate far too much increase in VPP Voltage per 
pump cycle at high VDD. Conversely, a capacitor sized to 
provide the correct charge at high VDD would only provide 
about 6% of the charge required at low VDD. 
To prevent these and other problems, the VPP generator 

540 shown in FIG. 18 includes a plurality of pump circuits 
544, each connected to the output VPP, and each controlled 
by a common control circuit 543. Each Such pump circuit 
544 is enabled to pump according to the amount of charge 
which is needed at a particular time, based on the measured 
level of both VDD and VPP. A first regulator 541 compares 
various fractions of the VDD voltage to an internally gen 
erated bandgap voltage VBG, while a second regulator 542 
compares various lower fractions of the VPP Voltage to the 
bandgap Voltage VB.G. Such regulator circuits may be 
implemented, for example, as a plurality of Sensing circuits, 
each comparing VDD (or VPP) or a resistively-divided 
fraction thereof to a respective plurality of reference Volt 
ages (each derived from a bandgap Voltage or a linear 
multiple or fraction thereof). Additional Sensing circuits 
reduces the granularity of the measurement. Conversely, 
Such regulator circuits may also be implemented, for 
example, as a plurality of Sensing circuits, each comparing 
a bandgap reference Voltage (or a linear multiple or fraction 
thereof) to a respective plurality of resistively-divided frac 
tions of VDD and/or VPP 

Both regulators provide outputs to the controller 543. If 
VDD is low, then more of the pump circuits 544 are enabled 
for a given cycle. AS VDD increases, fewer Such pump 
circuits 544 are enabled. Similarly, if VPP is particularly low 
(Such as during power-up), then all the pump circuits are 
enabled, while if VPP is already high enough, then none of 
the pump circuits 544 are enabled. In a preferred 
embodiment, none of the pump circuits 544 are enabled if 
VPP exceeds 4.0 volts, while all of the pump circuits 544 are 
enabled if VPP is less than 3.8 volts. Between 3.8 and 4.0 
volts, the measured values of both VPP and VDD determine 
how many pump circuits are enabled. 

For a given VPP and VDD voltage there are a fixed 
number of pumps enabled. As VDD increases slightly, the 
charge per cycle increases, even though the same number of 
pump circuits are enabled, because the VDD is increasing. 
However, as VDD further increases slightly, one less pump 
is enabled, So the charge per cycle abruptly decreases. Then 
as VDD further increases, the charge per cycle again 
increases because VDD is increasing. When plotted as a 
function against VDD, the charge per pump cycle thus 
appears as a Sawtooth waveform, which decreases abruptly 
as each such pump circuit 544 is successively disabled. The 
pump circuits 544 are preferably not uniformly sized, but 
instead each Size determined individually So that the charge 
per pump cycle, when plotted as a Sawtooth waveform 
against VDD, varies from min-to-max as little as possible 
over the range of VDD. 
A significant amount of internal de-coupling (i.e., 

filtering) capacitance on the VPP node is provided by the 
various row decoder and array Select circuits which are 
unselected during a given cycle. For example, the last two 
buffers within each row decoder provide in aggregate a large 



6,104,653 
57 

effective capacitance. Referring briefly again to FIG. 14, an 
unselected row decoder 440 has node 452 held at ground by 
buffer 446. The P-channel transistor within buffer 447 is 
biased deeply in the linear region, and virtually all its 
channel capacitance, as well as its gate-to-drain and gate 
to-Source overlap capacitance, is effectively biased with 
VPP-to-VSS potential across the capacitors. Moreover, the 
N-channel transistor within buffer 448 has VPP on its gate 
and holds the unselected word line at VSS, and is therefore 
also biased deeply in the linear region. Virtually all of its 
channel capacitance, as well as its gate-to-drain and gate 
to-Source overlap capacitance, Serve as filter capacitors for 
VPP. In addition, the gate-to-drain overlap capacitance of 
both the N-channel transistor within buffer 447 (whose gate 
is held to VSS and whose drain is held to VPP) and the 
P-channel transistor within buffer 448 (whose gate is held to 
VPP and whose drain is held to VSS) provide additional 
bypass capacitance. Taken together, Such capacitances pro 
vide a significant reservoir of charge on the VPP node 
without requiring Separate devices or Structures. For one 
memory bank (which contains a total of 4096 word lines), 
the capacitance of the VPP node to VSS may be about 400 
pF. The capacitance of one word line may be about 1.5 pF 
and the total capacitance of the two Selected array Select 
lines driven to VPP may be about 7.5 pF. The charge 
removed from VPP to boost the two selected array select 
lines from VDD to VPP (nominally 4.0 volts) and to boost 
the selected word line from VSS to VPP may be about 20 pC 
(“pico-coulombs”) at VDD=2.1 volts. Thus, if no charge 
were added by the charge pump circuit, one active memory 
cycle will reduce the VPP Voltage by about 50 mV. The 
pump circuit is responsible for Supplying about the right 
amount of charge to first establish, and then to maintain, the 
VPP level at the desired voltage of 4.0 volts. 

Nonetheless, VPP may still “wander” in voltage slightly 
depending on the frequency and interval between various 
cycles, in spite of the regulators 541 and 542 within VPP 
circuit 540. Consequently, a test control signal TEST is 
received by the control circuit 543 to decrease the regulated 
value of VPP by a small amount (e.g., 200 mV) when in 
certain test modes to ensure reliable operation of the 
memory device when VPP is actually lower than the mini 
mum expected VPP Voltage. By using such test modes, 
adequate operating margins for normal operation may be 
more easily assured. 

FIG. 19 is a flow chart diagram of a preferred embodiment 
of the power-up-reset Sequence for initializing all memory 
cells to a known data state. At step 550, several actions occur 
in parallel. The memory cell plate within the memory array 
is driven toward the desired bit line equilibration voltage 
(preferably around 1.0 volts) to established its voltage at the 
eventual bit line equilibration Voltage. In doing So the cell 
plate is driven weakly (being careful to limit the current flow 
which charges the cell plate to an amountleSS than the output 
current of the Substrate bias charge pump) to prevent the 
increasing Voltage of the memory cell plate and the resultant 
increasing Voltage of the memory cell Storage nodes from 
coupling the Substrate positive and causing massive latchup. 
The row decoders are overridden to allow every word line to 
Simultaneously go high. Moreover, the bit line equilibration 
voltage VBLEQ is forced to VSS, and the bit line equilibrate 
Signals and array Select Signals are ensured to be high 
(typically at VDD). These actions need not be initiated in 
any particular order, but all four preferably occur Simulta 
neously for a predetermined time. Consequently, Since the 
bit line equilibrate Signals are held high and the bit line 
equilibration voltage VBLEQ is held low, both true and 
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complement internal Sense amplifier nodes are then coupled 
to a common node at VSS by precharge (i.e., equilibrate) 
Signals. 

Since the array Select Signals are also held high, each bit 
line (both true and complement) is thus driven to VSS and 
all memory cells likewise are written with a “low” (which, 
of course, may appear as either a logic “0” or a logic “1” 
depending on whether the cell is connected to a true or 
complement bit line), even if the word lines are only slightly 
higher than a threshold voltage above VSS. 
At step 551 the override to the row decoders is turned off, 

and the word lines are allowed to return to VSS (while 
ensuring that the array Select Signals and bit line equilibrate 
Signals remain high). This "saves” the written low voltage in 
each memory cell. Then, at step 552, the bit line equilibrate 
Voltage is driven to its normal level which, for a preferred 
embodiment, entails driving the VBLEQ signal to its desired 
level of about 1.0 volts (while again ensuring that the array 
Select signals and bit line equilibrate Signals remain high). 
Then, when more normal cycles begin, the very first opera 
tion in the memory array occurs with memory array nodes 
(bit lines, cell plate) properly established, and all memory 
cells initialized at one of the two valid States (in this case, a 
valid low level). The first cycles do not have to try to sense 
memory cells having an initialized Voltage near the bit line 
equilibration Voltage, as would likely occur without Such a 
power-up Sequence due to coupling from the memory cell 
plate to the memory cells themselves as the memory cell 
plate reaches its normal level at the bit line equilibration 
Voltage. If the Voltage of many memory cells were permitted 
to be halfway between a low and a high level, Sense 
amplifiers attempting to Sense and restore Such memory cells 
could be in a meta-stable State during Sensing for Some 
considerable amount of time. This would decrease the high 
level written into the memory cell to a Voltage lower than 
normal, possibly causing a malfunction. 
The first “normal” cycles may actually be internally 

controlled and part of the power-up Sequence. At optional 
step 553, a series of internal “dummy” cycles (or condition 
ing cycles) may be performed to more faithfully initialize 
any internal nodes not already So initialized, to establish a bit 
line equilibrate Voltage identical to that resulting from 
normal operation, and to cycle through the row decoders to 
provide an opportunity for any programmed redundant word 
lines (which may have been programmed during manufac 
ture to respond to a particular address) to disable the regular 
row decoder associated with the defective address before the 
defective element has a chance to interfere with normal 
operation after power-up. 

FIG. 20 is a block diagram of an exemplary embodiment 
of an 18 MBit memory array 560 with four separate memory 
banks 561, 562, 563, and 564, having a first dual control 
block 571 between the first memory bank 561 and the 
Second memory bank 562, and having a Second dual control 
block 572 between the third memory bank 563 and the 
fourth memory bank 564. Each memory bank 561, 562,563, 
564 includes thirty-two array blocks, each including 128 
horizontally-arranged rows (i.e., word lines) and 1152 
(1024x9/8) vertically-arranged columns (not including 
redundant rows and columns). Each column is implemented 
as a complementary folded bit line pair, and Sense amplifiers 
and other Supporting circuits within the holes between array 
blocks are as described above. Four independent row 
decoders, each with its own local address bus, are provided 
respectively for the four banks, and are physically arranged 
in two pairs. The first pair of row decoderS are included in 
the dual control block 571 located within a first spline 565 
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between the left pair of memory banks (561, 562), and the 
Second pair of row decoders are included in the dual control 
block 572 located within a second spline 566 between the 
right pair of memory banks (563, 564). 
A first group of redundant columns 573 is located adjacent 

to spline 565 at the end of each array block within memory 
bank 561, and a second group of redundant columns 574 is 
located adjacent to spline 565 at the end of each array block 
within memory bank 562. Similarly, a third group of redun 
dant columns 575 is located adjacent to spline 566 at the end 
of each array block within memory bank 563, and a fourth 
group of redundant columns 576 is located adjacent to Spline 
566 at the end of each array block within memory bank 564. 
Each group of redundant columns is preferably implemented 
by including an additional block 255 (i.e., the 33" block 
255) of 32 complementary bit line pairs, which includes two 
sets of global I/O lines, such as is shown in FIG. 4 and FIG. 
5. However, unlike the normal (non-redundant) global I/O 
lines, both of the two redundant global I/O lines within each 
memory bank exit both the top and bottom of the memory 
array, as shown. A first multiplexer 567 is located at the top 
of the memory array 560, which directs (e.g., during a read 
cycle) 18-bits of data received from one of the memory 
banks 561, 562, 563, or 564 (representing, for example, the 
upper half of a 36-bit data word corresponding to the address 
of the given cycle) to the data input/output buffers at the top 
of the memory array 560. A second multiplexer 568 is 
located at the bottom of the memory array 560, which 
similarly directs 18-bits of data received from one of the 
memory banks 561, 562, 563, or 564 (representing, for 
example, the lower half of a 36-bit data word corresponding 
to the address of the given cycle) to the data input/output 
buffers at the bottom of the memory array 560. 

Within each memory bank (e.g., bank 561), write data 
may be conveyed from the top data multiplexer 567 to the 
memory bank 561 by thirty-six separate pairs of differential 
global input lines 578, and write data may be conveyed from 
the bottom data multiplexer 568 to the memory bank 561 by 
thirty-six separate pairs of differential global input lines 580. 
Read data may be conveyed from memory bank 561 to the 
top data multiplexer 567 by thirty-six separate pairs of 
differential global output lines 577, and read data may be 
conveyed from memory bank 561 to the bottom data mul 
tiplexer 568 by thirty-six separate pairs of differential global 
output lines 579. During a read cycle of memory bank 561, 
either 36-bits of data (representing a “single word” of data) 
may be driven onto the respective global output lines 
(18-bits to the top multiplexer 567, 18-bits to the bottom 
multiplexer 568) for conveyance to the appropriate output 
buffers, or 72-bits of data (representing a “double word” of 
data) may be driven onto the respective global output lines 
(36-bits to the top multiplexer 567, 36-bits to the bottom 
multiplexer 568), 36-bits for conveyance to the appropriate 
output buffers during one cycle, and the remaining 36-bits 
for conveyance to the appropriate output buffers during the 
next cycle (as is described in greater detail below). If there 
were no column redundancy, the multiplexers 567, 568 
would each be an 18x8:1 (i.e., 144:18). But each bank has 
two redundant global I/O lines (i.e., four physical wires per 
each global I/O line), each of which can be mapped to serve 
any of the eighteen data I/O buffers at the top or any of the 
eighteen data I/O buffers at the bottom of the memory array. 
Therefore, each memory bank can provide data to a single 
horizontal global data bus line from any of four Sources: 
from a corresponding bit within the upper word (of a 72-bit 
double word), from a corresponding bit within the lower 
word (of the same 72-bit double word), from a first redun 
dant column, or from a Second redundant column. 
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Input pads for the addresses and various control signals 

(not shown) are generally located in either input pad block 
569 to the left of memory array 560, or input pad block 570 
to the right of memory array 560. Most data I/O pads (not 
shown in FIG. 20) are located at the top or bottom of the 
memory array 560, with some located within input pad 
blocks 569,570 if sufficient area is unavailable at the top and 
bottom of the de vice. 

FIG. 21 is a block diagram of memory bank 561, illus 
trating a preferred arrangement of global output lines (and 
analogous global input lines, not shown). In an exemplary 
cycle a selected word line falls within array block ARRAY.2. 
To read the memory cells corresponding to a word line 
within the array block ARRAY.2, the bit line sense ampli 
fiers in hole HOLE.1.2 located above the selected array 
block (labeled as 590) and hole HOLE.2.3 located below the 
selected array block (labeled as 591) must both be activated, 
which should be readily apparent from the above descrip 
tions regarding the earlier figures. A full 36-bit word may be 
driven onto thirty-six of the Seventy-two global output lines 
by enabling only one of these two holes for driving its global 
output lines (which saves considerable power). In Such a 
case, eighteen of the bits are conveyed onto global output 
lines which exit the memory bank 561 at the top, while the 
remaining eighteen bits are conveyed onto other global 
output lines which exit the memory bank 561 at the bottom. 
The "dots” in FIG. 21 indicate a connection between a local 
I/O read/write block (each Serving, for example, a group of 
sixteen bit line sense amplifiers, as illustrated in FIG. 10) 
and the global output line passing overhead. For example, 
the row of local I/O read/write blocks within the hole 
HOLE.1.2 are connected to global output lines 592,594,596 
(and others as indicated). AS can be discerned, global output 
line 594 is one of eighteen global output lines which are 
coupled to a local I/O read/write block within hole 
HOLE.1.2 and which exit the memory bank at the top, 
whereas global output line 592 is one of eighteen other 
global output lines which are coupled respectively to a local 
I/O read/write block within hole HOLE.1.2 and which exit 
the memory bank at the bottom. AS the adjoining table at the 
top and bottom of FIG. 21 makes clear, each of the 36-bits 
of a single data word (i) is conveyed either to the top or 
bottom of the memory bank 561 by enabling only the global 
output circuits within a Single hole HOLE.1.2. In particular, 
bits 0-8 of byte 0 and bits 0-8 of byte 1 are conveyed to the 
bottom of the memory bank, while bits 0-8 of byte 2 and bits 
0-8 of byte 3 are conveyed to the top of the memory bank. 
Conversely, enabling only the global output circuits within 
the single hole HOLE.2.3 conveys a different 36-bit data 
word (i+1) from the memory array. Nonetheless, bits 0-8 of 
byte 0 and bits 0-8 of byte 1 of this data word (i+1) are 
conveyed to the bottom of the memory bank, while bits 0-8 
of byte 2 and bits 0-8 of byte 3 of this data word (i+1) are 
conveyed to the top of the memory bank. 

Conversely, two full 36-bit words may be driven onto 
Seventy-two corresponding global output lines by enabling 
the read amplifiers in both of the two holes above and below 
the Selected array block for driving its global output lines 
(e.g., by driving in both holes the Selected one-of-eight 
column Select Signals CS.X., the Selected one of the left/right 
read select signals READ L or READ R, and the non 
decoded READ signal, all shown in FIG. 10, which traverse 
through each hole) 
AS in the case above, and in all cases, both holes are also 

enabled for bit line sense amplifier sense/restore. In this 
case, eighteen bits from the first Word and eighteen bits from 
the Second word are conveyed onto global output lines 
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which exit the memory bank 561 at the top, while the 
remaining eighteen bits from the first word and the remain 
ing eighteen bits from the Second Word are conveyed onto 
other global output lines which exit the memory bank 561 at 
the bottom. The row of local I/O read/write blocks within the 
hole HOLE.2.3 are connected to global output lines 593, 
595, 597 (and others as indicated). Referring again to the 
adjoining table at the top and bottom of FIG. 21, each of the 
36-bits of the second data word (i+1) is conveyed either to 
the top or bottom of the memory bank 561 by enabling the 
global output circuits within hole HOLE.2.3. In particular, as 
before, bits 0-8 of byte 0 and bits 0-8 of byte 1 are conveyed 
to the bottom of the memory bank, while bits 0-8 of byte 2 
and bits 0-8 of byte 3 are conveyed to the top of the memory 
bank. 

While the assignment of bit order within a 36-bit or 72-bit 
parallel access of the memory bank 561 is potentially 
arbitrary, the assignments shown ensure that a 36-bit Single 
word may be accessed by enabling the local I/O read/write 
blocks within only one hole to drive its global output lines, 
and still route 18 of the bits to the top of the memory array 
(where half the data output buffers are located) and route the 
remaining 18 bits to the bottom of the memory array (where 
the other half the data output buffers are located). Of the 36 
global output lines exiting the memory array at the bottom, 
the 18 bits of each word could have been assigned in two 
contiguous groups, but rather the assignment shown, where 
the corresponding bits of both word (i) and word (i+1) are 
adjacent, is preferred. AS an example, global output lines 
592 and 595 exit at the bottom as adjacent global output 
lines, and are assigned as bit 0, byte 0, of respective words 
(i) and (i+1). All 72 global output lines are assigned, as they 
exit the memory array, as adjacent pairs mapped to the same 
bit and byte of the two words (i) and (i+1). Each of the 
memory banks 561, 562, 563, and 564 are preferably 
arranged identically. 
FIG.22 is a block diagram of the memory array within the 

embodiment shown in FIG. 20 using the arrangement of 
global I/O lines as shown in FIG. 21 to reduce the worst case 
length of an internal horizontal data bus. Each memory bank 
561, 562, 563, 564 is served by a respective multiplexer 
portion 568A, 568B, 568C, 568D, each of which incorpo 
rates an 18-bitx2:1 multiplexer (excluding the redundant 
columns). The first two global output lines 592, 595 exiting 
the bottom of memory bank 561 are shown, one of which is 
conveyed onto global data bus GDB.0 by multiplexer 568A 
when memory bank 561 is enabled. Likewise, the first two 
global output lines 592, 595 exiting the bottom of respective 
memory banks 562, 563, and 564 are also shown, one of 
which is conveyed onto global data bus GDB.0 by respective 
multiplexers 568B, 568C, or 568D when the respective 
memory bank 562, 563, or 564 is enabled. 

Global data bus GDB.0 is associated with a data input/ 
output buffer DATA.0 which may be located not at the 
bottom of the device, but rather “around the corner” and up 
the left side of the device. Consequently, the length of the 
global data bus GDB.0 extends for some distance up the left 
side of the device to reach its buffer DATA.0. If each of the 
eighteen global data buses extended fully acroSS all four 
memory banks, global data bus GDB.0 would be longer than 
with this preferred organization. AS shown, the global data 
bus GDB.0 need not extend across the bottom of memory 
bank 564 more than necessary to reach the first two global 
output lines 592.595, since these two global output lines 
correspond to bit 0, byte 0 for both data words (i) and (i+1). 

Similarly, global data bus GDB.17 is associated with a 
data input/output buffer DATA.17 which is located “around 

15 

25 

35 

40 

45 

50 

55 

60 

65 

62 
the corner' and up the right Side of the device. Consequently, 
the length of the global data bus GDB.17 extends for some 
distance up the right side of the device to reach its buffer 
DATA.17. As shown, the global data bus GDB.17 need not 
extend across the bottom of memory bank 561 more than 
necessary to reach the right-most two global output lines 
610,611, since these two global output lines correspond to 
bit 8, byte 1 for both data words (i) and (i+1). 

Using this bit assignment of global I/OS, each global data 
buS only needs to extend for a length of Slightly more than 
three of the memory banks (rather than all four), plus any 
additional distance necessary to reach its associated buffer. 
Moreover, the length of the global data buses is reduced 
even if all the buffers DATA.X are located below the memory 
banks (e.g., representative global data bus GDB.8 and 
associated buffer DATA.8) and none are located around the 
corner and up the Side of the memory array. 
FIG.22B is a schematic block diagram of an embodiment 

of the data path between the global I/O lines and the external 
data output pin which incorporates differential global data 
bus lines traversing horizontally acroSS the top and bottom 
of the memory device. In the figure, one Such horizontal 
differential global data bus GDB.X., GDBB.X is shown, 
which is representative of each of the eighteen global data 
buses traversing horizontally across the bottom of the 
memory device. (An analogous structure is found at the top 
of the memory array, as well, to Serve each of the eighteen 
global data buses traversing horizontally across the top of 
the memory device.) 
Two non-redundant global I/O interfaces 1060, 1061, and 

two redundant global I/O interfaces 1062, 1063 couple 
respective global I/O lines within memory bank 561 to/from 
the global data bus GDB.X., GDBB.X. For the particular one 
of the eighteen data bits the global data bus GDB.X, 
GDBB.X corresponds to, the non-redundant global I/O 
interface 1060 couples the non-redundant global I/O line 
corresponding to a bit within the lower word (i.e., “word 0”) 
of a 72-bit double word (e.g., global I/O line 592 shown in 
FIG. 21), and the non-redundant global I/O interface 1061 
couples the non-redundant global I/O line corresponding to 
a bit within the upper word (i.e., “word 1”) of the 72-bit 
double word (e.g., global I/O line 595 shown in FIG. 21). 
Similarly, the redundant global I/O interface 1062 couples 
the redundant global I/O line corresponding to a bit within 
the lower word, and the redundant global I/O interface block 
1061 couples to the redundant global I/O line corresponding 
to a bit within the upper word. (both of which are collective 
labeled 573, shown in FIG. 20). 

Four such global I/O interfaces are included in each of the 
other three memory banks. In the adjacent memory bank, 
two non-redundant global I/O interfaces 1066, 1067, and 
two redundant global I/O interfaces 1064, 1065 couple 
respective global I/O lines within memory bank 562 to/from 
the global data bus GDB.X., GDBB.X. For the particular one 
of the eighteen data bits the global data bus GDB.X, 
GDBB.X corresponds to, the non-redundant global I/O 
interface 1066 couples the non-redundant global I/O line 
corresponding to a bit within the lower word (e.g., analogous 
to global I/O line 592 shown in FIG. 21), and the non 
redundant global I/O interface 1067 couples the non 
redundant global I/O line corresponding to a bit within the 
upper word (e.g., analogous to global I/O line 595 shown in 
FIG. 21). Similarly, the redundant global I/O interface 1064 
couples the redundant global I/O line corresponding to a bit 
within the lower word, and the redundant global I/O inter 
face block 1065 couples the redundant global I/O line 
corresponding to a bit within the upper word (both of which 
are collective labeled 574, shown in FIG. 20). 
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The global data bus GDB.X., GDBB.X extends to the 
other two memory banks, 563, 564, as indicated. Although 
not shown in FIG. 22B, within each of the memory banks 
563, 564, two non-redundant global I/O interfaces, and two 
redundant global I/O interfaces couple respective global I/O 
lines within each respective memory bank to/from the global 
data bus GDB.X., GDBB.X. A pair of P-channel “load 
resistor” transistors 1068, 1069 biases each global data bus 
near VDD when active, and pulls each of the global data bus 
lines to VDD when the global data bus is inactive. A data I/O 
interface 1080 (analogous to data input/output buffer 
DATAX in FIG. 6) couples the global data bus GDB.X, 
GDBB.X to/from the particular external data pin 1090 
(analogous to data pin PAD.X in FIG. 6) for the particular 
bit represented. 

The operation of each of these global I/O interfaces may 
be appreciated by describing the operation of the non 
redundant global I/O interface 1066, whose major internal 
components are shown, and its interaction with the data I/O 
interface 1080. When signal first develops on the global 
output lines GOUT, GOUTB in a read cycle, it is immedi 
ately buffered by amplifier 1071 (which is enabled by an 
“enable read” signal, ENR) to develop a signal on the global 
data bus lines. This allows the Signal, as it develops, to 
propagate onto the global data bus lines without requiring a 
carefully timed latch Signal. Then, after additional Signal has 
developed on the global output lines GOUT, GOUTB, and 
near the peak of its signal (and importantly, before the signal 
Starts to disappear after the read amplifiers (e.g., 372 in FIG. 
10) are turned off) a latching buffer 1072, also connected to 
the global output lines GOUT, GOUTB is strobed by a “latch 
read” signal, LR, to latch the data. The latching buffer 1072 
saves this data in the case of a burst mode read cycle. When 
the burst mode read cycle later occurs, rather than executing 
a memory array cycle to retrieve the other half of the double 
word (in this example, the lower word), the data is already 
present in the latching buffer 1072 from the previous 72-bit 
“load read” cycle, and driver 1073 is enabled by an “enable 
latched read” signal ENLR to drive the latched data onto the 
global data bus, and to the data I/O interface 1080. In a burst 
mode read cycle, the “enable latched read” signal ENLR is 
enabled at the same relative time in the cycle as the “enable 
read” signal ENR is enabled in a load read cycle. 

The differential signal developed on the global data bus 
GDB.X., GDBB.X., whether driven by the amplifier 1071 or 
by driver 1073, is approximately 100 mV, biased near VDD, 
and lasts for only 1-2 ns. It is then amplified by an amplifier 
1081 within the data I/O interface 1080, which develops a 
300-400 mV signal on its complementary output nodes 
1091 which is also biased near VDD. The description thus 
far is appropriate for both the flow-through mode of opera 
tion and the pipelined mode of operation. 

In the flow-through mode of operation, this signal is 
steered through multiplexer 1082 (selecting the “B” input) to 
a latching amplifier 1083. When strobed by a 1-2 nm "latch 
output' signal LQ, the latching amplifier 1083 amplifies the 
read data signal received from the multiplexer 1082 and 
briefly drives one of its complementary output nodes active 
(in accordance with the polarity of the data Signal, of 
course). This brief pulse on one of the two complementary 
outputs of latching amplifier 1083 drives a respective input 
of a latching output buffer 1084. This latching output buffer 
1084 latches the data and immediately drives the external 
data pin 1090 accordingly. The latching output buffer 1084 
remains latched, and continues to drive the external data pin 
1090, until the data is updated when a subsequent LQ pulse 
strobes the latching amplifier 1083 with the next data signal 
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(unless the latching buffer 1084 is disabled by a control 
signal which turns off both pull-up and pull-down drivers 
within the latching output buffer 1084, which occurs when 
a “stop” or a “load write” command follows a read in 
progress). In the flow-through mode of operation, the latch 
ing buffer 1085 and registers 1086, 1087 remain inactive. 

In the pipelined mode of operation, the differential Signal 
developed on the global data bus GDB.X., GDBB.X, 
whether driven by the amplifier 1071 or by driver 1073, is 
again approximately 100 mV, biased near VDD, and lasts for 
only 1-2 nm. It is amplified by an amplifier 1081 within the 
data I/O interface 1080, which eventually develops a 
300-400 mV signal (also biased near VDD) on its comple 
mentary output nodes 1091 (see, for example, nodes DOUT, 
DOUTB in FIG. 28). Early in the active read cycle, the 
multiplexer 1082 is configured (selecting the “B” input) to 
couple the complementary nodes 1091 to the complemen 
tary output nodes 1094 of the multiplexer 1082, so that the 
data Signal is available as Soon as possible at the latching 
amplifier 1083, even before reaching its peak. However, 
near the peak of this data Signal on complementary nodes 
1091 (and importantly, before it, too, starts to disappear) a 
latching buffer 1085 is strobed by a “latch global data bus' 
Signal, LGDB, to latch this data onto its complementary 
output nodes 1092. The latched signal on complementary 
nodes 1092 is a short pulse on either the true or complement 
node. This pulse is steered into one of two registers 1086, 
1087, whose complementary outputs are rail-to-rail Signals. 
(The high output is essentially at VDD, and the low output 
is essentially at ground.) 
ASSume for a moment that the data Signal is loaded into 

register 1086. Consequently, the data Signal from the ampli 
fier 1081 is available first at the “B” input of the multiplexer 
1082, and last for 1-2 nm. But before it goes away, the 
register 1086 latches the same data signal, which is then 
available at the “C” input of the multiplexer 1082 (as 
complementary rail-to-rail Signals, as described above). The 
multiplexer 1082 is switched from its “B” input to its “C” 
input after the “C” input data signal becomes available but 
before the “B” input data Signal goes away, So that the data 
Signal is continuously available at inputs of the latching 
amplifier 1083. By using this arrangement, the data Signal is 
made available to the latching amplifier 1083 as soon as 
possible without having to wait for the Signal to develop 
sufficiently to strobe latching buffer 1085. Yet the same data 
signal remains available at the latching amplifier 1083 even 
after the signal on the global data bus GDB.X., GDBB.X and 
the signal on the complementary output nodes 1091 has 
gone away 
The latching amplifier 1083 is strobed by a 1-2 nm "latch 

output Signal LQ to amplify the read data Signal received 
from the multiplexer 1082 and briefly drive one of its 
complementary output nodes active (in accordance with the 
polarity of the data signal, of course). AS before, this brief 
pulse on one of the two complementary outputs of latching 
amplifier 1083 drives a respective input of a latching buffer 
1084, latches the data and immediately drives the external 
data pin 1090 accordingly. ASSuming the data outputs are 
driven at a time /3 of the way into the next external clock 
period, the LQ Signal may occur very early in the next active 
cycle (for very fast external clock cycle times), or may occur 
well after the entire active cycle is complete and the memory 
device has automatically returned to an equilibrated State 
(for very slow external clock cycle times). The two registers 
1086, 1087 are provided to account for this widely varying 
arrival time (relative to the internal active cycle timing) of 
the LQ signal which strobes the latching amplifier 1083. 
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ASSume for moment the memory device is operating in 
the pipelined mode, with an external clock cycle time of 20 
ns. The data output pins are consequently driven at approxi 
mately 7 nS into the next cycle. In other words, the data 
Signal from the last read cycle, which may be Stored in 
register 1086, is strobed into the latching amplifier 1083 and 
(by way of the latching buffer 1084) driven onto the external 
data pin 1090 at a time 7 ns after the current cycle is 
initiated. If the data Signal from this current cycle arrives at 
the data I/O interface 1080 before this time, it is stored 
(before it goes away) in the second register 1087, because 
the data in register 1086 (from the last cycle) has not yet 
been conveyed to the latching amplifier 1083. At about 7 ns, 
the data signal from register 1086 is strobed by the latching 
amplifier 1083, after which the multiplexer 1082 is switched 
from its “C” input to its “D’ input so that the data signal 
conveyed through the multiplexer 1082 and to the latching 
amplifier 1083 during the following cycle is the read data 
Signal from the current cycle. 

Conversely, assume for moment the memory device is 
operating in the pipelined mode at a very fast external cycle 
time of 5 ns. The data output pins are consequently driven 
at approximately 1.7 nS. Further assume that the internal 
“access time” of the memory device results in the data Signal 
reaching the data I/O interface 1080 at about 6 ns after the 
Start of its cycle. In other words, the data Signal from the last 
read cycle reaches the amplifier 1081 only 0.7 ns before it 
needs to be strobed into the latching amplifier 1083 and 
driven (by way of the latching buffer 1084) onto the external 
data pin 1090. There is insufficient time to wait until the data 
Signal is loaded into a register before presenting it to the 
latching amplifier 1083. Consequently, the “B” input of the 
multiplexer 1082 is selected to convey the data signal 
directly from the amplifier 1081 to the multiplexer 1082. 
Then, later in the active cycle, after the same data Signal is 
also stored into one of the two registers 1086, 1087, the 
multiplexer 1082 is switched from its “B” input to either its 
“C” or “D’ input so that the same data signal is still available 
to the latching amplifier 1083. In this way, the proper data 
signal is conveyed by the multiplexer 1082 to the latching 
amplifier 1083, independently of whether the LQ signal 
which strobes the latching amplifier 1083 arrives “early” or 
“late” in the cycle. 

In the flow-through mode, the LQ Signal timing is pref 
erably made more or leSS aggressive in the fashion described 
elsewhere herein regarding the configurable t timing Signal. 
In the pipelined mode, the LQ Signal is instead driven by the 
last of two events to occur. First, the data must already be 
available. That is, the timing Signal t from the previous 
clock cycle must have already occurred. And Second, the 
appropriate time to output data (e.g., at /3 of the way into the 
present external clock cycle) has already occurred. If the 
timing Signal t from the previous cycle has not yet occurred 
at a time /3 of the way into the present cycle, the LQ signal 
must be delayed until the data Signal from the previous cycle 
is present (as a result of the arrival of timing signal t). 

For clarity, the data input path is also shown in the figure, 
although the operation details and relative timing is largely 
described elsewhere herein. Within the data I/O interface 
1080, a data input buffer 1088, if enabled by an ENABLE 
Signal, and upon the rising edge of the internal clock signal 
CLK, Strobes the external data Signal presented to the 
external data pin 1090 (comparing it with an internally 
generated VRR reference Voltage), and conveys the data 
signal to the write queue 1089 (the data portion thereof). A 
read bypass path is provided for, and selected by the “A” 
input of the multiplexer 1082, to provide data, during a read 
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cycle, which addresses the same word as an earlier write Still 
pending in the write queue which has not yet been retired by 
Writing the corresponding memory cells in the array. 

Within the global I/O interface 1066, a differential latch 
ing buffer 1074 receives the small-signal differential data 
input signal when driven by the write queue 1089 onto the 
global data bus GDB.X., GDBB.X., which is then conveyed 
to global input line pulse driver 1075 to drive the +/-100 mV 
signal onto the selected GIN, GINB lines. 

Generally, the linear amplifiers or drivers shown in FIG. 
22B may be implemented similarly to the GOUT amplifier 
within circuit block 372 (shown in FIG. 10), the various 
latching amplifiers shown in FIG.22B may be implemented 
similarly to the amplifier 193 (shown in FIG. 9), and the 
global input line pulse driver 1075 may be implemented 
similarly to driver 190 (shown in FIG. 3 and FIG. 9). 

FIG. 23 is a block diagram of a memory bank (e.g., 
memory bank 561) in accordance with another embodiment 
of the invention which arranges the global I/O lines (i.e., the 
global input lines and the global output lines) So that all nine 
bits within each byte are contiguous to each other. In the 
figure, only the global output lines are shown, one drawn 
line representing a differential pair (like in FIG. 21), and 
each global input line pair (not shown) runs Substantially 
adjacent to the corresponding global output line pair. In an 
exemplary cycle a Selected word line falls within array block 
ARRAY.1. To read the memory cells corresponding to a 
word line within the array block ARRAY.1, the bit line sense 
amplifiers in hole HOLE.0.1 located above the selected 
array block and hole HOLE.1.2 located below the selected 
array block must both be activated. A full 36-bit word may 
be driven onto thirty-six corresponding global output lines 
by enabling only one of these two holes for driving its global 
output lines. In Such a case, eighteen of the bits are conveyed 
onto global output lines which exit the memory bank 561 at 
the top, while the remaining eighteen bits are conveyed onto 
other global output lines which exit the memory bank 561 at 
the bottom. The “dots” in FIG. 23 indicate a connection 
between a local I/O read/write block (each serving, for 
example, a group of sixteen bit line Sense amplifiers) and the 
global output line passing overhead. For example, the row of 
local I/O read/write blocks within the hole HOLE.0.1 are 
connected to the first nine odd-numbered global output lines 
621 (corresponding to Byte 3, Word 1) which exit the 
memory bank at the top, the Second nine even-numbered 
global output lines 622 (corresponding to Byte 0, Word 1) 
which exit the memory bank at the bottom, the third nine 
odd-numbered global output lines 623 (corresponding to 
Byte 2, Word 1) which exit the memory bank at the top, and 
the fourth nine even-numbered global output lines 624 
(corresponding to Byte 1, Word 1) which exit the memory 
bank at the bottom. Consequently, each of the 36-bits of a 
single 36-bit data word is conveyed either to the top or 
bottom of the memory bank 561 by enabling only the global 
output circuits within a single hole HOLE.0.1. 

Conversely, two full 36-bit words may be driven onto 
Seventy-two corresponding global output lines by enabling 
both of the holes above and below the selected array block 
for driving its global output lines. (AS in the case above, both 
holes are also enabled for bit line Sense amplifier Sense/ 
restore.) In this case, eighteen bits from the first word and 
eighteen bits from the Second word are conveyed onto global 
output lines which exit the memory bank 561 at the top, 
while the remaining eighteen bits from the first word and the 
remaining eighteen bits from the Second word are conveyed 
onto other global output lines which exit the memory bank 
561 at the bottom. For example, when both holes HOLE.0.1 
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and HOLE.1.2 are enabled for read/write (e.g., driving its 
global output lines when a read cycle), the first nine odd 
numbered global output lines 621 (corresponding to Byte 3, 
Word 1) which exit the memory bank at the top are driven 
by read circuitry (e.g., a local I/O read/write block) in 
HOLE.0.1, the second nine odd-numbered global output 
lines 628 (corresponding to Byte 3, Word 0) which exit the 
memory bank at the top are driven by read circuitry in 
HOLE.1.2, the third nine odd-numbered global output lines 
623 (corresponding to Byte 2, Word 1) which exit the 
memory bank at the top are driven by read circuitry in 
HOLE.0.1, and the fourth nine odd-numbered global output 
lines 629 (corresponding to Byte 2, Word 0) which exit the 
memory bank at the top are driven by read circuitry in 
HOLE.12. 

While the assignment of bit order within a 36-bit or 72-bit 
parallel access of the memory bank 561 is potentially 
arbitrary, the arrangement shown ensures that a 36-bit word 
may be accessed by enabling the local I/O read/write blocks 
within only one hole to drive its global output lines, and Still 
route 18 of the bits to the top of the memory array (where 
half the data output buffers are located) and route the 
remaining 18 bits to the bottom of the memory array (where 
the other half the data output buffers are located). By 
arranging the nine global output lines for a single byte as a 
contiguous group, the byte write enable circuitry may be 
conveniently located with each group, particularly if routed 
Vertically from a circuit either at the top or bottom, as 
appropriate. Each of the memory banks 561, 562, 563, and 
564 of FIGS. 20 and 22 may alternatively be arranged as 
shown in FIG. 23. 

FIG. 24 is a block diagram of a portion of a memory bank 
as illustrated in FIG. 21 (and equally valid for the memory 
bank shown in FIG. 23) diagramming which array Signals 
are active or inactive for both a normal cycle addressing a 
selected word line in an arbitrary array block (only 36-bits 
driven onto global output lines), as well as for a burst read 
cycle (72-bits driven onto global output lines) or a merged 
write cycle (up to 72-bits written within the same cycle). 
Three arbitrary array blocks ARRAY.W, ARRAY.X, and 
ARRAY.Y are shown, along with corresponding holes 
HOLE.V.W. HOLE.W.X., HOLE.X.Y., and HOLE.YZ. For 
the exemplary cycle described, assume the Selected word 
line falls within array block ARRAY.X., as shown, and the 
addressed 36-bit word corresponds to global inputs and 
outputs connected to read/write circuits within hole 
HOLE.W.X. 

Since the selected word line falls within array block 
ARRAY.X, both holes HOLE.W.X and HOLE.X.Y are 
enabled for bit line Sense amplifier Sense/restore of array 
block ARRAY.X. Looking first at the signals within hole 
HOLE.W.X., the upper array select signal ASU (i.e., the 
“unselected array Select” for this exemplary cycle) is 
brought to VSS to isolate the selected sense amplifiers from 
the bit lines within array block ARRAY.W. The upper bit line 
equilibrate signal BLEQU (for the bit lines in array block 
ARRAY.W) remains at VSS to save power. The lower array 
select signal ASD (i.e., the “selected array select” for this 
exemplary cycle) is boosted above VDD to provide a lower 
impedance path between the Selected Sense amplifiers and 
the corresponding bit lines within the Selected array block 
ARRAY.X. The lower bit line equilibrate signal BLEQD is 
already at VSS which allows signal to develop on the bit 
lines within the selected array block ARRAY.X. At the end 
of the active cycle, the ASD signal is brought back to VDD 
and the BLEQD signal is pulsed. To accomplish the sense/ 
restore, the Sense amplifier equilibrate Signal SAEQ 
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LEVEL is brought to VSS to allow signal to develop on the 
internal Sense amplifier nodes, the complementary Sense 
amplifier enable Signals SE, SEB are pulsed at the appro 
priate time and duration (described in detail elsewhere 
herewith in) to restore the high and low levels on the bit 
lines, then both the Sense amplifier equilibrate Signals 
SAEO LEVEL and SAEO PULSE, and the BLEOD 
signal, are brought to VDD. Lastly the SAEQ PULSE and 
BLEQD signals are then brought back low to VSS. In the 
FIG. 24, each of these signals is indicated as being 
“ACTIVE. 

Since the hole HOLE.W.X is also enabled for read/write, 
the various column circuits and read/write circuits are also 
enabled to drive its corresponding global output lines or to 
receive data Signals from its corresponding global input lines 
(for those which are enabled for byte write). The column 
Select Signals CS.X are enabled, and the Selected one-of 
eight is driven high. For a read cycle, the Selected one of 
either the READ L or READ R signal is driven high (and 
any non-decoded READ signal). Conversely, for a write 
cycle the selected one of either the WRITE L or 
WRITE R signal is driven high (and any non-decoded 
WRITE signal which may be employed). The four byte write 
signals BYTEW are each previously driven to VDD to 
enable write to its corresponding byte, or driven to VSS to 
disable write to its corresponding byte. Since most cycles 
typically write all four bytes, the four byte write signals 
usually remain at VDD. However, just after a write cycle, 
the four byte write signals for the next write cycle (even if 
many read cycles are performed before the next write cycle) 
are driven as appropriate within the particular hole which 
will be Selected during the next write cycle, the next address 
and data to be written already presented to the memory 
device and Stored within the write queue. 

Looking next at the signals within hole HOLE.X.Y 
(which is also enabled for bit line sense amplifier sense/ 
restore of array block ARRAY,X), the lower array select 
signal ASD (i.e., the “unselected array select” for this 
exemplary cycle) is brought to VSS to isolate the selected 
sense amplifiers from the bit lines within array block 
ARRAY.Y. The lower bit line equilibrate signal BLEQD 
remains at VSS to Save power. The upper array Select Signal 
ASU (i.e., the “selected array select” for this exemplary 
cycle) is boosted above VDD to provide a lower impedance 
path between the Selected Sense amplifiers and the corre 
sponding bit lines within the selected array block ARRAY.X. 
The upper bit line equilibrate signal BLEQU is already at 
VSS which allows signal to develop on the bit lines within 
the selected array block ARRAY.X. At the end of the active 
cycle, the ASD signal is brought back to VDD and the 
BLEQU signal is pulsed. To accomplish the Sense/restore, 
the sense amplifier equilibrate signal SAEQ LEVEL, the 
complementary Sense amplifier enable signals SE, SEB, and 
the pulsed sense amplifier equilibrate signal SAEQ PULSE 
are each active, and behave as described above. 

In a normal 36-bit internal cycle, the hole HOLE.X.Y 
(unselected in this exemplary cycle) is not enabled for 
read/write. In Such a cycle, the various column circuits and 
read/write circuits are not enabled to drive its corresponding 
global output lines or to receive data Signals from its 
corresponding global input lines (for those which are 
enabled for byte write). In particular, the column Select 
signals CSX, the READ L and READ R signals (and any 
non-decoded READ signal which may be employed), the 
WRITE L and WRITE R signals (and any non-decoded 
WRITE signal which may be employed) are all inactive and 
remain at VSS. At the end of a write cycle the four byte write 
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signals BYTEW.X within the hole(s) which will be write 
enabled (i.e., selected) during the next internal write opera 
tion are driven to reflect which of those bytes are to be 
written. If all four bytes were enabled on all write cycles, 
then all four byte write Signals in all holes would remain at 
VDD throughout all cycles. 

Alternatively, in a burst read cycle 72-bits are driven onto 
respective global output lines, and in a merged write cycle 
up to 72-bits are written with respective data Signals on 
respective global input lines. In Such a cycle requiring a 
Simultaneous 72-bit internal access to the memory array, the 
various column circuits and read/write circuits within the 
hole HOLE.X.Y are also enabled for read/write. AS is the 
case for hole HOLE.W.X., the column select signals CSX 
are enabled (the Selected one-of-eight driven high), the 
selected one of either the READ L or READ R signal (as 
well as any non-decoded read signal) is driven high (for a 
read cycle), and the selected one of either the WRITE L or 
WRITE R signal (as well as any non-decoded write signal) 
is driven high (for a write cycle). The four byte write signals 
BYTEW.X each were driven at the end of the most recent 
write cycle (for non-merged write cycles) by the write queue 
to VDD or VSS to accordingly enable or disable the corre 
sponding byte for the next (i.e., this) write cycle, as 
described above. Since the byte write Signals for a single 
36-bit word are driven at the end of a given write cycle, and 
Since writing a single 36-bit word requires enabling only one 
hole, the four byte write Signals within a Single hole are 
driven at the end of a given write cycle. Two Successive 
write cycles are required to drive the eight total byte write 
Signals within the two Selected holes prior to a merged write. 
Then, at the end of the merged write cycle the four byte write 
signals BYTEW.X within the hole which will be write 
enabled (i.e., selected) during the next internal write opera 
tion are driven to reflect which of those bytes are to be 
written. If all four bytes are to be enabled during the next 
write operation, and were all enabled to be written during the 
last write operation when this hole was Selected, then all four 
byte write signals. BYTEW.X remain at VDD. All other byte 
write Signals within other holes remain unchanged, as 
already described. 
Up to this point, the two holes adjacent to the Selected 

array block have been described. All other holes 
(represented here by holes HOLE.V.W and HOLE.Y.Z) are 
non-Selected and thus inactive, meaning neither enabled for 
bit line Sense/restore nor for read/write. Consequently, both 
the upper and lower array Select Signals ASU and ASD 
remain at VDD to continue coupling the Sense amplifiers to 
the adjoining bit lines. The upper and lower bit line equili 
brate signals BLEQU and BLEQD also remain at VSS to 
Save power. The Sense amplifier equilibrate Signal SAEQ 
LEVEL remains at VDD to continue equilibrating the inter 
nal Sense amplifier nodes and the bit lines coupled thereto, 
the complementary Sense amplifier enable Signals SE, SEB 
remain at their respective inactive levels of VSS and VDD, 
and the pulsed Sense amplifier equilibrate Signals SAEQ 
PULSE remains at VSS (without pulsing). In the FIG. 24, 
each of these signals So described is indicated as being 
“INACTIVE.” The column select signals CS.X., the 
READ L and READ R signals (and any non-decoded 
READ signal which may be employed), the WRITE L and 
WRITE R signals (and any non-decoded WRITE signal 
which may be employed) are also all inactive and remain at 
VSS. The four byte write signals. BYTEW within this hole 
behave as described above, which is indicated as “QUIES 
CENT.” That is, the four byte write signals within the hole 
to be Selected for the next write operation are driven to 
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enable (VDD) or disable (VSS) these bytes as required. The 
four byte write Signals in the presently Selected hole remain 
unchanged at the end of the present write operation (unless 
the same hole is also Selected for the next write operation 
with different bytes enabled). The four byte write signals in 
all other holes remain unchanged. 

FIG. 25 through FIG. 31 are waveform diagrams illus 
trating the major array and Sense amplifier Signals described 
above, based upon circuit Simulations. For ease of 
description, general terminology introduced thus far for a 
Selected array block affords adequate reference to specific 
Signals and description without requiring Specific reference 
to a specific one of the array blocks. It should be readily 
understood that the descriptions which follow are appropri 
ate for any of the array blocks when selected. Each of the 
figures depicts a read or write cycle initiated by a positive 
transition of the external clock (not shown) at t=19 ns. 
Earlier cycles establish realistic Voltages on the various 
nodes at the Start of this cycle shown. 

Referring now to FIG. 25, the waveforms are shown for 
a read cycle, Sensing and restoring a high from the Selected 
memory cell while operating at a VDD of 2.9 volts. Before 
the start of the cycle shown, the bit lines (not shown) and 
internal Sense amplifier nodes SA, SAB are equilibrated 
together at a voltage of about 1.2 volts (i.e., the “bit line 
equilibration Voltage'). The upper and lower array Select 
Signals for the bit line Sense amplifiers within a given hole 
are both inactive at VDD (one of which will be decoded 
during the cycle shown as the "Selected' array Select Signal 
and the other decoded as the “unselected' array Select 
Signal). The memory cell to be accessed is shown with a 
Stored high level of approximately 2.2 volts. 
At t=19 ns, a rising edge of the external clock (not shown) 

initiates the active cycle shown. At about t=21.5 ns, the 
unselected array Select Signal is quickly brought to VSS to 
decouple the Selected Sense amplifier from the bit lines in the 
adjoining non-Selected array block, while the Selected array 
select signal is boosted moderately quickly to the VPP 
voltage (which is internally generated and regulated to a 
value of about 4.0 volts above VSS) to better couple the 
Selected Sense amplifier to the bit lines in the adjoining 
Selected array block (by lowering the impedance of the array 
Select transistors coupling the bit lines to the internal nodes 
of the bit line Sense amplifiers. The Sense amplifier equili 
brate signal SAEQ LEVEL (not shown) is also quickly 
brought to VSS at substantially the same time (i.e., with the 
“falling unselected array Select signal) to turn off the lateral 
equilibration transistor in the Sense amplifier. Shortly 
thereafter, the selected word line is very quickly driven from 
VSS to VPP and the decoded column select signal (e.g., 
CSX in FIG. 10) is very quickly driven from VSS to VDD. 
It is important for the Sense amplifier equilibrate Signal 
SAEQ LEVEL and the unselected array Select Signal to go 
low (actually, to go below the bit line equilibration voltage 
plus a threshold Voltage) before the word line is high enough 
(a threshold voltage above VSS) to impart any signal from 
the selected memory cell onto the bit lines and the internal 
Sense amplifier nodes. 

Shortly after the high-going Selected word line Voltage 
exceeds the bit line equilibrate Voltage plus a threshold (i.e., 
at about t=22 ns), the memory cell access transistor begins 
to turn on (the Selected memory cell storing a high voltage 
for this cycle), and charge from the memory cell capacitor is 
shared with the corresponding bit line and Subsequently with 
the internal sense amplifier node SA. From about t=22ns to 
t=23 ns, the Voltage on the memory cell is decreasing while 
the Voltage on the bit line (not shown) and the internal sense 
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amplifier node SA is increasing. At around t=23 ns, about 
80% of the available signal from the memory cell has 
developed on the sense amplifier node SA, and the bit line 
Sense amplifier is Strobed by a simultaneous high-going 
pulse on the Sense enable signal SE and low-going pulse on 
the complementary Sense enable Signal SEB. The Simulta 
neous start time of these two pulses (which is determined by 
an internally generated timing Signal) occurs at a time 
interval “t” after the selected word line is driven high, 
which is described in greater detail herein. 
When the bit line sense amplifier is latched (at about t=23 

ins), the high-going Sense enable signal SE causes each of the 
selected bit line sense amplifiers to drive the lower of its two 
internal nodes (for this exemplary cycle, internal node SAB) 
downward toward VSS for as long the sense enable signal 
SE is applied (e.g., pulsed) to the Selected Sense amplifiers. 
The fairly low capacitance of the internal Sense amplifier 
node SAB is then brought to VSS very quickly by one of the 
NMOS transistors in the bit line sense amplifier. The NMOS 
array Select transistor (gated by the Selected array Select 
signal at VPP of about 4.0 volts) then drives the low-going 
bit line (not shown) toward the corresponding low-going 
internal bit line sense amplifier node SAB. Since the array 
select transistor is an NMOS transistor with a high gate bias 
above threshold, it has very low resistance and is able to 
discharge the low-going bit line relatively quickly compared 
to a high-going bit line (and memory cell node). The Sense 
enable signal SE is pulsed for a controlled time which is 
independent of the complementary Sense enable signal SEB 
pulse time. Both pulses start Simultaneously, but each is 
terminated under independent control, as is additionally 
described elsewhere herein. AS Seen in the figure, at about 
t=24 ns the sense enable signal SE returns quickly to VSS at 
a time, for example, determined by Several inverter delayS 
after the end of the SEB pulse. Alternatively, the sense 
enable Signal SE may remain high until the end of the active 
cycle, and then may be brought low at about the same time 
as the Selected word line is brought low (see, for example, 
alternative signal SE' in FIG. 25). 
The complementary Sense enable Signal SEB causes each 

of the selected bit line sense amplifiers to drive the higher of 
its two internal nodes upward toward VDD for as long the 
complementary Sense enable Signal SEB for the Selected 
Sense amplifiers is driven low. The array Select transistor 
(gated by the selected array select signal now at VPP) then 
drives the high-going bit line toward the corresponding 
high-going internal bit line Sense amplifier node, and the 
memory cell access transistor (gated by the Selected word 
line at VPP) then drives the internal memory cell node 
toward the high-going bit line. If the complementary Sense 
enable signal SEB were applied for a Sufficiently long time, 
then all three of these nodes would eventually charge in 
series to substantially reach VDD, but this takes consider 
able time to asymptotically reach the final Voltage. In 
contrast, as the waveforms show, the complementary Sense 
enable signal SEB is pulsed only for a much shorter time 
(terminated by an internally generated timing Signal ST2 at 
about 24 ns), which leaves the internal Sense amplifier node 
SA charged to a voltage well below VDD, even though it 
was being charged toward VDD when the SEB pulse was 
active. Moreover, because of the delays through the array 
Select transistor, the bit line (not shown) is charged to an 
even lower Voltage than the internal Sense amplifier node. 
Even more Striking, because of the resistance of the bit line 
and the memory cell access transistor, the memory cell 
voltage has hardly been restored at all when the SEB pulse 
terminates. For example, at about t=23.6 ns the Sense enable 
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signal SEB returns quickly to VDD, and the voltage on 
internal node SA Stops rising with the memory cell node Still 
at only about 1.5 volts. 
For the next approximately 2 ns (from about t=23.6 to 

t=25.4 ns), charge continues to be shared between the high 
Voltage on the high-going internal Sense amplifier node, the 
intermediate Voltages along the resistive bit line, and the low 
Voltage on the memory cell node because the Selected array 
select signal and the selected word line both remain at VPP, 
and thus the array Select transistor and the memory cell 
access transistor are relatively well turned on. Since the 
internal Sense amplifier node and “near end of the resistive 
bit line were charged higher than the desired final restored 
high level of approximately 2.2 volts, they are discharged to 
a lower Voltage by the charge Sharing, while the far end of 
the resistive bit lines and the memory cell node are charged 
to a higher Voltage by the charge sharing. The final Voltage 
is reached more quickly than if the Sense amplifier were 
fixed at the final voltage. In other words, once the distributed 
capacitance of the Sense amplifier node, the resistive bit line, 
and the internal memory cell is decoupled from the charging 
current toward VDD (i.e., when the complementary sense 
enable signal SEB terminates and the PMOS sense amplifier 
transistor to VDD turns off), the “self-equilibrating time for 
these distributed nodes to reach approximately the same 
Voltage is Substantially faster than if the memory cell and far 
end of the resistive bit line must rise to a fixed voltage (Such 
as VDD) of the sense amplifier node and near end of the 
resistive bit line. When sufficient charge has been shared 
between the high-going internal Sense amplifier node, the 
high-going bit line, and the Selected memory cell to generate 
a predetermined restored high level on the Selected memory 
cell of about 2.2 volts, this restored high level is carefully 
isolated in the Selected memory cell by bringing the Selected 
word line back to VSS (followed, of course, by various 
equilibrating and precharging to prepare for the next active 
cycle), as is described in greater detail below. 
The Speed of this arrangement for restoring a predeter 

mined high level onto the high-going bit line and into the 
Selected memory cell derives from Several Separable factors. 
First, when enabled the PMOS transistors within the sense 
amplifier are driven toward VDD but stopped short before 
the internal sense amplifier nodes fully reach the VDD level. 
This avoids a long exponential “tail” otherwise required to 
fully reach VDD. Second, the over-shoot of the sense 
amplifier node Voltage, along with the Self-equilibration of 
the distributed capacitance of the Sense amplifier node, the 
high-going bit line, and the memory cell achieves a faster 
Settling time on the Selected memory cell (assuming a worst 
case Selected memory cell placement at the far end of the 
resistive bit line) to the desired high restore level. Third, the 
reduced Voltage level of a Stored high is transferred by the 
array select and memory cell access transistors (both NMOS 
transistors with a fixed VPP-level gate voltage) with a lower 
time constant than if a higher Voltage were transferred. 
AS is apparent from FIG. 25, the column Select Signal is 

driven to VDD substantially at the same time as the selected 
word line which, of note, is well ahead of Signal developing 
on the internal Sense amplifier nodes SA, SAB, and is 
brought back to VSS at about t=24.4 ns. The significance of 
this timing will be described later in relation to FIG. 27. 

Referring again to FIG. 25, an internal timing circuit 
generates a timing Signal at the end of the timing interval 
“t” when sufficient charge has been shared between the 
high-going internal Sense amplifier node, the high-going bit 
line, and the Selected memory cell to generate a predeter 
mined restored high level on the selected memory cell. The 
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active cycle is then brought to a close by first bringing the 
Selected word line back to VSS, which occurs here at about 
t=25.4 ns. Immediately thereafter (at about t=25.6 ns), the 
pulsed equilibrate signals (e.g., SAEQ PULSE, BLEQU, 
BLEQD, labeled as “PULSEDEQ') and the “level” equili 
brate signals (e.g., SAEQ LEVEL, not shown in FIG. 25) 
are driven almost simultaneously to VDD, which equili 
brates the bit lines (at both ends) and the sense amplifiers to 
the bit line equilibrate Voltage of, for this example, about 1.2 
Volts. The array Select Signals arc Simultaneously returned to 
their inactive (VDD) level. The pulsed equilibrate signals 
are timed to automatically terminate when the equilibration 
accomplished by the pulsed Signals is Substantially com 
plete. The non-pulsed equilibrate signals (the “level” 
Signals) stay active until the next cycle (using this hole) is 
initiated. 

The waveforms of FIG. 25 correspond to a particularly 
“fast” environmental corner (i.e., high VDD, cold 
temperature) and a typical process having typical NMOS 
and PMOS transistors. Under these conditions, there is a 
very short complementary Sense enable Signal SEB, but 
more importantly, there is a very fast rise time of the internal 
Sense amplifier node SA which results in Significant over 
shoot of the high voltage level briefly achieved on the 
internal Sense amplifier node SA before Self-equilibrating 
with the distributed capacitance of the resistive bit line. In 
FIG. 26, the same cycle is shown at a “slow” environmental 
corner (i.e., low VDD, hot) with the same typical transistors. 
While all the waveforms behave generally as before (and 
therefore merit little comment), Some of the interesting (in 
Some cases, Subtle) differences will be pointed out. 
A comment about performance is well taken at this point. 

AS has been described earlier, the various pulsed equilibrate 
signals (represented in the figure as “PULSED EQ") are 
driven active at the end of a cycle for a predetermined time, 
and automatically are brought back inactive without waiting 
for the next cycle to start, whereas the “level” (or non 
pulsed) versions of the equilibrate Signals remain active until 
the Start of the next cycle and are then brought inactive early 
in the cycle. For a particular device operating at near its 
minimum cycle time, the level equilibrate Signals may be 
brought inactive about the same time as the pulsed equili 
brate Signals go inactive under automatic control from the 
last cycle. Said differently, the “back sides” of both the 
"level equilibrate Signals and the “pulsed equilibrate Sig 
nals Substantially "line up” when a given device operates at 
its minimum cycle time. Looking again at FIG. 25, the 
unselected array Select Signal is brought to VSS at the Start 
of the active cycle, which is Substantially the same time as 
the level equilibrate signal is also brought to VSS. Using the 
point when a signal crosses 1.4 volts as a reasonable method 
to measure time (being approximately one-half of the VDD 
voltage), the level equilibrate signal therefore falls at a time 
labeled 680. At the end of the cycle shown, the pulsed 
equilibrate signal falls at a time labeled 681, at which time 
the bit line equilibration and bit line Sense amplifier equili 
bration are complete. The falling edge of the level equili 
brate Signal in a Subsequent cycle could therefore line up 
with the falling edge of the pulsed equilibrate Signal shown 
at point 681 for the current cycle. Measuring the horizontal 
distance between points 680 and 681 on the horizontal axis 
Suggests a minimum cycle time of 4.7 nS for the typical 
proceSS embodiment shown operating at a fast environmen 
tal corner. 

In FIG. 26, the VDD level is only 2.3 volts, but the VPP 
level remains at approximately 4.0 volts because of its 
internal regulation with respect to VSS, not VDD. This high, 
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but regulated, VPP Voltage helps ensure relatively low 
resistance of the "Selected' array Select transistors and 
memory cell access transistors, without needlessly Sacrific 
ing reliability. The Signal available from the memory cell is 
unfortunately less than before (due to the lower VDD). 
Consequently, the “t timing interval is lengthened to allow 
more of the Signal to be developed on the Sense amplifier 
nodes before Sensing (i.e., the Voltage of the memory cell is 
more completely discharged into the bit line/sense amplifier 
capacitance before Strobing the bit line Sense amplifiers). 
The “t timing interval is also Substantially lengthened to 
generate a longer pulse on the complementary Sense enable 
Signal SEB, which is necessary because the Sense amplifier 
pull-up is much slower (asymptotically approaching a much 
lower VDD level relative to the desired stored high voltage 
level, and at high temperature) and a predetermined amount 
of electronic charge (a “bucket of Q') must be conducted 
into the Sense amplifier/bit line nodes to generate the proper 
high restore level. A consequence of this slower timing and 
slower transistorS is the lack of Significant overshoot on the 
high-going internal Sense amplifier node with respect to the 
bit line. That is, with the bit line sense amplifier node rising 
more slowly and being at a lower Voltage where the array 
Select transistor is more conductive, the Sense amplifier 
internal node Voltage never exceeds the bit line Voltage very 
much. Therefore, less time is needed after the PMOS sensing 
terminates before the selected word line can be turned off. 
That is, the “t timing interval is decreased. 

FIG. 27 is a waveform diagram illustrating the major read 
path data Signals (for a non-burst cycle) for an exemplary 
low Voltage, high temperature read cycle, Such as the cycle 
shown in FIG. 26. The internal sense amplifier nodes SA, 
SAB are shown on both figures to provide a common 
reference. AS has been described much earlier above, a 
Selected read amplifier (e.g., read amplifier 371 shown in 
FIG. 10) is enabled by a column select signal (and/or other 
Similar signals depending on the particular embodiment) to 
amplify the Signal developing on the internal Sense amplifier 
nodes and generate a level-shifted output Signal on a pair of 
local output lines LOUT, LOUTB, which are shared 
between a group of eight Sense amplifiers in a hole Selected 
for read/write (e.g., HOLE.W.X in FIG. 24). The amplified 
differential signal between LOUT, LOUTB is shown devel 
oping shortly after the SA, SAB Signal begins to develop. 
The large increase of the differential LOUT, LOUTB signal, 
which occurs at approximately t=24 ns, is a result of the bit 
line Sense amplifier latching, and a Substantially increased 
input signal being amplified by the first stage local output 
amplifier. A multiplexer (within the local output sense 
amplifier block of, for example, FIG. 10) selects between a 
left pair and right pair of local output lines, and a Second 
Stage amplifier then drives an associated pair of global 
output lines GOUT, GOUTB, which extend vertically the 
full height of the memory bank, and provide the associated 
bit of data out either the top or bottom of the memory bank. 
The global output signals GOUT, GOUTB in FIG.27 are the 
delayed signals at the far end of the global output lines 
(which have distributed resistance and capacitance). At the 
top and bottom of the memory bank, for example, the data 
path continues with a differential linear amplifier which is 
enabled to amplify and drive the data Signal from a Selected 
pair of global output lines in a Selected memory bank onto 
one end of a horizontally-arranged pair of bi-directional, 
differential global data bus lines GDB, GDBB (waveforms 
not shown), which route the read data Signal to the physical 
output buffers (located, for this simulation, at the opposite 
end of the global data bus lines) whose first stage includes 
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another differential linear amplifier which generates a pair of 
output nodes DOUT, DOUTB. The differential voltage 
between DOUT and DOUTB is strobed by a latching stage 
within the output buffer (e.g., latching amplifier 1083 in 
FIG.22B) which is the first stage in the data path which is 
powered by the “noisy” output buffer power supply 
terminals, rather than the more “quiet” internal power Sup 
ply terminals which power the memory array and most other 
internal Supporting circuits. This latching buffer generates a 
full rail-to-rail signal, which is then buffered by additional 
stages within the output buffer and ultimately driven off 
chip. The latching buffer receives the input differential 
voltage on a pair of matched NMOS transistors. This dif 
ferential voltage, near VDD, provides the differential current 
through these two NMOS transistors necessary to steer the 
latching Stage, even in the presence of about +/- 1.5 volts of 
noise on either or both of the “noisy” power Supplies with 
respect to the Voltages on the “quiet Supplies. 
AS can be seen from FIG. 27, there is about 60 mV of 

signal between DOUT and DOUTB, which is the signal at 
“the front porch” of the latching output buffer, when the bit 
line Sense amplifiers begin to be latched (at around t=23.7), 
and the magnitude of the Signal grows Substantially over the 
next 2.0 ns to a peak signal of about 400 mV (at t=25.5 ns). 
This latching output buffer Stage is latched at “t time 
(starting, perhaps, at a time between t=23.6 ns and t=25 ns), 
which is adjustable electrically in a test mode and perma 
nently with laser fuses based on the results of an electrical 
test at wafer probe. AS more imbalance or offset exists in a 
particular data path, more signal is needed, before Strobing 
a latch, to overcome the cumulative imbalances. One indi 
vidual memory device may have a worst case imbalance 
much Smaller than another individual memory device, and 
thus may function with Smaller signal when latched. During 
final testing after assembly, the “t time may be temporarily 
increased or decreased from tS permanently programmed 
value. Individual devices may be configured with as fast an 
access time as possible, while Still providing adequate Signal 
margins in the output buffer latch. The t timing for each 
device is preferably adjusted to be slightly later than the 
earliest t timing for which the device Still functions 
properly, to ensure adequate margins when operating nor 
mally. A memory device can be final tested with the t timing 
advanced relative to its permanently programmed value Set 
by the laser fuses, to ensure margin at its less aggressive t 
timing in normal operation. 
FIG.28 shows the same waveforms (except SA, SAB) but 

at a larger vertical Scale to more readily perceive certain 
Small amplitude Signals, and also shows the differential 
signal between GDB and GDBB, labeled as 692, which was 
not shown in FIG. 27. For additional clarity, the differential 
signal between LOUT and LOUTB (labeled as 690), the 
differential signal between GOUT and GOUTB (labeled as 
691), and the differential signal between DOUT and 
DOUTB (labeled as 693) are also indicated. 

FIG. 29 is a waveform diagram illustrating the major 
array and Sense amplifier Signals when reading a low from 
the selected memory cell while operating at a VDD of 2.3 
Volts. It shows, of course, very similar waveforms to those 
shown in FIG. 26, except for the selected memory cell 
levels. In FIG. 29, as one would expect when reading a low, 
the Selected memory cell pulls the associated Sense amplifier 
node downward (before sensing) as charge is shared 
between the cell capacitor and the bit line/sense amplifier 
capacitance. Then, after Sensing, the Sense amplifier pulls 
the selected memory cell downward to relatively easily 
restore a low level of “substantially” VSS within the 
memory cell before the selected word line falls. 
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The next two figures highlight timing details of a memory 

cell and related circuitry during an internal write operation. 
FIG. 30 is a waveform diagram illustrating the major array 
and Sense amplifier Signals when writing a high into the 
Selected memory cell (having a previously stored low) while 
operating at a VDD of 2.3 volts (i.e., a slow corner). In the 
embodiment whose waveforms are shown, the data for a 
write operation has already been driven onto the global input 
lines GIN, GINB in the form of a +/-100 mV signal by the 
write queue, all before the internal write operation begins. 
Then, during the actual cycle which carries out (or retires) 
the write operation, each pair of global input lines (either all 
or a portion thereof corresponding to the particular data bits 
to be written) is coupled to a selected bit line Sense amplifier 
(e.g., by the circuitry of FIG. 11) when the column select 
Signal is driven high, which occurs well before Sensing. The 
large capacitance of the (long) global input lines provides a 
ready Source of electronic charge to drive the Voltage of the 
Sense amplifier nodes (as well as the bit lines connected 
thereto) to Substantially the same Voltage as the global input 
lines, irrespective of the initial Voltage level of the Selected 
memory cell which is also imparting charge onto one of the 
bit lines and one side of the bit line sense amplifier. Thus, the 
high capacitance of the global input lines "Swallows' most 
of the Signal otherwise imparted by the Selected memory 
cell, while the initial differential Voltage on the global input 
lines establishes the desired differential write data Signal 
onto the Selected Sense amplifier nodes. The bit line Sense 
amplifier then latches according to the write data Signal 
coupled from the global input lines rather than latching 
according to the previously stored data within the Selected 
memory cell. 

This action is clearly seen in FIG. 30. From about t=22.1 
nS through t=23.6 ns, the Selected memory cell is rising in 
Voltage as its charge is shared with, for this exemplary cycle, 
the true side of the bit line sense amplifier, internal node SA. 
But instead of decreasing in voltage as was seen in FIG. 29 
when reading a low, here the Voltage of internal node SA is 
increasing due to the coupling of the true global input line 
GIN (waveform not shown) to the internal sense amplifier 
node SA. Moreover, on the non-selected-cell side of the bit 
line sense amplifier (the side coupled to the bit line which is 
not connected to the Selected memory cell), the Voltage of 
the complementary internal node SAB is driven downward, 
rather than Staying relatively unchanged as in the read cases 
above. The roughly 200 mV initial differential voltage which 
had been developed between GIN and GINB prior to the 
beginning of the active cycle results in approximately a 175 
mV signal between internal node SA and SAB just prior to 
Sensing, even though the Selected memory cell is trying to 
develop a nominal 100 mV. Signal of opposite polarity on the 
internal nodes SA, SAB. 

There is one major timing difference between read and 
write operations which is apparent from FIG. 30. In a write 
operation, the column Select signal couples the low 
capacitance Sense amplifier nodes SA, SAB to the large 
capacitance global input lines GIN, GINB, as described 
above, prior to Sensing. However, the bit line Sense ampli 
fiers should be free to latch, and drive one low capacitance 
internal node toward VDD and the other low capacitance 
internal node to VSS, without dragging the very large 
capacitance of the global input lines with it. Since the 
complementary Sense enable Signal SEB is a pulse timed to 
deliver a relatively predetermined amount of “O'” into the 
high-going Sense amplifier nodes and bit lines, any undes 
ired charging of any global input lines would rob Some of 
this “packet' of charge and lower the high level restored 
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onto the high bit line and thus into the Selected memory cell. 
Consequently, in a write operation, the column Select signal 
is brought back to VSS (shown at about t=23.5 ns) just prior 
to the Simultaneous arrival of the true and complement Sense 
enable signals SE, SEB. Then, the “restoration' of this 
just-latched high level into the Selected memory cell pro 
ceeds identically as in a read operation. Note that in a read 
cycle, the continued assertion of the column Select Signal 
after the Simultaneous arrival of the true and complement 
Sense enable Signals SE, SEB provides continual develop 
ment of the differential Signal in the read path, but does not 
influence the bit line Sensing operation, as is apparent from 
the read path 371 of FIG. 10. 

FIG. 31 illustrates a write operation at the same process 
corner when writing a low into a Selected memory cell 
having a previously Stored high. Of note, the Selected 
memory cell, which was previously written to a high level 
of about 1.75 volts, is discharged into the true bit line and 
true Side of the Sense amplifier, and yet the Voltage of the 
internal node SA is driven downward (and the voltage of the 
complementary internal node SAB is driven upward) by the 
coupling of the global input line pair to the Sense amplifier. 
After latching, the Sense amplifier restores a low level of 
approximately 50 mV into the selected memory cell, even 
though this cycle must fully discharge the Selected memory 
cell capacitor from a Stored high to a Stored low. 
AS Stated above, for a particular device operating at near 

its minimum cycle time, the level equilibrate Signals may be 
brought inactive about the same time as the pulsed equili 
brate Signals go inactive under automatic control from the 
last cycle. Said differently, the “back sides” of both the 
"level equilibrate Signals and the “pulsed equilibrate Sig 
nals Substantially "line up” when a given device operates at 
its minimum cycle time. Looking again at FIG. 31, the 
unselected array Select Signal is brought to VSS at the Start 
of the active cycle, which is Substantially the same time as 
the level equilibrate signal is also brought to VSS. Using the 
point when a signal crosses 1.2 volts as a reasonable method 
to measure time (being approximately onc-half of the VDD 
voltage), the level equilibrate signal therefore falls at a time 
labeled 720. At the end of the cycle shown, the pulsed 
equilibrate signal falls at a time labeled 721, at which time 
the bit line equilibration and bit line Sense amplifier equili 
bration are complete. The falling edge of the level equili 
brate Signal in a Subsequent cycle could therefore line up 
with the falling edge of the pulsed equilibrate Signal shown 
at point 721 for the current cycle. Measuring the horizontal 
distance between points 720 and 721 on the horizontal axis 
Suggests a minimum cycle time of 5.3 nS for the typical 
proceSS embodiment shown operating at a slow environ 
mental corner. 

Because the preferred embodiment uses only 128 word 
lines per complementary bit line pair (64 memory cells 
connected to the true bit line BL, and 64 memory cells 
connected to the complement bit line BLB), and further 
because the preferred embodiment uses a first stage read 
amplifier connected directly to the internal nodes of each bit 
line Sense amplifier, there is significantly less total capaci 
tance on the combined bit line/internal node than in a 
traditional design which uses 256 word lines per comple 
mentary bit line pair. Even though the written high level is 
only approximately 2.0 volts, there nonetheless is more 
Signal available at the Sense amplifier when Sense enable 
occurs than for a traditional DRAM design using 256 word 
lines per bit line pair and a full VDD written/restored high 
level, even though not all of the available Signal is used. For 
example, with aggressive timing, only 64% of the otherwise 
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available signal (for extremely relaxed latch timing) may be 
actually achieved (e.g., 80% transferred to the bit line sense 
amplifier before sensing, and 80% transferred back into the 
selected memory cell before the end of restore), but this is 
Still more Signal than for a traditional DRAM design using 
256 word lines per bit line pair and a full VDD written/ 
restored high level. Moreover, with shorter bit lines, espe 
cially when equilibrated from both ends, a much faster 
equilibration time may be achieved. 

FIG. 32 is a Schematic diagram illustrating the preferred 
use of dual input buffers for each address and control input 
for the memory array embodiment shown in FIG. 20, with 
one input buffer preferably located within the left spline, and 
the other input buffer located within the right spline. FIG.32 
further illustrates a timing compensation network for the 
internal clock signal which Strobes the buffers, So that Setup 
and hold times for both left and right buffers are closely 
matched. An input pad 731 for an address or control input is 
shown located on the left side of the chip layout. An 
externally appliedSignal coupled to the pad 731 is conveyed 
via a horizontally-arranged interconnect wire 732 to a first 
input buffer 735 located in the left spline 565 and to a second 
input buffer 738 located in the right spline 566. The hori 
Zontal interconnect wire 732 is routed across the left-most 
memory bank 561 (not shown) and across both central 
memory banks 562, 563 (not shown) through an otherwise 
unused wiring channel in one of the holes between array 
blocks (see, for example, FIG. 20). A first R-C compensation 
circuit 734 is provided between the interconnect wire 732 
and the corresponding "upstream” latching input buffer 735. 
This compensation circuit 734 delays the input signal from 
reaching the upstream buffer 735, and is sized to substan 
tially match the additional delay of the input signal in 
reaching the “downstream” buffer 738 which arises because 
of the parasitic resistance 736 and capacitance of the inter 
connect wire 732 traversing the width of two additional 
entire memory banks. If the arrival of the Signal reaching the 
upstream buffer 735 is delayed until the same signal reaches 
the downstream buffer 738, then both buffers 735, 738 may 
be clocked (i.e., Strobed) at the same time, and the apparent 
Setup and hold time window required by the combined use 
of two input buffers for the same input may be substantially 
identical to that otherwise required if only one such buffer 
were used. 
A second input pad 741 is also shown for a different 

address or control input located on the right Side of the chip 
layout. An externally applied signal coupled to the pad 741 
is conveyed via a horizontally-arranged interconnect wire 
742 to an upstream input buffer 745 located in the right 
spline 566 and to a downstream input buffer 748 located in 
the left spline 565. The horizontal interconnect wire 742 is 
routed across the right-most memory bank 564 (not shown) 
and across both central memory banks 563,562 (not shown) 
through another otherwise unused wiring channel in one of 
the holes between array blockS. An R-C compensation 
circuit 744 is provided between the interconnect wire 742 
and the corresponding upstream latching input buffer 745, 
which likewise delays the input Signal from reaching the 
upstream buffer 735 to preferably match the additional delay 
of the input signal in reaching the “downstream” buffer 748 
which arises because of the parasitic resistance 746 and 
capacitance of the interconnect wire 742 traversing the 
width of two additional entire memory banks. 

This interconnect wire 732 is preferably implemented as 
a metal wire, although other conductive materials might also 
be employed if sufficiently low in resistance. The R-C 
compensation circuits 734, 744 may be implemented as a 
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lumped resistance and lumped capacitance, or multiples 
thereof in Series, but are preferably each implemented using 
a distributed resistance/capacitance Structure to better match 
both the delay and waveshape of the Signal as received by 
the downstream buffer (which is delayed by the distributed 
parasitic resistance and the distributed capacitance of its 
corresponding interconnect wire). For example, a long, 
narrow polysilicon feature, may provide adequately high 
total resistance, and may be loaded down with distributed 
capacitance to approximately match the delay of the inter 
connect wire 732 between the left and right splines. 
A left internal clock signal CLK L is conveyed on a 

vertically-arranged wire 751 running up through the left 
spline 565, and strobes both the upstream input buffer 735 
and the downstream input buffer 748. A right internal clock 
Signal CLK R is conveyed on a vertically-arranged wire 
752 running up through the right spline 566, and strobes 
both the downstream input buffer 738 and the upstream 
input buffer 745. Both left and right internal clock signals 
CLK L, CLK R are symmetrically driven by a centrally 
located clock driver 750 through a symmetrical distribution 
network to Substantially ensure phase-aligned clock signals 
along the full length of both the left and right clock signals. 
Consequently, a very short Worst case Setup and hold time is 
achievable over all Such inputs (using an input buffer requir 
ing valid data for only a very short window of time). The use 
of a separate input buffer in each Spline for each input 
increases the input capacitance of each input to the chip due 
to the long interconnect wire 732 or 742 (which input 
capacitance, of course, must be driven by the Source of the 
external Signal). However, each Such input buffer now drives 
its complementary internal outputs only to decoder and 
control circuitry within the same Spline. Thus, the total 
capacitive loading on the complementary outputs of each 
buffer are advantageously reduced. Furthermore, it easy to 
gate all the various Signals to only the Spline required for the 
particular operation. For a read or write operation to memory 
bank 561 or 562, the vertical global control, timing, and 
address signals for Spline 565 are active, and the correspond 
ing Signals in Spline 566 are inactive to Save considerable 
power. Likewise, when memory bank 563 or 564 is to be 
read or written, most of the signals in spline 565 remain 
inactive. 

In an alternative embodiment, an “early clock Signal and 
a “late' clock Signal could be used in each Spline. The 
upstream buffers within each Spline are then Strobed using 
the “early” (i.e., "upstream”) clock signals, and the down 
stream buffers are then strobed using the “late” (i.e., 
"downstream”) clock signals. In this case, the R-C compen 
sation circuits 734, 744 are not used, and the delay between 
the upstream and downstream clockS is adjusted to Substan 
tially match the additional delay of the input Signals, relative 
to their arrival at the upstream buffers, in reaching the 
downstream buffers. In this way, the setup and hold time 
window may still be achieved (albeit at the additional 
complexity of generating and distributing the Second "down 
Stream” clock). 

FIG. 33 is a block diagram of an embodiment of a 
feedback controlled circuit for generating an internal clock 
Signal which is phase and frequency locked to an external 
clock signal, and which is useful for Strobing address, data, 
and control input signals into the memory device with a 
Setup and hold time window very closely aligned to and 
centered about the rising edge of the external clock. 
An external clock signal EXT CLK is conveyed on wire 

761 to a voltage controlled delay line 763, which provides 
a delayed Signal on its output in accordance with an analog 
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voltage received on a CTRL input (node 765). The output of 
the voltage controlled delay line 763 is buffered by a buffer 
764 to generate an internal clock signal CLK. The timing of 
the internal clock signal CLK is thus delayed from the 
external clock signal EXT CLK, and is adjusted by the 
voltage controlled delay line 763 to nominally be aligned 
with the next rising edge of the external clock signal 
EXT CLK, as is described in greater detail below. 
The external clock signal EXT CLK and the internal 

clock signal CLK are both conveyed to a course adjust block 
773 which functions to bring the internal clock signal CLK 
in relatively close alignment to the external clock signal 
EXT CLK (by adjusting the voltage of the timing node 
765). However, when the alignment is fairly close, the 
course adjust block 773 then Switches out, leaving just a fine 
adjustment block 776 to bring the internal clock signal CLK 
to the final "close' alignment with the external clock signal 
EXT CLK. Since the course adjust block 773 need not 
provide for fine adjustment near the desired alignment, it 
may be advantageously designed to quickly bring the inter 
nal clock Signal CLK into relatively close alignment with the 
external clock signal EXT CLK. For example, during each 
clock cycle, it may cut the phase error by half, until the phase 
error is within +/-200 ps, at which point it switches out, and 
provides no additional charge to or from the timing node 
765. 

Within the fine adjustment block 776, the external clock 
signal EXT CLK is also conveyed on wire 761 to a latching 
differential buffer 762, along with a reference voltage VRR 
which is preferably equal to one-half VDD (for rail-to-rail 
external input signals, including the external clock signal). 
The buffer 762 is strobed by the internal clock signal CLK. 
The internal clock signal CLK is delayed from the previous 
external clock signal EXT CLK, and the precise delay from 
the previous rising edge of the external clock Signal EXT 
CLK is fine adjusted by the fine adjustment block 776 to 
strobe the buffer 762 nominally at the next rising edge of the 
external clock signal EXT CLK. For example, assume a 
given phase alignment of the internal clock signal CLK with 
respect to the external clock signal EXT CLK (which is 
already assumed to be brought within +/-200 ps of the 
desired time). If the buffer 762, when strobed, interprets its 
input, EXT CLK, as a logic “0” (i.e., the complementary 
output is momentarily driven high, and the true output 
remains low), then the external clock signal EXT CLK 
during its rising edge must not yet have reached the refer 
ence voltage (e.g., one-half VDD) when the buffer 762 was 
strobed. In other words, the buffer 762 was strobed too early. 

If the complementary output of buffer 762 (node 768) is 
driven momentarily high, very narrow transistor 775 turns 
on very briefly to conduct a very Small amount of charge 
from the timing node 765. The total capacitance of the 
timing node 765 is the sum of both capacitor 777 (the other 
terminal of which is coupled to VDD) and capacitor 778 (the 
other terminal of which is coupled to VSS). Together, the 
total capacitance of the timing node 765 is relatively high. 
The Small charge removed from the large capacitance of the 
timing node 765 results in a very slight decrease in Voltage 
of the timing node 765, which is coupled to the CTRL input 
of the voltage controlled delay line 763. The voltage con 
trolled delay line 763 then reacts to the lower voltage on its 
CTRL input by Very slightly adjusting its timing and delay 
ing the phase of the internal clock Signal CLK for the next 
(and following) cycles. 

Conversely, if the buffer 762, when strobed, interprets its 
input, EXT CLK, as a logic “1,” then the external clock 
Signal EXT CLK during its rising edge must have already 
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exceeded the reference Voltage (e.g., one-half VDD) when 
the buffer 762 was strobed. In this case, the buffer 762 was 
strobed too late. In this case, the true output of buffer 762 
(node 766) is driven momentarily high, and is inverted to 
drive the gate of P-channel transistor 774, which turns on 
briefly to conduct a Small amount of charge into the timing 
node 765, thereby increasing the Voltage on the timing node 
765. The voltage controlled delay line 763 then reacts to the 
higher voltage on the timing node 765 (coupled to its CTRL 
input) by very slightly adjusting its timing and advancing the 
phase of the internal clock Signal CLK for the following 
cycles. 

In this fashion, the rising edge of the internal clock signal 
CLK is adjusted to nominally occur near the midpoint of the 
rising edge of the external clock signal EXT CLK (i.e., be 
phase aligned with the external clock signal). However, the 
internal clock Signal CLK is actually adjusted to occur 
slightly ahead of the external clock signal EXT CLK, 
because the circuit arrangement shown actually adjusts the 
setup and hold time window of the buffer 762, as strobed by 
the internal clock Signal CLK, to be centered around the 
mid-point of the rising edge of the external clock signal 
EXT CLK. The fine adjustment block 776 typically 
provides, during each cycle, a net change in charge on the 
timing node 765, (and a resulting change of Voltage on 
timing node 765) of a magnitude which causes about a +/-20 
pS change in the delay through the Voltage controlled delay 
line 763. The capacitance on the timing node 765 is split 
between a first timing capacitor 777 connected to VDD, and 
a second timing capacitor 778 connected to VSS. The ratio 
of these two timing capacitors is adjusted So that, for a 
change in Voltage on, for example, VDD (as might occur 
during a noise spike), the Voltage of the CTRL node is 
coupled by an amount which results in as little change as 
possible in the delay through the Voltage controlled delay 
line 763. 

Additional buffers 771, 772, 767, 769 are implemented 
with identical characteristics as buffer 762 (e.g., preferably 
using the same circuit and the same layout). For example, an 
external data input signal is received by buffer 772 which 
generates complementary internal data signals DIN, DINB. 
The phase alignment of the internal clock signal CLK 
affords a very narrow external Setup and hold time window 
for the external data input signal which is Substantially 
aligned to and centered about the rising edge of the external 
clock signal EXT CLK. Similarly, an external address 
input signal is received by buffer 771 which generates 
complementary internal address Signals AX, AXB. The phase 
alignment of the internal clock signal CLK likewise affords 
a very narrow external setup and hold time window for the 
external address input Signal which is Substantially aligned 
to and centered about the rising edge of the external clock 
signal EXT CLK. To save power, the data buffer 772 
includes an enable input which is active only for external 
cycles which must Strobe input data (e.g., those cycles 
following by one clock cycle (for the flow-through mode) or 
by two cycles (for the pipelines mode) the receipt of an 
earlier external write cycle, when the write data for Such an 
external write cycle is received). Since the control inputs can 
initiate either a read or write on any cycle, the control inputs 
and address inputs are Strobed for every external cycle. No 
such enable signal is provided, and the control buffers 767, 
769 and the address buffers 771 are always enabled. While 
FIG. 33 illustrates the general relationship between the 
external clock signal EXT CLK, the internal clock signal 
CLK, and the Strobing of address Signals by address buffers, 
the dual buffer arrangement of the preceding figure is 
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preferably employed in addition to the concepts described 
here in FIG. 33. 
A first control signal CONTROL 1 (which might be, for 

example, a read/write control input) is conveyed to buffer 
767, which samples the control signal CONTROL 1 and 
conveys a corresponding output Signal to a control circuit 
770. A second control signal CONTROL 2 is conveyed to 
buffer 769, which samples the control signal CONTROL 2 
and also conveys a corresponding output signal to control 
circuit 770, which then generates internal control signals 
CTRL A, CTRL B which may variously be combinations 
of the external control signals CONTROL 1, CONTROL 
2, and any other control signals CONTROL N (not shown) 
and optionally, certain address inputs (as shown). Examples 
of such internal control signals CTRL A, CTRL B include 
a signal to indicate a read operation from memory bank 1 
(which requires the portion of the externally Supplied read 
address that Selects the memory bank to be read), a signal to 
indicate a write operation to memory bank 2 (which 
requires, from the “bottom' entry of the write queue 779 
(i.e., the oldest non-retired entry), the portion of the previ 
ously Supplied write address that Selects the memory bank to 
be written), a signal to indicate a refresh operation for 
memory bank 3 (which requires that memory bank 3 is 
neither performing a read nor a write), and other similar 
Signals. By first Sampling the external control Signals in 
buffers 767, 769, then performing the necessary logical 
operations on the output signals of the buffers 767, 769 to 
generate the required internal control Signals, the Setup and 
hold time window for the control signals is well matched to 
that of the address and data input signals (which is Substan 
tially aligned to and tightly centered about the rising edge of 
the external clock signal EXT CLK). 
The internal clock Signal CLK may also be used to control 

the turn-off time of the data output buffers which drive the 
external data pins (e.g., and which are typically connected to 
an external data bus), So that enabling another output buffer 
(to drive the same external data bus) by a timing signal 
which occurs shortly thereafter (e.g., a timing Signal which 
occurs at one-third of the external clock period), does not 
result in a bus conflict. 
FIG.34 is a layout diagram of a preferred embodiment of 

a two-dimensional power Supply bus grid within a memory 
bank for handling the very high transient current during bit 
line sensing. Two representative array blocks ARRAY.X and 
ARRAY.Y within a memory bank are shown, along with 
adjacent holes HOLE.X.Y and HOLE.Y.Z. Looking first at 
hole HOLE.X.Y., a VDD bus (labeled as 788) and a VSS bus 
(labeled as 789) are routed horizontally through the hole for 
the entire width of the memory bank. The VDD and VSS 
terminals of each bit line sense amplifier within the hole are 
respectively connected to the VDD bus 788 and the VSS bus 
789 which run overhead each and every bit line sense 
amplifier within the hole. 

However, the width of the VDD bus 788 and the VSS bus 
789 is typically limited by layout constraints within the bit 
line Sense amplifier. If these are the only two buses provid 
ing a Source of power and ground to the entire row of bit line 
sense amplifiers within the hole HOLE.X.Y, the limited 
width of these buses results in a total bus resistance which 
is high enough to Significantly increase the time required to 
Sense and restore the high and low levels on the bit lines. 
Moreover, the bit line Sense amplifiers near the lateral center 
of the memory bank would have degraded Voltages on their 
local portion of the power buses compared to the Sense 
amplifiers near the left and right Sides of the memory bank 
(i.e., at the two ends of the VDD and VSS buses routed 
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through the hole). Since the preferred embodiments of the 
present invention includes a complementary Sense enable 
Signal SEB which is a relatively short pulse designed to 
deliver a predetermined amount of charge into the high 
going Sense amplifier and bit line nodes, Such a wide 
variation of local power Supply Voltage would cause tre 
mendous variations in the levels written into various bit lines 
across the width of the memory bank. 
To provide a much lower impedance VDD and VSS 

Supply for each row of Sense amplifiers, a group of large 
VDD and VSS buses are provided which are routed verti 
cally (parallel to the bit lines) across the entire height of the 
memory bank, and which respectively connect to each of the 
horizontal VDD and VSS buses already connected to each 
Sense amplifier, thus forming a two-dimensional grid of 
VDD and VSS buses. For example, a vertical VDD bus 780 
connects with the horizontal VDD bus 788 within the hole 
HOLE.X.Y (as indicated by the “dots” at their intersection), 
and further connects with the horizontal VDD bus 790 
within the hole HOLE.YZ, and likewise connects with the 
horizontal VDD bus within all other holes (not shown). 
Similarly, a vertical VSS bus 781 connects with the hori 
Zontal VSS bus 789 within the hole HOLE.X.Y., and further 
connects with the horizontal VSS bus 791 within the hole 
HOLE.Y.Z, and likewise connects with the horizontal VSS 
bus within all other holes (not shown). 
AS is described much earlier above (particularly in regard 

to FIGS. 20–22), thirty-six differential pairs of global output 
lines (e.g., GOUT, GOUTB) traverse the entire height of the 
memory bank and exit the top of the memory bank to convey 
read data to an amplifier/multiplexer (which then conveys 
the Selected half of these to associated data output buffers). 
Thirty-six additional differential pairs of global output lines 
traverse the entire height of the memory bank and exit the 
bottom of the memory bank. Two differential pairs of these 
global output lines are grouped together, along with two 
differential pairs of corresponding global input lines, making 
a group of eight physical wires. Two Such eight-wire groups 
782 and 785 are shown in FIG. 34. Thirty-six such 8-wire 
groups are evenly Spaced acroSS the width of the memory 
bank (excluding a thirty-seventh 8-wire group for column 
redundancy) at a spacing (center-to-center) equal to approxi 
mately the width of Sixteen bit line Sense amplifiers in one 
hole, or equal to approximately the width of 32 pairs of true 
and complement bit lines. 
The vertical VDD bus 783 and the vertical VSS bus 784 

together occupy almost the entire gap between the adjacent 
wire groups 782 and 785. These vertical buses are preferably 
implemented in a high layer of metal (e.g., the top layer) and 
vertically pass directly above the bit lines which lie below (a 
few of the bit lines actually lie below the global input and 
output lines in wire groups782,785). Other VDD buses 780, 
786 and VSS buses 781, 787 are also shown, and which 
likewise occupy the respective gaps between their adjacent 
wire groups. These vertical VDD and VSS buses thus cover 
substantially all of each array block within the memory bank 
except for periodic groupings of global input and output 
lines, which may be implemented in the same layer of metal 
as the VDD and VSS buses. 
VDD-to-VSS filter capacitors are located at the top and 

bottom of each memory bank to provide Substantial bypass 
capacitance to withstand the large current Spikes which 
occur during sensing. These very wide vertical VDD and 
VSS buses collectively provide a very low resistance and 
very low inductance path between Sense amplifiers located 
in each hole and the VDD-to-VSS filter capacitors. The large 
metal buses allow the Stored charge in the filter capacitors to 
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reach the two Selected rows of Sense amplifiers with very 
little Voltage drop, and allow the Selected Sense amplifiers to 
latch quickly and provide a good VSS low level and uniform 
restored high levels to the bit lines within the selected array 
block. The filter capacitors, as well as other filter capacitors 
implemented elsewhere within the device, are preferably 
implemented using many independent capacitors which are 
individually de-coupled and Switched out of the circuit if 
more than a predetermined leakage current is detected 
flowing through a given capacitor (i.e., a “shorted” 
capacitor). 

Bit line croSSover Structures are advantageously used to 
achieve lower worst case coupling, during both read or write 
operations, onto a particular bit line pair from neighboring 
bit lines on either side. FIG. 35, labeled prior art, is a layout 
diagram of a well-known bit line croSSOver arrangement for 
reducing noise coupling from adjacent bit lines. A first 
complementary bit line pair B0, BOB is shown incorporating 
a lateral croSSOver at both the 4 and% points along its length 
(which length, for the embodiments described herein, cor 
responds to the height of an array block). An adjacent 
complementary bit line pair B1, B1B incorporates a Single 
croSSOver at the point half-way down its length. This pattern 
repeats every two pairs of bit lines, thus the third bit line pair 
B2, B2B and fourth bit line pair B3, B3B are configured 
respectively like B0, BOB and B1, B1B. Because photo 
lithographic guard cells are frequently used at the edges of 
each arrayed group of memory cells, there is an increased 
layout area penalty in providing croSSover Structures due to 
the required guard cells on either Side of each croSSOver 
structure. Eight such groups of guard cells, each labeled 800, 
are shown which are required with this arrangement at the 
top and bottom edges of each arrayed group of memory 
cells. As indicated in FIG.35, each guard cell group 800 may 
be implemented as two additional non-functional (i.e., 
dummy) word lines. Consequently the area consumed by 
Such guard cell groups is non-trivial, and thus the total area 
required to implement the crossover arrangement of FIG.35 
may be an appreciable percentage of the array block area. 
This prior art configuration reduces crosstalk (pattern 
Sensitivity) and allows good signal development, but does So 
at the cost of Significant extra area. 
To reduce this area penalty, a novel croSSover arrange 

ment is employed, for certain embodiments, which provides 
a significant degree of noise (i.e., coupling) reduction, 
allows the same worst case signal development as the prior 
art Structure, but requires only one croSSOver Structure 
within each array block. Referring now to FIG. 36, each 
complementary pair of bit lines runs vertically from the top 
to the bottom of an array block ARRAY.X., as before. The 
true bit line and complement bit line of a first pair (e.g., B1, 
B1B) run adjacent to each other from the top to the bottom 
of the array block without any crossovers. The true bit line 
and complement bit line of a second pair (e.g., B0, BOB) do 
not run adjacent to each other, but instead Straddle the first 
pair, with a single croSSOver half-way down the Second bit 
line pair (vertically in the middle of the array block). Both 
the true and complement bit lines B1, B1B of the first pair 
lie between the true and complement bit lines B0, BOB of the 
Second pair. This croSSOver arrangement repeats horizontally 
throughout each array block in groups of two pairs of bit 
lines (four physical bit line wires). Thus, a third bit line pair 
B3, B3B and fifth bit line pair B5, B5B are configured like 
B1, B1B, and a fourth bit line pair B2, B2B and sixth bit line 
pair B4, B4B are configured like B0, BOB. 

By using this croSSover arrangement, only four groups of 
guard cells (each labeled as 801) are used in each array 
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block- one each at the top and bottom of the array block, and 
one each at the top and bottom of the Single croSSover 
Structure located in the Vertical center of the array block. 
Consequently the area consumed by Such guard cell groups 
for the croSSovers as well as for the croSSOvers themselves 
is reduced to only one third that required by the prior art 
Structure. And yet, the worst case signal degradation due to 
capacitive coupling between neighboring bit lines is no 
worse than for the arrangement of FIG. 35. To more easily 
describe the coupling within the arrangement of FIG. 36, 
each bit line wire has also been labeled “A,” “B.’ “C.”. . . 
“L. 

Consider first the coupling between wire B and C. Any 
change in Voltage which develops on wire C (e.g., when 
accessing a memory cell connected thereto) causes a change 
in Voltage on wire B, albeit of a Smaller magnitude, due to 
the lateral capacitive coupling between wires B and C. For 
example, if the voltage of wire C moves downward by 100 
mV when reading a memory cell having a Stored low, the 
voltage of wire B may move downward by, for example, 20 
mV. The 100 mV of potential signal between the true and 
complement bit line (and likewise within the bit line sense 
amplifier 802) is reduced to a differential voltage of, for 
example, 80 mV because of this self-coupling between 
adjacent true and complement bit lines. The presence of any 
croSSOver between the adjacent true and the complement bit 
line does not change this result, because the coupling 
therebetween remains unchanged. In other words, the prior 
art circuit Suffers from this signal attenuation, also. 

In contrast, the coupling between the B, C wire pair and 
the A, D wire pair is perfectly balanced, So there is no similar 
degradation of differential Signal levels on the B, C wire pair 
caused by Voltage excursions on either wire A or D, and 
likewise no degradation of differential Signal levels on the A, 
D wire pair caused by Voltage excursions on either wire B 
or C. For example, if the voltage of wire C moves downward 
by 100 mV, the voltage of wire D is coupled downward by 
a certain amount (e.g., 10 mV) due to the adjacent “C-D” 
coupling in the upper half of the array block, but the Voltage 
of wire A is coupled downward by the same amount due to 
the adjacent “C-A' coupling in the lower half of the array 
block. Thus, any differential voltage otherwise developed on 
the A, D wire pair is unaffected by any Voltage perturbation 
of either wire B or C. (As the example just described shows, 
however, the common-mode voltage levels of the A, D wire 
pair may be affected by Voltage perturbations of either wire 
B or C.) Similarly, if the voltage of wire A moves downward 
by 100 mV, the voltage of wires B and C are coupled 
downward by the same amount (e.g., 10 mV), and the 
differential voltage otherwise developed on the B, C wire 
pair is unaffected by any Voltage perturbation of either wire 
A or D. 

An arbitrary word line WL is shown in the upper half of 
the array block, and the memory cells driven by the word 
line WL are connected to particular bit lines as indicated by 
the open circles. ASSume that each of these memory cells 
store the same data, which is a low, when the word line WL 
is driven high. The Voltage of each bit line consequently 
moves in a direction as indicated by the Solid vertical 
arrows. Wire H is coupled downward (i.e., “the voltage of 
wire H is coupled downward”) by the “I-H” coupling in the 
upper half of the array block (represented by a Small lateral 
capacitor) and by the “A-H” coupling in the lower half of the 
array block (also represented by a Small lateral capacitor). 
Wire H is thus coupled downward (indicated by a dashed 
arrow) along its entire length by “an adjacent bit line wire” 
(actually half of wire I and half of wire A), which is no worse 
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than the self-coupling between wires B and C described 
above or any pair of adjacent (crossing) wires of the prior art 
structure. Note that for this arbitrary word line WL, wire D 
is not driven by a memory cell and therefore does not couple 
a signal to the top half of wire E. Similarly, wire L does not 
couple a signal to the bottom half of wire E. Therefore, the 
E., H wire pair is no worse than the B, C wire pair. That is, 
for the Signals and capacitances of the example, the prior art 
arrangement of FIG. 35 provides a signal of 80 mV inde 
pendent of what the neighboring bit lines do. The new 
arrangement of FIG. 36 provides a worst case signal of 80 
mV, no worse than the prior art. Interestingly, it provides a 
best case signal of 120 mV (wires A and I having opposite 
data as wire E) which is of little value since the memory 
device must function under worst case conditions or pat 
terns. An analogous situation arises for a data pattern of all 
highs Stored within each memory cell driven by a given 
word line. Consequently, the worst case pattern Sensitivity of 
this arrangement is an array of all 1's or all 0's, which is 
particularly helpful in reducing required test times. 
The crossover structure shown in the embodiment thus far 

described is located at the mid-point of the respective bit 
lines (i.e., half-way across the array block). AS described, 
this cancels the non-common-mode contribution of the 
lateral capacitive coupling from neighboring lines within the 
array block. For Some embodiments, a location other than 
the mid-point may be preferred. For example, the lateral 
coupling between adjacent bit lines which occurs within a 
portion of the bit line Sense amplifier layout, or within a 
portion of an equilibration circuit, or for Some other reason, 
may contribute to a coupling onto one of a pair of bit lines 
which is not entirely offset by an equal coupling onto the 
other of the pair of bit lines when the crossover structure is 
located at the mid-point of the array block. As a result, the 
placement of the croSSOver Structure may be at a location 
within the array block other than half-way acroSS the array 
block to provide a Substantially equal coupling onto both bit 
lines of the pair (i.e., Substantially negligible differential 
coupling). 

It should be appreciated that a croSSOver Structure as used 
herein provides an electrical path for one line to croSS 
another line without contacting the other line. When viewed 
in layout terms, it does not necessarily imply that a higher 
level interconnect layer must be used to “cross over a lower 
level interconnect layer. In other words, a “first wire which 
crosses over a Second Wire” may be used herein without 
Separate meaning from a “first wire which crosses under a 
Second wire' unless the context clearly requires a distinc 
tion. It should consequently be appreciated that a croSSOver 
structure which provides a path for a first wire to “cross 
over a Second wire may be implemented using either a 
lower or higher interconnect layer than the Second wire. 
Moreover, while described in the context of a dynamic 
memory array, the croSS-Over arrangement shown in FIG. 36 
is also well Suited for other types of arrays whose memory 
cells connect to only one of either a true bit line or a 
complement bit line, Such as a read only memory array or a 
programmable read-only memory array. The arrangement of 
FIG. 36 is not as well Suited for use with static memory 
arrays because the Spacing between a given true and comple 
ment bit line (at least for half of the bit line pairs) makes 
connection of a Static memory cell to both the true and 
complement bit lines somewhat more difficult. 

FIG. 37 is a timing diagram for several interspersed 
external read and write cycles for an exemplary embodiment 
of the invention. The diagram illustrates the timing of 
external address and data Signals, and Several important 
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internal data Signals, when operating in the pipelined mode 
of operation (rather than the flow-through mode of 
operation). The upper waveform depicts the external clock 
Signal and is labeled to show nine Successive cycles T1, 
T2, . . . T9, each initiated by the corresponding rising edge 
of the external clock signal. The Second waveform repre 
sents a read/write control signal R/Wif which is strobed, 
along with the external address and data Signals, at a time 
generally corresponding to the rising edge of the external 
clock signal (as described above). If the read/write control 
signal R/Wif is high when strobed, the cycle thus initiated is 
a read cycle, and if the read/write control signal R/Wif is low 
when strobed, the cycle thus initiated is a write cycle. For 
ease of reference, each cycle T1, T2, ... T9 is also labeled 
as either “R” or “W' accordingly to more easily identify 
each cycle as either a read or write cycle. 

The third and fourth waveforms illustrate the external 
address and data Signals corresponding to each cycle, which 
are conveyed respectively on the external address and data 
pins of the memory device. An external address signal (i.e., 
an N-bit address) is strobed into the memory device during 
each cycle irrespective of whether the cycle is a read or write 
(or idle) cycle. The external address signal presented to and 
strobed into the memory device for the T1 cycle is labeled 
A1, the external address Signal Strobed into the memory 
device for the T2 cycle is labeled A2, and so forth, for all 
nine cycles shown. 

Since the embodiment described in FIG. 37 incorporates 
a common data I/O bus, the external data Signals are 
indicated as “DOUT(address)" to indicate the memory 
device is driving the external data pins with a read data 
Signal corresponding to the "address,” or are indicated as 
“DIN(address)" to indicate the memory device is receiving 
a write data Signal on the external data pins corresponding 
to the "address.” For example, the external data Signal 
indicated as DOUT(A2) is the read data signal correspond 
ing to the address A2 which is driven by the memory device 
onto its external data pins, while the external data Signal 
indicated as DIN(A3) is the write data Signal corresponding 
to the address A3 which is presented to the external data pins 
and received by the memory device. 

In the exemplary embodiment when operating in the 
pipelined mode of operation, the external address for a read 
cycle is Strobed by a first rising edge of the external clock 
(e.g., the T2 rising edge), and the corresponding data which 
is read from the Selected memory cells is driven onto the 
external data pins after a Second rising edge of the external 
clock (e.g., the T3 rising edge), to be valid at the circuit 
receiving the data at a third rising edge of the external clock 
(e.g., the T4 rising edge). If an external write cycle follows 
immediately after two external read cycles, the write address 
is presented to the memory device on its external address 
pins and strobed into the device just like for a read cycle (on 
the rising edge of the external clock), but the external data 
pins are occupied with driving the read data Signal corre 
sponding to the first external read cycle and cannot be used 
at this time to present the corresponding write data Signal. In 
the next cycle, the external data pins are occupied with 
driving the read data Signal corresponding to the Second 
external read cycle, and again cannot be used to present the 
corresponding write data Signals. Instead, the write data for 
the external write cycle is driven onto the data bus and 
presented to the device during the cycle in which output data 
would have appeared had the cycle been an external read 
cycle instead of an external write cycle. In other words, in 
a write cycle the write command and the write address are 
concurrently presented to the memory device and Strobed by 
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a rising edge of the external clock, but the corresponding 
write data is presented to and strobed into the device by the 
rising edge of the external clock which occurs two cycles 
later. In this way, the address bus (i.e., the external address 
pins) and the data bus (i.e., the external data pins) are used 
every cycle, with no wasted cycles for either bus. The 
address and data for the write cycle are both Stored into an 
internal write queue, and the actual internal write operation 
to physically Store the write data into the Selected memory 
cells is postponed until Some Subsequent write cycle. 
Read bypass circuitry is provided which allows data 

corresponding to the address of the read cycle to be correctly 
read from the write queue whenever an earlier queued write 
directed to that same address has not yet been retired (i.e., 
written into the appropriate memory cells). When a read 
cycle is initiated, it immediately starts to access the 
addressed locations within the memory arrays, and Simul 
taneously compares its read address to all the pending 
addresses in the write queue. If an address "hit' occurs to an 
entry in the write queue, then the data from all bytes that 
were enabled during the write (for that entry) are obtained 
from the write queue rather than from the memory array. If 
more than one "hit' occurs, the most recently written data 
(on a byte-by-byte basis) is substituted for the data from the 
memory array, and any bytes which were not enabled for 
Writing by any entry in the write queue are retrieved from the 
memory array. Thus, data not yet retired from the write 
queue can Still be properly read during a Subsequent read 
cycle. 
A representative read cycle's internal timing may be 

appreciated by examining the T2 cycle (which is assumed to 
be a non-burst cycle). AS Stated above, the rising edge of the 
external clock signal which starts the T2 cycle Strobes the 
corresponding address Signal A2 into the memory device. 
The control signals, including a READ/WRITEff control 
Signal, are also received and the cycle determined to be a 
read cycle. An internal read operation is initiated which uses 
the Strobed external addresses, decodes a Selected word line 
in a Selected array block of a Selected memory bank, enables 
the bit line Sense amplifiers for Sense/restore in the holes 
both above and below the selected array block, and likewise 
decodes a Selected column Select Signal and other related 
read signals (e.g., READ L or READ R, READ) within 
one of the holes adjacent to the Selected array block (either 
the hole above or below the selected array block), all as has 
been extensively described above. The respective signals 
from the thirty-six Selected Sense amplifiers are amplified 
and driven onto thirty-six corresponding vertical pairs of 
global output lines GOUT, GOUTB (eighteen of which exit 
the memory bank at the top, and the remaining eighteen of 
which exit the memory bank at the bottom). The fifth 
waveform indicates the development of this signal on the 
Selected group of global output lines, labeled representa 
tively as GOUT. A read signal which results from the read 
data at the A2 address (indicated by an arrow labeled 840) 
develops on the global output lines during a later portion of 
the T2 cycle, and consequently is labeled R2. Recall that 
each true and complement global output line is preferably 
loaded by a static “resistive” load device (a grounded-gate 
PMOS transistor) to VDD. When enabled, each local output 
amplifier driving a complementary pair of global output 
lines pulls one line of the pair down (e.g., the true global 
output line) while leaving the other line at VDD to generate 
a differential read Signal on the complementary pair of 
global output lines. The Voltage of both true and comple 
ment global output lines GOUT, GOUTB is driven by the 
load device back to VDD (or, if already at VDD, is held at 
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VDD) when no local output amplifier is enabled to drive the 
complementary pair of global output lines. This occurs 
automatically near the end of a cycle when the column Select 
Signal and associated read Signals are de-activated, which is 
described in greater detail elsewhere herein, particularly in 
regard to FIGS. 8 and 10. The global output waveforms are 
drawn here in a manner to remind the reader of the general 
Voltage levels and timing of these global output lines. 

The respective signals from the thirty-six vertical differ 
ential pairs of global output lines GOUT, GOUTB are 
amplified and driven onto thirty-six corresponding horizon 
tal differential pairs of bidirectional global data bus lines 
GDB, GDBB (eighteen pairs of which run substantially 
generally acroSS the top of the memory array, and the 
remaining eighteen pairs run Substantially generally acroSS 
the bottom of the memory array). The sixth waveform 
indicates the differential Signals present on these global data 
bus lines, and is representatively labeled GDB. The read 
Signal on the Selected global output lines during T2 is 
buffered to generate an associated read Signal on the global 
data bus lines (indicated by an arrow labeled 841) which also 
corresponds to the read data at the A2 address. 
Consequently, the global data bus signal which develops 
during T2 is also labeled “R2”. Since each true and comple 
ment global data bus line is also loaded by a static “resistive” 
load device to VDD, the behavior of the global data bus is 
very similar to that of the global output lines. AS Such, the 
global data bus waveforms are drawn here in a similar 
manner to remind the reader of the general Voltage levels 
and timing of these global data bus lines. 
The read signal on each of the global data bus pairs is 

further amplified by yet another linear amplifier (which is 
preferably located next to the output buffer) and subse 
quently Strobed into a register within each respective output 
buffer, all within the T2 cycle (or perhaps, in the case of a 
memory device operating with a very Short cycle time, near 
the beginning of the next cycle). However, the data out 
Signal is not driven onto the external data pins during the 
current T2 cycle, but rather during the next (T3) cycle (for 
this embodiment, operating in the pipelined mode of 
operation). The arrival of the next rising edge of the external 
clock signal which initiates the T3 cycle also causes the 
output buffer to drive onto the external data pins (indicated 
by arrow 847) at a predetermined time within the T3 cycle 
(e.g., /3 of the way into the cycle), the data signal associated 
with the previous read operation performed during the T2 
cycle, which data Signal (R2) is latched from the global data 
bus, as indicated by arrow 842. Thus, the data signal driven 
onto the external data pins during the T3 cycle is labeled 
DOUT(A2). 

This next (T3) cycle happens to a write cycle (for the 
exemplary cycles shown). The address A3 is strobed as in 
the read case, but no internal write operation of the memory 
array is initiated for the A3 address, because the data to be 
written is not yet available within the memory device 
Instead, an internal operation of the memory array is initi 
ated for the another write address (which, for example, could 
be the Wx address already stored within and now at the 
bottom of the first-in, first-out write queue), and the A3 write 
address is stored into the top of the write queue. The write 
data for the T3 cycle is presented later to the memory device 
on the external data pins during the time that the external 
data pins would otherwise have been driven, if the T3 cycle 
were instead a read cycle, with read data corresponding to 
the A3 address, namely during the T4 cycle (more 
Specifically, from a time Somewhat after the T4 cycle begins 
until a time somewhat after the T5 cycle begins). As is 
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indicated by arrow 848, the T4 rising edge quickly causes 
the data output buffers to cease driving the DOUT(A2) data 
Signal onto the external data pins. Soon thereafter, another 
device provides the data to be written at the A3 address, 
DIN(A3), to the external data pins, still during the T4 cycle, 
and held valid into the T5 cycle, so that the rising edge of the 
external clock signal (ie., the T5 rising edge) can Strobe the 
write data presented to the external data pins, which is then 
also stored into the write queue with the previously received 
and stored A3 write address. 
The table at the bottom of FIG.37 indicates, for cycles T3 

through T8, whether an internal array operation is carried 
out (and if so, whether read or write), the number of holes 
which are enabled for bit line Sense amplifier Sense/restore 
(whether 0 or 2), the number of holes which are enabled for 
write (whether 0, 1, or 2), and the number of bits written by 
an internal operation during the cycle (whether a 36-bit 
single word or a 72-bit double word) and the particular 
address associated with the data written (i.e., the “identity” 
of the data written). 

During all external write cycles, the write queue drives the 
bidirectional global data bus GDB with a write data signal 
corresponding to an earlier external write cycle. As a result 
of the Specific order of the exemplary read and write cycles 
described in FIG. 37, the write queue, during the T5 cycle, 
drives the bi-directional global data bus with a write data 
Signal corresponding to the data to be written at address A3, 
which is labeled as W3. This causal relationship is indicated 
by an arrow labeled 843. (Other cycles described below 
should make it clear that for Some cycles, the internal write 
data Signal is not necessarily driven onto the global data bus 
during the same cycle which Strobes the write data.) In the 
exemplary embodiment, recall that the internal data path 
into each memory bank is twice as wide (i.e., a "72-bit 
double word”) as the external I/O word width (i.e., the least 
significant address bit selects either a lower 36-bit word or 
an upper 36-bit word). Once a write data Signal is placed 
onto the global data bus, a corresponding Signal is driven 
onto the thirty-six complementary pairs of global input lines 
GIN, GINB which are selected by the write address A3 
(specifically, the two bits of address that select one of the 
four memory banks, and the least Significant address bit that 
selects between the upper and lower 36-bit data words) 
previously Stored into the write queue. AS indicated by the 
arrow labeled 844, the corresponding W3 write data signal 
is driven onto, for this exemplary cycle, the group of 
thirty-six pairs of global input lines associated with the 
lower 36-bit word in the selected memory bank, which is 
labeled GIN(LW). 
The Voltage levels and timing of the global input lines are 

briefly reiterated here to further clarify the cycle-to-cycle 
timing relationships shown in FIG. 37. An internal write 
operation is performed during each cycle which is initiated 
with the read/write control signal R/Wii at a low level 
namely during each external write cycle (except for a 
merged write, described below). However, the internal write 
operation performed during a given external write cycle 
corresponds to a write address and write data previously 
strobed into the device and stored within the write queue. At 
the end of each Such internal write operation, the thirty-six 
complementary pairs of global input lines which are 
addressed by the next write operation are driven with the 
respective write data Signal appropriate for the next internal 
write operation (which are also already Stored within the 
write queue). None of the remaining complementary pairs of 
global input lines change State. Since, for the preferred 
embodiment, there is both a first group of 36 complementary 
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pairs of global input lines associated with the upper 36-bit 
word (i.e., the “upper-word global input lines”) and a second 
group of 36 complementary pairs of global input lines 
associated with the lower 36-bit word (i.e., the “lower-word 
global input lines”)for each of the four memory banks, there 
are eight total groups of global input lines, each group 
having 36 complementary pairs of global input lines. In 
other words, at the end of a given internal write operation, 
one particular group of thirty-six complementary pairs of 
global input lines (which are addressed by the next write 
operation) are driven with the appropriate write data (for the 
next internal write operation), and the other seven groups 
remain unchanged. 

During the T5 cycle (which is an external write cycle), a 
pending write is retired from the write queue by performing 
an internal write operation which writes a data Signal WZ 
into the 36-bit word addressed by a corresponding address 
AZ, both of which were presented to the memory device and 
Strobed into the write queue earlier than any of the exem 
plary cycles shown here. The 36-bit word decoded by the 
address AZ is the lower of the two words, and thus the write 
queue (at the end of the T4 cycle) drives the data signal WZ 
onto the lower-word global input lines GIN(LW) in prepa 
ration for the early part of the T5 cycle, when the data signal 
WZ is utilized (because, like any other write cycle, the T5 
cycle expects to retire the bottom write queue entry, unless 
a merged write). 
The internal write operation is accomplished, during the 

early portion of the T5 cycle, by coupling each of the global 
input line pairs to the corresponding bit line Sense amplifier 
which is selected by the decoded write address from the 
write queue, prior to Sensing the bit line Sense amplifier. The 
Signal otherwise developed by the Selected memory cells is 
Swallowed by the larger capacitance of the global input 
lines, and the bit line Sense amplifiers latch according to the 
write data Signal and then restore the bit lines Voltages 
accordingly. This functionality is described in great detail 
elsewhere herein. At the time the bit line sense amplifiers 
begin to Sense, the internal nodes of the bit line Sense 
amplifier are decoupled from the global input lines. 
Consequently, near the end of the internal write operation, 
the data Signals for the next internal write operation are 
driven onto the particular group of global input lines which 
are addressed by the next internal write operation. This is 
performed by first equilibrating the prior data Signal from 
the next group global input lines, then by driving each true 
and complement global input line with a controlled current 
for a controlled amount of time, resulting in the high-going 
global input line moving up in Voltage by about 100 mV, and 
the low-going global input line moving down in Voltage by 
about 100 mV. As described earlier, this signal is developed 
on each corresponding pair of global input lines before the 
equilibration of the bit lines is complete. AS Shown in the 
FIG. 37, the new data signal W3 is developed on the 
lower-word global input lines well in time for the next cycle, 
T6, to use this data Signal prior to bit line Sensing, should 
that cycle have been a write cycle. 

However, Since the T6 cycle is a read cycle, an internal 
read operation is performed rather than an internal write 
operation. Consequently, the data Signal W3 remains 
dynamically floating on the particular group of 36 global 
input lines until the next external write cycle, in this case the 
T7 cycle. At this point in time the write operation to address 
A3 is the oldest entry (i.e., not yet retired) in the write queue. 
But the write operation to address A4 has also been written 
into the queue, along with the corresponding data Signal 
DIN(A4). During the T7 (write) cycle, this data signal is 
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driven onto the bi-directional global data bus (indicated by 
the arrow labeled 845 writing the data signal labeled W4). In 
the exemplary cycles shown, the A4 address is assumed to 
be equal to the A3 address but with the LSB complemented 
(e.g., when A4=A3+1 or A4=A3-1). 
The Selected memory cells corresponding to two 

addresses which differ in only the least Significant address 
bit (LSB) correspond to the same 72-bit double word, as 
described above. Before an internal write operation is 
performed, the address of the pending write operation is 
compared to the address of the next write operation (which 
has already been presented to the memory device during an 
earlier external write cycle and is already Stored in the write 
queue). If the selected memory cells to be written in both the 
pending (first) write operation and in the next (second) write 
operation correspond to the same 72-bit double word (i.e., 
differ in only the least significant address bit), the pending 
internal write operation which would otherwise follow from 
the first external write cycle is not yet carried out. In the 
exemplary cycles shown, the data Signal W3 remains on the 
lower-word global input lines (for the memory bank 
decoded by both address A3 and A4) while the data signal 
W4 is generated on the upper-word global input lines during 
the T7 cycle, and both data Signals remain dynamically on 
the respective global input lines until the next external write 
cycle, which in this case is the T8 cycle. 

During the T8 cycle, the address of the double-word 
pending write operation is again compared to the address of 
the next write operation, A5, which for this example is 
assumed to decode into another memory bank. In other 
words, the selected memory cells to be written in both the 
double-word pending write operation and in the next write 
operation do not correspond to the same address (ignoring, 
of course, the LSB). Consequently, a single internal write 
operation is carried out during the T8 (write) cycle which 
simultaneously writes both the 36-bit data word initiated by 
the T3 external write cycle and the 36-bit data word initiated 
by the T4 external write cycle. Recall that in any cycle, the 
hole above the selected array block and the hole below the 
Selected array block are enabled for Sense/restore. In a write 
cycle which writes either the upper or lower 36-bit word, 
one of these two holes is also enabled for write (see FIGS. 
8, 11, 21, and 24, and related description). To write both the 
upper and lower 36-bit words, Such as occurs in a merged 
write cycle, both holes above and below the selected array 
select are also enabled for write. At the end of the T8 cycle, 
both the lower-word global input lines GIN(LW) and upper 
word global input lines GIN(UW) remain unchanged- nei 
ther is equilibrated and driven to a new data Signal. This 
results because, for the exemplary cycles shown, the next 
address in the write queue (A5) decodes to select a different 
one of the four memory banks, and consequently the par 
ticular group of global input lines which is driven in prepa 
ration for the next write operation is associated with the 
memory bank to be written in the next write cycle. 
By merging external write cycles having Sequential 

addresses into one internal write operation, a significant 
amount of internal power consumption is Saved compared to 
performing two Separate write operations Since the Selected 
memory bank is cycled only once (instead of twice) to write 
the two words. An external write cycle is always carried out 
(i.e., retired) exactly three write cycles later unless it is 
delayed by the write merging with the following write cycle. 
Looking again at the relative timing of the particular cycles 
shown, the external T3 write cycle is retired four external 
write cycles later, due to the write merging. The normal 
latency of three write cycles results from Several factors: the 
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bi-directional external data bus (i.e., external data pins) 
which is operated with no wasted cycles in a “Zero-bus 
turnaround” (ZBT) manner, the bi-directional global data 
bus GDB (also operated with no wasted cycles in a ZBT 
manner), the timing of driving the global input lines GIN 
late in a cycle (to avoid driving them during bit line Sensing) 
and the method used to accomplish the write during the early 
portion of a cycle by Swallowing the read signal otherwise 
developed in the bit line Sense amplifier. Two external cycles 
are required before the external data Signal for an external 
write cycle is strobed and available within the memory 
device and Stored within the write queue. Only during an 
external write cycle is this data driven onto the bi-directional 
global data bus GDB, which may occur during the same 
cycle which Strobes the data if the external cycle happens to 
be another external write cycle (such as occurs during the T5 
cycle), or may occur during Some Subsequent external write 
cycle if the external cycle which Strobes the data happens to 
be an external read cycle (Such as occurs during the T6 
cycle). 

During the particular cycle that a particular write data 
Signal is driven onto the global data bus, it is also buffered 
and driven onto the Selected group of global input lines near 
the end of the particular cycle in preparation for the next 
internal write operation. The actual internal write operation 
is then performed (unless it is delayed and merged with the 
following internal write operation) during the next external 
write cycle. 

Write cycle merging has been described thus far in light 
of two write cycles, each writing a full 36-bit word, into two 
sequential memory addresses (differing only in LSB). Write 
cycle merging is also useful when Sequential external write 
cycles write different portions of the same 36-bit word, or 
when Sequential external write cycles over-write Some or all 
of the same 36-bit word, using the byte write capability of 
the preferred embodiment. In each of these cases, like the 
others described above, the selected memory cells to be 
written in both the pending write operation and in the next 
write operation correspond to the same 72-bit double word 
(i.e., having addresses which differ only in LSB), and the 
pending internal write operation which would otherwise 
follow from the first external write cycle is not carried out 
but rather is merged with the next internal write operation. 
AS an example, four Sequential external write cycles, each 
writing a different (or over-writing the same) 9-bit byte 
within a 36-bit word corresponding to a given address, 
followed by four more Sequential external write cycles, each 
writing a different (or over-writing the same) 9-bit byte 
within a 36-bit word at an address which differs from the 
given address only in the LSB, is actually carried out 
internally as a Single internal write operation, Simulta 
neously writing all 72-bits (assuming all 8 bytes were 
byte-write enabled in at least one of the eight cycles) into the 
Selected memory cells. In the event the same 36-bit Single 
word (or a portion thereof) were written in two consecutive 
external write cycles (both preceded and followed by write 
cycles to addresses which correspond to a different 72-bit 
double word than the two write cycles in question), the two 
write cycles would merge, but only one hole (above or below 
the selected array block, but not both) would be enabled for 
writing. That is, a hole is enabled for writing by the need to 
write data into that hole, not just by the fact that two write 
cycles have been merged. 

It should be noted that READ cycles could be merged at 
the expense of an access time penalty, but there is NO Such 
penalty for merging write cycles. To merge read cycles, all 
internal read operations would be 72-bits wide, and a 
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comparison of the read address (just received for the current 
cycle) to the previous read address would be required before 
deciding whether to start an internal read operation, or 
whether the read data is already available as a result of the 
last read operation. 
The ZBT protocol (in which the write data for the external 

write cycle is driven onto the data bus and presented to the 
device during the cycle in which output data would have 
appeared had the cycle been an external read cycle instead 
of an external write cycle) requires a write queue. In 
conventional writing, data is written into the memory array 
on the cycle the data and its address are received. But even 
for more conventional write timing, including the case 
where write data is received at the Same time as the write 
address and write command, delaying the write with a write 
queue offerS Several advantages over conventional writing. 
First, it allows the global input voltages to be changed at a 
time in the cycle that will not disturb the sensing of the bit 
lines or Sense amplifier nodes below. Second, it allows 
merging of write cycles, Since the next address to be written 
already exists on the chip. Third, it allows a write cycle to 
be aborted in the event there is a (parity) error in the address 
field during a write command. If not aborted, Such an error 
would overwrite data at Some address, the data at that 
address lost forever. The ability to abort a write cycle upon 
an error could be done without a write queue, but would 
delay the write until a parity check could be performed. 

FIG. 38 is a Schematic diagram of a latch timing circuit 
930 for generating the major timing Signals which control 
the Sense and restore timing of the bit line Sense amplifiers. 
This latch timing circuit 930 is used to time the simultaneous 
start of both NMOS and PMOS sensing relative to the timing 
of the Selected word line being driven high, to time the end 
of PMOS sensing, and to time the simultaneous end of 
NMOS sensing and the selected word line being brought low 
(which is immediately followed by bit line and bit line sense 
amplifier equilibration). 

In a preferred embodiment, the latch timing circuit 930 
produces three main timing signals, ST1, ST2, and ST3. The 
first timing Signal, ST1, is used to control, relative to the 
timing of the Selected word line being driven high, the 
simultaneous start of both the NMOS and PMOS sensing. 
The Second timing Signal, ST2, is used to control, relative to 
the simultaneous start of NMOS and PMOS sensing, the 
duration of the PMOS sensing, and the third timing signal, 
ST3, is used to control, relative to the end of the PMOS 
Sensing, when to simultaneously end the NMOS Sensing and 
bring the Selected word line back low. Each of these timing 
signals ST1, ST2, and ST3 is independently adjustable 
(described in detail below) and respectively defines a cor 
responding timing interval t, t, and ts. The timing interval 
“t” begins with the selected word line being driven high and 
ends with the simultaneously start of both the NMOS and 
PMOS sensing (i.e., the timing interval “t” is the amount of 
time the Selected word line is high before Sensing). The 
timing interval “t extends from the simultaneous start of 
NMOS and PMOS sensing to the end of PMOS sensing (i.e., 
the timing interval “t” is the duration of the PMOS 
Sensing). The timing interval “t extends from the end of 
the PMOS sensing to the simultaneous end of the NMOS 
Sensing and discharge of the Selected word line (i.e., the 
timing interval “t” is the amount of time the word line 
remains high after the end of PMOS sensing). The adjust 
ment of each of these timing intervals t, t, and t is made 
possible by the adjustment of the three respective timing 
signals ST1, ST2, and ST3, and is described in greater detail 
below. 
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The timing interval t essentially controls how much 
Signal from the memory cell reaches the Sense amplifier 
before starting the NMOS and PMOS sensing. A short t 
does not provide enough time for all the charge in a Selected 
memory cell (especially one located at the “far end” of the 
resistive bit lines, furthest from its bit line sense amplifier) 
to fully share with the charge on the bit line and Sense 
amplifier nodes, and consequently the Sense amplifier begins 
to Sense with leSS Signal than would be developed if, 
alternatively, a longer t were configured. A longer t 
increases operating margins (i.e., bit line Sense amplifier 
differential voltage) at the expense of increased cycle time. 

Similarly, the timing interval t essentially controls how 
much charge is driven onto the high-going Sense amplifier 
node, bit line, and (high-going) memory cell during Sensing. 
Increasing t increases the Voltage Stored into the memory 
cell, but also increases the bit line equilibrate Voltage when 
charge is later shared between true and complement bit lines 
(and sense amplifier nodes). A short t may not provide 
enough charge to develop the desired restored high level 
(e.g., 2.0 volts) on the bit line and into a Selected memory 
cell. Conversely, an excessively long t timing may not 
increase the Stored high level in the memory cell as much as 
it increases the bit line equilibrate Voltage, and thus may 
decrease the high level Signal available for Sensing, particu 
larly at high VDD. 

The timing interval t essentially controls how much 
charge is shared between the Sense amplifier node, the near 
end and far end of a high-going bit line (which typically is 
moderately resistive), and the memory cell. The resistance 
of the memory cell access transistor is much higher when 
restoring a high level (due to its lower gate-to-Source 
Voltage) than when restoring a low level. The t timing is 
constrained by the time needed to write a high Voltage into 
the Selected memory cell through the array Select transistor, 
the resistive bit line, and further through the relatively 
high-resistance memory cell access transistor. A shortt may 
result in a worst case memory cell (one located at the “far 
end of a bit line, furthest from its bit line sense amplifier) 
being written to a restored high level which is too low, for 
a given amount of “Q' transferred into the Sense amplifiers 
(i.e., for the bit line equilibration voltage which results from 
the given amount of “Q”). The available signal to be sensed, 
of course, depends on the high Voltage Stored in the memory 
cell relative to the equilibration voltage of the bit lines and 
internal bit line Sense amplifier nodes. 
To appropriately generate these timing intervals t, t, and 

t to provide for highest performance with acceptable oper 
ating margins, the latch timing circuit 930 generates the 
respective timing signals ST1, ST2, and ST3 using circuitry 
which includes a word line, a bit line pair, and a Sense 
amplifier, all designed to track (i.e., "mimic') the delays of 
the actual circuitry used in the memory array. Referring 
specifically to FIG. 38, some of the major sub-circuits 
include a “timing” word line TWL, a “timing bit line pair 
TBL, TBLB, and a “timing” sense amplifier 966. Other 
Sub-circuits will be introduced and described in the context 
of describing the operation of the latch timing circuit 930 
through an actual cycle. 

Between active cycles, the timing bit line TBL, TBLB is 
equilibrated by transistor 936 located at the “near end” of the 
timing bit line, by transistor 937 located at the “far end” of 
the timing bit line, (and optionally by transistor 965 located 
at the “mid-point” of the timing bit line), which are each 
gated by an “early pulsed-equilibrate signal (a pulsed 
equilibrate Signal that is brought to ground much earlier than 
normal pulsed equilibrate Signals, Such as those for the bit 
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lines and bit line Sense amplifiers). The timing Sense ampli 
fier 966 is also equilibrated between cycles by transistor 947. 
The latch formed by inverters 963, 964 is reset between 

cycles such that node 935 is high, which drives nodes 934 
and 946 to ground, which “writes” a low level of VSS onto 
normally-sized memory cell capacitor 944 through transistor 
943 which is sized like an actual memory cell access 
transistor (i.e., capacitor 944 and transistor 943 replicate the 
layers and layout of a normal memory cell), and whose gate 
terminal is driven with VPP to approximate the high voltage 
of a selected word line. Since node 934 is low, transistor 942 
is off and the equilibrate level on the “true” timing bit line 
TBL is not discharged by transistor 945. Assume that the 
Voltage previously written into normally-sized memory cell 
capacitor 939 and into normally-sized memory cell capacitor 
941, and which is therefore present between cycles, is equal 
to the restored high level desired for the actual memory array 
(e.g., about 2.0 volts). All three timing signals ST1, ST2, and 
ST3 are low between active cycles. 
At the end of the previous active cycle, the early pulsed 

equilibrate signal EP EQ is brought low after having suf 
ficiently equilibrated the timing bit line pair TBL, TBLB and 
timing sense amplifier 966 as described above. This equili 
bration is completed quickly by using oversized transistors 
936, 937, 947 and, if needed, optional oversized transistor 
965. A very early timing signal in the clock-to-row timing 
path, ECLK, is received by the latch timing circuit 930 to 
initiate the generation of the three timing Signals ST1, ST2, 
and ST3. The particular early timing signal selected for this 
role needs to be So early that it is not practical to decode the 
various control Signals to determine whether the particular 
active cycle need not perform the Sense and restore of any 
sense amplifiers (e.g., Such as an idle cycle or a burst cycle) 
in which case the latch timing circuit 930 need not generate 
the three timing Signals at all. Rather, the early clock signal 
ECLK occurs every cycle, and the latch timing circuit 930 
goes through its cycle for every external clock cycle. 
However, to Save power, the three timing Signal outputs 
ST1, ST2, and ST3 (the earliest of which, ST1, occurs some 
delay after the early clock signal ECLK), may be enabled or 
disabled after determining whether a bit line Sense amplifier 
Sense/restore operation is required by the given external 
cycle. 
When an active cycle is initiated, the rising edge of the 

early clock ECLK is received by the gate of transistor 961, 
which grounds node 935 (turning off transistor 945), and 
which “sets” the latch 963, 964 with node 934 pulled high 
by inverter 963 (which ensures that nodes 934 and 935 are 
non-overlapping). Consequently, the Stored low signal from 
memory cell capacitor 944 is then coupled through transistor 
943 (sized to reflect an actual access transistor) and through 
transistor 942 (which is now turned on) and onto the “near 
end” of the true timing bit line TBL. This stored low, 
coupled onto the near end of the timing bit line as quickly 
as possible, is coupled through transistor 934 onto the true 
timing Sense amplifier node TSA (also as quickly as 
possible) to bring the voltage of node TSA down from 1.0 
volts to about 0.9 volts (for this exemplary embodiment). 
The rising edge of the early clock ECLK is also buffered 

by level-shifting VPP-powered inverter 931 and VPP 
powered inverter 932 to drive a “timing” word line TWL, 
which is driven very early in the active cycle (e.g., about 2 
ns earlier than the “selected” word line for the cycle). This 
timing word line TWL is not necessarily as physically long 
or as capacitively loaded as an actual word line in the 
memory array, but is designed (e.g., with the size of inverter 
932 scaled down relative to the actual word line driver) to 
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track the delay of an actual word line. Since the actual 
memory array word lines are implemented in polysilicon 
which is strapped periodically in a metal layer (described in 
greater detail below), the timing word line includes a poly 
Silicon portion to track the delays of the word line Signal 
reaching a memory cell located at the “worst case” position 
(i.e., the memory cell access transistor located furthest from 
the nearest contact to the metal Strap). At the end of the 
polysilicon tracking portion, the timing word line TWL is 
connected to two different memory cells, each identical in 
Size and Structure to a normal memory cell in the memory 
array, which are both connected to the “far end” of the true 
timing bit line TBL, and which cells, as previously Stated, 
each Store a high level. 
When the far end of the timing word line TWL exceeds 

the timing bit line equilibration Voltage by a threshold 
voltage, the two memory cell access transistors 938, 940 
begin to conduct, which couples a high level from each 
memory cell capacitor 939, 941 onto the true timing bit line 
TBL. Since the timing bit line pair TBL, TBLB is also 
designed to track (i.e., "mimic') the delays of an actual 
complementary pair of bit lines, the signal from the “double” 
(or “2C) memory cell (i.e., memory cell capacitors 939, 
941) is eventually imparted onto the internal sense amplifier 
nodes of the timing sense amplifier TSA, TSAB (i.e., 
"timing Sense amplifier,” and "timing sense amplifier bar'), 
which results in the true internal node TSA rising from 0.9 
volts to 1.1 volts as the high level from the “2C” cell 
overcomes the low level from the “IC” cell (i.e., capacitor 
944). This timing bit line arrangement is designed to track 
the delay of a Signal coupled from a memory cell having a 
Stored high level located at the far end of an actual comple 
mentary bit line pair, which is the worst case or slowest path. 
About the same time as the timing word line is driven 

high, a differential amplifier 956 is enabled to amplify the 
differential Voltage on the internal timing Sense amplifier 
nodes TSA, TSAB. When enabled, this differential voltage 
is near the maximum negative Signal occurring when the 
true internal node TSA is about 0.9 volts (from the signal 
coupled from memory cell capacitor 944 and before the 
timing word line is driven high) and the complement internal 
node TSAB remains at about 1.0 volts. When the signal from 
the “2C memory cell starts arriving at the sense amplifier 
966, the voltage of the true internal node begins to rise (in 
approximately an exponential fashion) from 0.9 to 1.1 volts, 
while the complement internal node TSAB remains at about 
1.0 volts. As the differential signal exceeds zero, the differ 
ential amplifier 956 begins to drive its output high, which is 
then buffered by a configurable delay circuit 957 to generate 
the timing Signal ST1, which provides an active-high Strobe 
Signal to the timing Sense amplifier 966 (which signal is 
coupled through NAND gate 970 and inverter 971 to the 
gate of N-channel transistor 953, node 974), and which 
signal is inverted by NAND gate 972 to create a complement 
strobe signal for the timing sense amplifier 966 (which 
signal is coupled to the gate of P-channel transistor 948, 
node 954). 

The timing sense amplifier 966 is preferably implemented 
identically as the actual bit line Sense amplifier circuits 
(including layout parasitics), but omits one of the P-channel 
pull-up transistors (shown by a dotted line 951) and one of 
the N-channel pull-down transistors (shown by a dotted line 
952). This ensures that the timing sense amplifier 966 
always latches in the direction to restore a high level onto the 
true timing bit line TBL (which then restores the high level 
back into the “2C” cell (capacitors 939, 941). 

At the same time that the timing sense amplifier 966 
begins to latch, the rising edge of timing Signal ST1 turns on 
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transistor 962, which pulls node 934 low (briefly over 
powering inverter 963), thereby turning off transistor 942, 
all before the timing sense amplifier 966 substantially begins 
to pull up on the true timing bit line TBL. The inverter 964 
then drives node 935 high, which resets the latch 963, 964, 
and which turns on transistor 945 to restore the low level 
onto memory cell capacitor 944 (whose other terminal, like 
all actual memory cell capacitors, is connected to the 
“PLATE' voltage). Because nodes 934 and 935 are non 
overlapping, there can be no current flow from the true 
timing bit line TBL through transistor 942 and through 
transistor 945 to ground. Consequently, all of the “O'” 
provided by the P-channel transistor 949 (in series with the 
P-channel latch transistor 948) and conducted onto the true 
timing bit line TBL results in a higher Voltage on the true 
timing bit line TBL, with no “Q” wasted by conduction 
through transistor 945, nor with any “O'” wasted by con 
duction through transistors 942 and 943 which might oth 
erwise needlessly charge the memory cell capacitor 944 
prior to its being written to a low Voltage. 
The timing sense amplifier 966 is designed to match the 

delays of an actual bit line Sense amplifier in Sensing and 
then, after latching, in restoring the high and low levels onto 
the bit lines. When the complementary sense enable nodes 
974, 954 are driven to cause the timing sense amplifier 966 
to begin latching, the true timing bit line TBL is driven high 
through transistors 949 and 948, and the complementary 
timing bit line TBLB is driven low through transistors 950 
and 953. Because the timing bit line is resistive (like the 
actual bit lines), Some time is required to drive the Voltage 
of the far end of the timing bit line to its eventual level. A 
second differential amplifier 960 is provided to determine 
when the Voltage of a chosen "tap” along the true bit line 
TBL (or alternatively, when the true sense amplifier node 
TSA) exceeds a configurable reference voltage 959 having 
a nominal value, for example, equal to 2.0 volts. The timing 
signal ST2 is then buffered and routed to the memory array 
to control the turn off time of the PMOS sense enable signals 
for the Selected two rows of regular Sense amplifiers within 
the memory array. It is also inverted (by NOR gate 967) and 
routed to NAND gate 972 to terminate the PMOS sensing in 
the timing sense amplifier 966 of the latch timing circuit 
930. 
The tap position along the true timing bit line TBL is 

chosen to provide the desired high restore level in the actual 
bit line Sense amplifiers. Such a tap may be easily connected 
to the timing bit line which is implemented in a Serpentine 
pattern, as shown, or may be connected to the true Sense 
amplifier node TSA, as appropriate. The best tap connection 
is the one for which the equilibrate voltage established 
following an active cycle varies as little as possible as the 
operating Supply Voltage VDD varies. The timing interval t 
should decrease signicantly as VDD increases. For example, 
contrast the narrow SEB pulse width at a VDD=2.9 volts, as 
shown in FIG. 25, with the much wider SEB pulse width at 
a VDD=2.3 volts, as shown in FIG. 26. 
The latch timing circuit 930 ensures that the delay 

between timing signal ST1 and ST2 (i.e., the PMOS sense 
timing duration) decreases as the VDD voltage increases to 
ensure a written high level which is Substantially indepen 
dent of VDD, even over process and temperature corners. 
For the exemplary embodiment shown, this is accomplished 
by using a "timing bit line and Sense amplifier Structure 
(activated Substantially before the main Sense amplifiers are 
activated), and detecting when the PMOS sensing needs to 
be turned off to achieve a final high voltage of about 2.0 
Volts on the timing Sense amplifier and bit line Structure. The 



6,104,653 
99 

tap location and configurable reference Voltage are set to 
ensure a written high level on the high bit line (and into the 
Selected memory cell) of as close to 2.0 volts as possible 
over a VDD voltage range from 2.3 to 2.9 volts. 

The first timing Signal, ST1, is also coupled to a Second 
configurable delay circuit 963, whose output generates, at a 
configurable time delay later, the third timing Signal, ST3, 
which is buffered and routed to the memory array to turn off 
the selected word line and to preferably terminate the 
NMOS sense enable. The delay through the configurable 
delay circuit 963 may be optimized to be independent of 
both VDD and temperature by powering the inverters form 
ing the delay circuit with a regulated Supply Voltage 
(coupled to node 964) which is designed to increase in 
Voltage as temperature increases. The increase in inverter 
delay, which otherwise would result from the higher 
temperature, may be made to offset the decrease in inverter 
delay which otherwise would result from the higher “supply 
Voltage' and the resulting inverter delay may consequently 
be made constant and independent of both external VDD and 
temperature. The “configurability” of the delay circuit 963 
may be accomplished, for example, by Selectively Switching 
in or out additional inverter pairs in the path from input to 
output. Alternatively, the regulated Supply Voltage coupled 
to node 964 may be a substantially fixed voltage, indepen 
dent of temperature, to generate a configurable delay which 
is independent of VDD, but dependent on temperature. The 
configurable delay circuit 957, which partially determines 
the overall delay from the early clock ECLK to the timing 
Signal ST1, may also be powered by a regulated Supply 
Voltage, as shown, to achieve a constant delay, independent 
of temperature and VD.D. 
The timing sense amplifier 966 is disabled by the timing 

signal ST2 first turning off the PMOS transistor 948, then 
turning off the NMOS transistor 953. The timing signal ST3 
then turns off the timing word line (by circuitry not shown), 
thereby trapping the high level on the “2C memory cells, 
and the early pulsed equilibrate signal EP EQ is driven 
high. The timing sense amplifier 966 is then equilibrated by 
transistor 947, while the timing bit line pair is equilibrated 
by transistors 936, 937, and optionally transistor 965 (as 
described above). This EP EQ signal is then automatically 
brought low near the end of an active cycle to prepare for a 
rising edge on the early clock signal ECLK and the initiation 
of a new active cycle. 

In an alternative embodiment, a Suitable PMOS sense 
enable timing may alternatively be accomplished using a 
String of inverters powered at a Voltage a fixed amount 
below VDD, or by other techniques to achieve a timing 
which is a combination of Several variables, Such as power 
Supply Voltage VDD, bandgap Voltage, transistor threshold 
Voltage and transconductance, temperature, or others. 

The timing intervals t, t2, and t (respectively created by 
the corresponding timing signals ST1, ST2, and ST3) may 
be collectively optimized on a chip-by-chip basis. In a 
preferred embodiment, there may be sixteen different timing 
Settings, each Specifying a particular combination of the t, 
t2, and t timing intervals, ranging from Very aggressive for 
highest performance, to very relaxed for highest yield. 
Referring now to Table 1, the timing setting “1” may 
provide, for example, the most aggressive (i.e., shortest) t 
timing interval, the most aggressive (i.e., Shortest) t timing 
interval, and the most aggressive (i.e., shortest) t timing 
interval. The timing setting “16” may provide for the most 
relaxed t timing interval, the most relaxed to timing 
interval, and the most relaxed t timing interval. Each 
incremental timing setting between “1” and “16' is prefer 
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ably optimized to incrementally increase, by a similar 
amount (e.g., by 10 mV), the signal available at the bit line 
Sense amplifier just before Sensing. To accomplish this, the 
timing Setting "2 may increase the t interval by 200 ps 
compared to the “most aggressive' t value of timing Setting 
“1,” while keeping t and taunchanged. A+200 pS increase 
may be easily achieved by adding two low-fanout "skewed” 
inverters to the logic path Setting the time interval (a skewed 
inverter being one in which the PMOS pullup transistor and 
the NMOS pulldown transistor are sized to favor driving its 
output in a particular direction, rather than sized to provide 
Similar propagation delay and output rise and fall times 
when driving either high or low). A slightly longer increase, 
Such as 220 ps, may be easily achieved by adding two 
inverters, slightly higher in fanout or slightly less skewed (or 
both), to the logic path Setting the time interval. The timing 
Setting “3’ may increase t by 200 pS while keeping the same 
value of the t and t intervals as in timing Setting “1” Each 
Successive low-numbered timing Setting increases the value 
of one of the three timing intervals t, t, and t relative to 
their values in the previous timing Setting, while keeping the 
remaining two timing intervals unchanged. Higher num 
bered timing Settings may increase a given timing interval 
by increasingly larger amounts to maintain a Similar incre 
mental increase in the Signal available at the bit line Sense 
amplifier just before Sensing, or may increase more than one 
of the three timing intervals. For example, the timing Setting 
“15” may increase t and t each by 400 ps relative to the 
respective intervals in timing Setting "14" (compared to a 
200 pS increase in only the t timing interval between timing 
setting “2” and “3”). 
The timing setting “8” is preferably optimized to provide 

a “nominal' value for each of the three timing intervals t, 
ta, and t which is expected to be an appropriate Setting for 
a typical device having typical transistor characteristics, 
typical Sense amplifier offset Voltages, typical bit line 
resistance, etc., and which is desired to provide a 100 mV 
Signal in the bit line Sense amplifier just before Sensing. Note 
that these “nominal values of the timing intervals t, t, and 
t are a function of the process comer. Higher bit line 
resistance, higher access transistor threshold Voltage, or 
lower VPP, for example, raise the nominal value of the t and 
t timing intervals which are called for by timing Setting "8.” 
For the preferred embodiment, the various timing Settings 
provide a variety of t intervals, Some shorter than nominal 
and others longer than nominal, and provided a variety oft 
intervals, Some shorter and others longer than nominal. But 
since the duration of the PMOS sensing is so short for the 
nominal case, for Some embodiments the shortest t interval 
provided is the “nominal value, and more relaxed t inter 
vals are provided for in the timing Settings numbered above 
“8,' as is shown in the Table 1. For the embodiment shown 
in FIG. 38, however, a variety of t intervals, some shorter 
than nominal and others longer than nominal, may be 
provided by altering, for example, the configurable reference 
voltage 959 which is conveyed on wire 962 to the inverting 
input of the differential amplifier 960. 

TABLE 1. 

for a WDD = 2.3 volts 

Timing Desired Signal 
Setting Interval t Interval to Interval to at Sense Time 

1. Fastest Fastest Fastest 30 mV 
2 +200 ps 40 mV. 
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TABLE 1-continued 

for a WDD = 2.3 volts 

Timing Desired Signal 
Setting Interval t Interval to Interval to at Sense Time 

3 +200 ps 50 mV 
4 +220 ps 60 mV 
5 +220 ps 70 mV 
6 +240 ps 80 mV 
7 +240 ps 90 mV 
8 +270 ps 100 mV 
9 +200 ps 110 mV. 
1O +270 ps 120 mV 
11 +300 ps 130 mV 
12 +240 ps 140 mV. 
13 +300 ps 150 mV 
14 +350 ps 160 mV. 
15 +400 ps +400 ps 170 mV 
16 +500 ps +500 ps 180 mV 

During manufacture, this timing Setting “8” is configured 
as the default Setting. During a special test mode (for 
example, at wafer Sort) the timing Setting may be tempo 
rarily made more or leSS aggressive to determine the window 
of operation for each chip. Some of the memory devices are 
found to function correctly with very aggressive timing, 
while others require more relaxed timing. Then, during the 
fuse blowing Sequence for redundancy, timing fuses may be 
also blown to permanently modify the default Strobe timing. 
The timing Setting is preferably Set as aggressively as 
possible to enhance device performance, while maintaining 
adequate Sense amplifier Signal margins for reliability. For 
example, if a timing Setting of “4” is the most aggressive 
timing for which a given device functions without error, then 
the device may be advantageously fuse programmed to a 
timing Setting of “6” to ensure Some additional operating 
margin (the signal to the bit line Sense amplifiers increasing 
as the timing Setting increases). At a later test, Such as at final 
test of a packaged device, the test mode may still be entered, 
and the timing Setting advanced (e.g., by an offset of 2 
timing Settings) from its then fuse programmed Setting (e.g., 
timing Setting “6”) to a more aggressive setting (e.g., result 
ing in a timing Setting of “4”, its previously determined most 
aggressive functional timing Setting), in order to further 
Verify adequate Sense amplifier margins on a chip-by-chip 
basis, independent of which actual timing Setting was fuse 
programmed into the device. 

FIG. 38A is a waveform diagram which illustrates the 
waveforms for the internal nodes of the latch timing Sense 
amplifier shown in FIG. 38. When the “low” signal from the 
“1C memory cell at the near end of the timing bit line 
arrives at the timing Sense amplifier, the Voltage of the true 
sense amplifier node TSA is brought down by 100 mV 
(labeled as time 982) relative to the equilibration level of 
approximately 1.0 volts, at which Voltage the complement 
internal timing Sense amplifier node TSAB also remains. 
Then, when the “high” signal from the “2C memory cell at 
the far end of the timing bit line Starts to arrive at the timing 
Sense amplifier, the Voltage of the true Sense amplifier node 
TSA is brought back high, passing through the Voltage of the 
complement timing Sense amplifier node TSAB (at time 
983), and eventually reaches (if its latch enable is delayed 
long enough) a value of +100 mV relative to the complement 
internal node TSAB. Note that when half of the signal from 
the “2C' high memory cell reaches the timing Sense ampli 
fier (at time 983), differential amplifier 956 (see FIG. 38) 
terminates the timing interval t independent of the particu 
lar magnitude of the memory cell capacitance. Referring 
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again to FIG. 38A, when the latch enable for the timing 
Sense amplifier occurs, the true internal node TSA is driven 
high (labeled as 980). When it reaches the reference voltage 
level of the configurable reference voltage 959 (labeled at 
time 985), the timing interval t is terminated. After the 
propagation delay through the differential amplifier 960 and 
one or more buffers, the PMOS sensing terminates at a time 
labeled 986. With the PMOS sensing terminated, the true 
timing Sense amplifier node TSA reaches a value (after 
charge sharing with the bit line) of about 2.0 volts. At the 
same time, the complement internal node TSAB is driven to 
ground (labeled as 981). Finally, both are equilibrated to 
about 1.0 volts in preparation for the next active cycle. 

FIG. 39 is a block diagram of such a timing setting control 
circuit which uses an “adder” to generate a signal for 
Selecting one of Several possible latch timing Settings, and 
which Signal may be permanently modified by laser fusing 
to alter the default timing Setting, and may also be tempo 
rarily modified, either before or after laser fusing, by elec 
trical test Signals to alter the timing Setting. When in a test 
mode, the electrical configuration inputS may be provided to 
the memory device by logically enabling all four bytes for 
any write cycles, independent of the Status of the four byte 
write control inputs, and then using the four byte write 
control inputs to Specify up to Sixteen different timing 
Setting offsets, Such as -7 through +8. 

FIG. 40 is a timing diagram illustrating the general 
relationship between major timing signals for an array (read 
or write) operation for various embodiments of the memory 
array described. AS is customary in Such “waterfall' charts, 
the waveforms provide a general representation of the 
relative timing of the Signals shown, and the arrows indicate 
which Signal transitions cause corresponding transitions on 
other signals (either directly or after Some intermediate 
delay). AS all the signals shown are well described elsewhere 
herein, this diagram is included to provide additional clarity, 
but need not be discussed separately. 

FIG. 41 is a block diagram of a portion of a memory bank, 
illustrating the row Strapping, in which alternating metall 
and metal2 word lines are each Strapped to an associated 
polysilicon word line to reduce word line delays which 
would otherwise be present if the word lines were imple 
mented only in the polysilicon layer. Such word line Straps 
are preferably implemented using two different layers of 
metal (preferably the two “lowest” layers, metal1 and 
metal2) in order to match the word line pitch without 
requiring any distributed buffers or final decode buffers. 
Polysilicon layers and interconnections are frequently sili 
cided to reduce their resistance, and reference herein to 
“polysilicon' should not be inferred to exclude silicided 
polysilicon. 
The figure is believed to be relatively self-evident, but 

Some features which may not immediately be apparent are 
worthy of description. Four word lines WL.0, WL.1, WL.2, 
and WL.3 are shown. Word lines WLO and WL.1 are 
implemented in the metall layer and traverse horizontally 
across the given memory bank (here showing, for example, 
a small portion of memory bank 561). Word lines WL.2 and 
WL.3 are implemented in the metal2 layer and also traverse 
horizontally acroSS the given memory bank. The metal2 
word lines are located between the metal1 word lines (on the 
lower layer of metal below) so that the coupling between 
adjacent word lines is reduced (e.g., word line WL.2 is 
implemented in a metal2 layer placed largely “between the 
underlying metal1 word lines WL.0 and WL.1). As shown in 
the figure, each of the polysilicon word lines (which may 
exist as more than one segments) of a first adjacent pair 
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connect to a respective metall word line, and each of the 
polysilicon word lines of a second (remaining) adjacent pair 
connect to a respective metal2 word line. In particular, note 
that the upper pair of polysilicon word lines (1003, 1004) 
connect to respective word lines WL.0 and WL.1, which are 
both implemented in metal 1. The lower pair of polysilicon 
word lines (1005, 1006) connect to respective word lines 
WL.2 and WL.3, which are both implemented in metal2. 
This is done to coordinate with the row redundancy 
capability, which replaces word lines in adjacent pairs. Since 
intra-layer shorts (including poly-to-poly, metal 1-to-metal 1, 
and metal2-to-metal2) are more common than inter-layer 
shorts, the efficiency of the limited number of redundant 
rows is enhanced. The redundant rows replace normal (i.e., 
non-redundant) rows in pairs 0,1 or 2,3. With this 
arrangement, a row-to-adjacent row short in either metall, 
metal2, or poly has a 50% chance of causing a failure in two 
rows that would be replaced together anyway. 

The area labeled 1001 provides a row “strap hole” 
wherein half of the metal word lines (of a repeating group of 
four word lines) connect to their respective polysilicon 
counterpart. In particular, word line WL.0 makes a metal1 
to-poly (i.e., polysilicon) contact, and word line WL.2 
makes a metal2-to-metal 1-to-poly (vertical Stacked) contact. 
The other two word lines WL.1 and WL.3 traverse through 
area 1001 without contacting their respective poly word 
lines. Three of the polysilicon word lines traverse through 
area 1001 without a break, but the polysilicon word line 
WL.1 is discontinuous (i.e., there is a “break” in the poly) 
due to the enlarged area of polysilicon required for the 
contacts to the poly word line WL.1 and to the poly word 
line WL.3 to also fit within this area 1001. However, the two 
poly Segments of WL.1 are each contacted by its metal1 
counterpart in each adjacent Strap hole areas (e.g., area 
1002). 

Conversely, the area labeled 1002 provides a row “strap 
hole' wherein the remaining two metal word lines connect 
to their respective polysilicon counterpart. In particular, 
word line WL.1 makes a metal 1-to-poly contact, and word 
line WL.3 makes a metal2-to-metal 1-to-poly contact. The 
other two word lines WL.0 and WL.2 traverse through area 
1002 without contacting their respective poly word lines. 
Three of the polysilicon word lines traverse through area 
1002 without a break, but there is a “break” in the polysili 
con word line WL.2 due to the area required for the two 
contacts to also fit within this area 1002. However, the two 
poly Segments of WL.2 are each contacted by its metal2 
counterpart in each adjacent Strap hole areas (e.g., area 
1001). 

These two areas 1001, 1002 alternately repeat across each 
memory bank using the same interval as the global I/O lines, 
Six of which are indicated in the figure. The read amplifiers 
used to Sense a local output line and Subsequently drive a 
global output line may be advantageously located above the 
word line Strap holes where a break in the memory cell 
Stepping already occurs to accommodate the row (i.e., word 
line) straps. This allows the read amplifier block (e.g., 202, 
204 of FIG. 4) to more readily be laid out in the center of a 
group of bit line Sense amplifier and column Select circuits. 
AS Such, the bit line Sense amplifier pitch may be slightly 
less than twice the column pitch (recalling that half of the bit 
line Sense amplifiers are above the array block and the 
remaining half below the array block). With this 
arrangement, the word line Straps are thus located largely 
beneath the vertically arranged global input and output lines 
generally traversing overhead. With the arrangement shown, 
no memory cell is located more than the width of 32 
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columns (bit line pairs) away from its nearest metal row 
Strap, independent of whether the word line contains a 
periodic polysilicon 'gap' (such as word line WL.1), or 
whether the word line contains no Such periodic polysilicon 
"gaps” (such as word line WL.0). Of course, with this layout 
other contacts are needed at the left and right ends of the 
memory bank. For example, without contact 1007, the 
segment 1008 of poly word line WL.2 would be floating. 
Without contact 1009, the end 1003 of poly word line WL.0 
would be 48 columns from its nearest metal row Strap, 
having more than twice the otherwise worst case distributed 
RC delay (both R and C increase by a factor of 1.5 over the 
otherwise worst case memory cell being 32 columns away 
from its nearest metal row strap). 

FIG. 42 is a layout diagram of a portion of a memory 
bank, illustrating the row Strapping gaps depicted in FIG. 41, 
in which alternating metal1 and metal2 word lines are each 
Strapped to an associated polysilicon word line. The diagram 
shows areas 1001, 1002 from FIG. 41 (and a small portion 
of the Surrounding layout), although a number of columns 
(bit line pairs) have been removed to fit the size of the page 
without loss of comprehension. In the FIG. 42, a heavy-lined 
(“dark”) Square contact, Such as contact 1020, is a metal 2 
to-metal 1-to-poly Stacked vertical contact, whereas a 
lightly-lined Square contact, Such as contact 1021, is a 
metall-to-poly contact. AS the Structure of this layout was 
relatively well represented in FIG. 41, reference should be 
made to the earlier description to assist in understanding. AS 
a further point of clarity, a bit line croSS-Over Structure, 
labeled 1022, is shown which uses metal1 and metal2 to 
croSS a polysilicon bit line pair over each other and over 
another polysilicon bit line pair therebetween. Also shown 
are two dummy rows 1023, 1024 of the guard cells 801 
previously shown in FIG. 36. A pair of polysilicon dummy 
bit lines is also implemented on either Side of each row Strap 
hole to provide photolithographic guard cells at the Side of 
each arrayed group of memory cells (e.g., dummy bit line 
pair 1025, 1026 on the left of area 1002, and dummy bit line 
pair 1027, 1028 on the right of area 1002). For clarity, the 
many layers not associated with the word line Straps or the 
bit line croSS-Over Structures are not included in the figure. 

FIG. 43 is a schematic diagram of another embodiment of 
a column decode arrangement for coupling a Selected Sense 
amplifier through a pair of local I/O lines to a pair of global 
output lines when reading, and for coupling a pair of global 
input lines through the pair of local I/O lines to the selected 
Sense amplifier when writing, with the even column 
addresses Selecting a Sense amplifier below the array block, 
and the odd column addresses Selecting a Sense amplifier 
above the array block, both of which are coupled to the same 
Set of global input/global output lines. Such an embodiment 
(using 1 set of GOUT lines to serve both the sense amplifiers 
above the array block and below the array block) may be 
advantageous if no burst mode need be provided, particu 
larly if the layout is too Squeezed to fit two pairs of global 
input line wires and two pairs of global output line wires 
between the massive vertical VDD and VSS power supply 
WCS. 

A preferred embodiment of the memory device receives 
an external clock signal EXT CLK and a variety of other 
control Signals, including a read/write control R/Wii, an 
advance/load control ADV/LOADTM, a chip enable CE, and 
a clock enable CLKEN. Table 2 describes the internal 
operation performed in response to various combinations of 
these external control Signals. 
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TABLE 2 

assumes CLKEN is valid 

CEi ADV f LOAD# Rif Wii Action Taken 

Valid (L) LOAD (L) R (H) Start Read (load cycle) 
Valid (L) LOAD (L) W (L) Start Write (load cycle) 
(Don't care) ADV (H) (Don't Care) Continue (R, W, or Stop) 
Invalid (H) LOAD (L) (Don't care) Stop 

In the preferred embodiment, the memory device includes 
refresh control circuitry for automatically performing inter 
nal refresh of the memory array without user intervention. A 
Separate refresh control circuit is provided for each memory 
bank, which are each configured to request a refresh request, 
for its respective memory bank, every 256 external clock 
cycles. When a refresh request for a memory bank is 
generated by its refresh control circuitry, it is immediately 
performed if that memory bank is not otherwise occupied 
with an internal "load” cycle (i.e., a load read or write cycle 
to an external address, or an automatic load read or write 
cycle to an internally generated address to continue a burst 
read or write). If the memory bank happens to be busy with 
Such a load cycle and is unable to perform the refresh when 
requested, the request is queued and performed the first 
cycle that the memory bank is available (i.e., not executing 
an internal load cycle). 

Unlike earlier devices, such a “hidden' refresh cycle can 
fully complete in just one cycle, and another internal load 
cycle can begin in the Same memory bank on the very next 
external cycle, if required, in accordance with the next 
command and address received. Thus, even if the memory 
bank is free for only one cycle, a hidden refresh operation 
can be fully performed and the memory bank ready on the 
very next cycle to accept an external load cycle with full 
confidence. This makes Such hidden refresh cycles possible 
totally under internal control, with no user interaction, 
because there is no risk that an external cycle will be 
received that cannot be carried out because the memory 
bank is still busy performing an internal refresh cycle. For 
the same reason, there is no need for a "busy Signal to alert 
the user when an internal refresh cycle is in progreSS. 

The respective counters within each refresh control circuit 
are offset so that every 64 external cycles one of the four 
memory banks adds “1” to its number of queued or pending 
refresh requests. Whenever the number in the queue exceeds 
Zero, that memory bank attempts a refresh on every cycle. 
Therefore, on the first available cycle after the queue is 
incremented, the request is retired (i.e., the refresh cycle is 
performed) and the count in the queue is decremented. No 
further refresh requests are pending in the queue when it 
decrements to its normal state of Zero. For every 256 
external clock cycles, as long as a memory bank is free for 
just one cycle, a hidden refresh can be performed without 
having the queued number of refresh requests increase. In 
the memory device embodiment described, two particular 
address bits (e.g., the A2 and A1 bit) choose which memory 
bank is addressed (recall that the LSB, address bit A0, 
chooses the between the upper or lower 36-bit word 
accessed from a single memory bank). If the user arranges 
the Significance of the external address bits to use the same 
Significance as the memory device, then for any reasonable 
addressing Sequence which accesses Small or large blocks of 
memory, or even those which randomly address various 
addresses, the lower Significance address bits are almost 
assuredly changing frequently. Consequently, as the 
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memory device responds to the particular Sequence of 
addresses, all four memory banks are likely addressed with 
Some reasonable frequency (thus ensuring that each memory 
bank is free reasonably often, Such as, on average, 192 out 
of 256 cycles if all cycles are load read or load write cycles, 
and even more if Some cycles are idle or burst cycles). The 
likelihood of a single memory bank being busy for 256 
straight cycles is very low. Moreover, the likelihood of a 
Single memory bank being busy for additional multiples of 
256 Straight cycles is extremely low. 
A refresh request does not need to be retired before the 

next refresh request arrives. Up to 64 refresh requests may 
be placed into the refresh queue. A refresh flag is provided 
in the extremely unlikely event that the internal refresh for 
a particular memory bank gets very far behind its desired 
rate (i.e., if too many refresh requests are queued). If the 
refresh queue is nearly full, the refresh flag is asserted. For 
example, if a particular memory bank has not performed a 
refresh cycle in 61 x256 external clock cycles, the refresh 
flag is asserted. However, even if a memory bank gets 
Seriously "behind” and has queued up many refresh 
requests, if the memory bank thereafter is free for at least 
two cycles out of every 256 external clock cycles, refresh 
requests will be retired from the queue faster than new ones 
will be added, and the device will eventually "catch up.” It 
is for this reason, along with the depth of the refresh queue, 
that the refresh flag is Seldom, if ever, expected to be 
asserted (provided the user assigns the significance of the 
address bits as described). 
The refresh counters and control circuits are also arranged 

to ensure that no more than three memory banks can perform 
an internal array operation at the same time (one performing 
an internal load cycle, and two each performing a hidden 
refresh cycle) to reduce the worst case current transients 
(i.e., power Supply noise) that would occur if all four 
memory banks were simultaneously active. 
The choice of counting clock cycles to determine when to 

refresh, rather than elapsed time, has Several advantages. 
First, it is easy to do. The clock exists and is always running 
(as required by the phase-locked delay line previously 
described). Second, the refresh interval required for proper 
operation is more or leSS proportional to the operating cycle 
time. As the operating frequency increases (i.e., cycle time 
decreases), more minority carriers are injected into the 
Substrate, increasing the leakage of the memory cells, thus 
decreasing the data retention time of the memory cells. 
Consequently, faster cycling (i.e., shorter cycle times) 
requires more frequent refreshing. Furthermore, another 
Significant Source of cell leakage is the Sub-threshold con 
duction of the acceSS transistors on unselected rows of 
memory cells. This Sub-threshold conduction only occurs 
when the bit line (or complement bit line), to which the 
unselected memory cell is attached, is biased at VSS, which 
only occurs for about 2 nS per cycle. This component of 
memory cell leakage is directly proportional to frequency. 
Again, higher frequency operation requires more frequent 
refreshing. 

In the preferred embodiment, the memory device Supports 
burst mode for both read and write cycles. For example, a 
burst mode read Sequence to read four consecutively 
addressed 36-bit Single words is accomplished by presenting 
the address of the first of the four words, and initiating a first 
“load” cycle as indicated in Table 2 (which, as described 
previously, drives the corresponding output data for the first 
word during a Subsequent external cycle). The next three 
cycles are then initiated as “continue” or “advance counter” 
cycles, and no addresses need be presented to the memory 












