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( 57 ) ABSTRACT 

An artificial intelligence agent is machine trained and used 
to provide physically - based rendering settings . By using 
deep learning and / or other machine training , settings of 
multiple rendering parameters may be provided for consis 
tent imaging even in physically - based rendering . 
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CONTENT - BASED MEDICAL IMAGE 
RENDERING BASED ON MACHINE 

LEARNING 

RELATED APPLICATIONS 
[ 0001 ] The present patent document claims the benefit of 
the filing date under 35 U . S . C . $ 119 ( e ) of Provisional U . S . 
Patent Application Ser . No . 62 / 306 , 407 , filed Mar . 10 , 2016 , 
which is hereby incorporated by reference . 

BACKGROUND 
[ 0002 ] The present embodiments relate to medical imag 
ing of three - dimensional ( 3D ) scans . Data representing a 
volume is rendered for visualization . Due to the many 
different scan settings and patient variability , renderings for 
different patients or at different times appear different . 
0003 ] In an effort to reduce variability , most existing 

medical rendering provides a set of static visualization 
presets for specific workflows or diagnostic contexts . Even 
with static presets , the rendering may require manual adjust 
ment and may not provide consistent rendered results . 
Semi - automatic machine learning approaches have been 
used to provide transfer function design in traditional vol 
ume rendering ( e . g . , projection or alpha blending ) , but may 
still not sufficiently reduce variability . 
[ 0004 ] Variability is particularly troublesome for physi 
cally - based volume rendering , which relies on the physical 
simulation of light propagation ( e . g . , unbiased path tracing ) . 
Physically - based visualization techniques produce global 
illumination effects in computer - generated graphics that 
mimic the real - world interaction of light with various 3D 
objects or tissues . This results in physically plausible images 
that are often easier for the human brain to interpret when 
compared to the more analytical images from traditional 
rendering . For example , subtle ambient occlusions , shad 
ows , and color bleeding provide important depth cues for the 
spatial understanding of 3D relationships between structures 
in a single 2D image , whereas simpler visualization tech 
niques may require additional interaction with the viewing 
parameters ( e . g . , moving the virtual camera around the 3D 
data ) to obtain the same spatial information from the image 

machine training , settings of multiple rendering parameters 
may be provided for consistent imaging or visualization 
even in physically - based rendering . 
[ 0007 ] In a first aspect , a method is provided for content 
based rendering based on machine learning in a rendering 
system . A medical dataset representing a three - dimensional 
region of a patient is loaded from memory . A machine 
applies the medical dataset to a machine learnt non - linear 
model . The machine learned model is trained with deep 
learning to extract features from the medical dataset and 
trained to output values for two or more physically - based 
rendering parameters based on input of the medical dataset . 
At least one of the two or more physically - based rendering 
parameters are controls for consistent data handling , lighting 
design , viewing design , material propriety , or internal ren 
derer property . A physically - based renderer renders a pho 
torealistic image of the three - dimensional region of the 
patient using the output values resulting from the applying . 
The photorealistic image is transmitted . 
[ 0008 ] In a second aspect , a method is provided for 
machine training for content - based rendering in a machine 
training system . First volume data of a volume of a patient , 
a first image of the volume , and first values of path tracing 
rendering parameters are input to training of an artificial 
intelligence . A machine trains the artificial intelligence to 
output second values of the path tracing rendering param 
eters for a second volume data where the second values 
provide a second rendered image of the second volume 
modeled on the first image . The trained artificial intelligence 
is stored . 
[ 0009 ] In a third aspect , a system is provided for content 
based rendering based on machine learning . A medical 
scanner is configured to scan a patient . A machine is 
configured to output settings for rendering parameters by 
application of data from the scan to a machine learnt model . 
The rendering parameters include windowing , transfer func 
tion , and lighting , and the settings are learned to provide a 
first image from the data similar to one or more second 
images for a same diagnostic context . A graphics processing 
unit is configured to render the first image using the settings . 
[ 0010 ] The present invention is defined by the following 
claims , and nothing in this section should be taken as a 
limitation on those claims . Further aspects and advantages 
of the invention are discussed below in conjunction with the 
preferred embodiments and may be later claimed indepen 
dently or in combination . 

parallax 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0005 ] These physically - based visualization techniques 
are more sensitive to changes in the classification or the 
interpretation of the underlying medical data . As a result , 
small changes to the rendering parameters may have a more 
pronounced impact on the perception and interpretation of 
3D structures in the final image as compared to the tradi 
tional volume rendering techniques based on compositing of 
classified voxels along viewing rays . Obtaining very high 
quality reproducible images with diagnostic significance is 
then partially at the user ' s discretion . While existing tech 
niques for providing visualization presets can help , the 
workflow is not fully automated and the resulting rendered 
images may not have consistent quantitative properties 
( color , hue , reflectance , etc . ) across datasets . 

[ 0011 ] The components and the figures are not necessarily 
to scale , emphasis instead being placed upon illustrating the 
principles of the invention . Moreover , in the figures , like 
reference numerals designate corresponding parts through 
out the different views . 
[ 0012 ] FIG . 1 is a flow chart diagram of one embodiment 
of a method for machine training for content - based render 
ing ; 
[ 0013 ] FIG . 2 is a flow chart diagram of an embodiment of 
a method for content - based rendering based on machine 
learning in a rendering system ; and 
[ 0014 ] FIG . 3 is a block diagram of one embodiment of a 
system for content - based rendering based on machine learn 
ing . 

BRIEF SUMMARY 
[ 0006 ] By way of introduction , the preferred embodiments 
described below include methods , systems , instructions , and 
computer readable media for machine training an artificial 
intelligence and use of that artificial intelligence to provide 
rendering settings . By using deep learning and / or other 
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DETAILED DESCRIPTION OF THE DRAWINGS 
AND PRESENTLY PREFERRED 

EMBODIMENTS 
[ 0015 ] Content - based photorealistic rendering of medical 
images is based on machine learning . To produce consistent 
rendered images from 3D medical scans , particularly when 
using physically - based rendering techniques , the machine 
learnt non - linear model determines rendering settings based 
on the content of the 3D medical scan . Due to the variability 
between scan parameters , data contrast , noise , and / or the 
large number of rendering parameters , producing rendered 
images that allow for consistent visual interpretation has 
been a long standing challenge , which has prevented wider 
adoption 3D images for definitive decision support . 
[ 0016 ] In one embodiment , deep learning generates the 
settings for the rendering parameters for the photorealistic 
rendering components , establishing a consistent visualiza 
tion design . This design may be applied to new 3D image 
data in order to provide reliable visual interpretation within 
the diagnostic workflow . Image features , and optionally , 
available non - image data are mapped to sets of rendering 
parameters that produce optimal images , where the relation 
ship between the two is highly non - linear in the general case . 
By targeting the entire or multiple parts of the rendering 
pipeline , a scalable solution leverages machine learning and 
supports consistent photorealistic rendering . 
[ 0017 ] Consistent visual interpretation for 3D images may 
potentially simplify diagnostic workflow and may promote 
the clinical use of 3D data for decision support . Consistent 
photorealistic rendered images may be provided in new 
platforms and workflows , such as fully automated reporting 
and cloud - based rendering services . Consistent visualization 
design as a machine learning problem may be applied 1 ) to 
optimize rendering preset designs tailored to a large variety 
of data types in a unified and scalable way , 2 ) to adapt 
rendering parameters to produce target consistent results 
based on the provided input , 3 ) to adapt rendering param 
eters to specific individual preferences , 4 ) to transfer expert 
trained results to non - expert users , 5 ) to increase the con 
spicuity of visual features in the rendered images ( e . g . , 
pathologies in medical images ) and 6 ) to provide automatic 
rendering presets for specific workflows . A scalable frame 
work is provided for fully automated image generation in the 
clinical workflow . 
[ 0018 ] FIG . 1 shows one embodiment of a method for 
machine training for content - based rendering in a machine 
training system . Optimal rendering parameters may be 
obtained via training an artificial intelligence system . The 
input of the artificial intelligence system may include , but is 
not limited to , the 3D scan data to be rendered , images 
rendered from the 3D scan data , information on the patient , 
and / or information on the diagnostic purpose . Using many 
examples , the machine training learns to provide rendering 
settings for photorealistic rendering based on input data for 
a specific patient . The output of the trained artificial intel 
ligence system is the optimal set of settings for the rendering 
parameters . 
[ 0019 ] The method of FIG . 1 is implemented by a pro 
cessor and a graphics processing unit in a server , computer , 
or other machine . In one embodiment , the system of FIG . 3 
implements the method of FIG . 1 , with or without the 
medical imager 56 and / or display 54 . For example , data is 
input by loading from a memory , a processor performs the 
training based on the data , and the memory stores the learnt 

artificial intelligence . As another example , the medical scan 
ner and / or memory input the data to a server , which per 
forms the training and outputs to a memory . 
[ 0020 ] The acts are performed in the order shown ( top to 
bottom ) or another order . For some forms of learning , results 
may be fed back as input in a repetition of the acts . 
[ 0021 ] Additional , different , or fewer acts may be pro 
vided . For example , act 22 is not provided , such as where the 
trained artificial intelligence is used rather than stored for 
later use . 
10022 ] . In act 12 , training data is input . The training data is 
gathered from one or more memories , sensors , and / or scan 
ners . The gathered data may be stored and / or transmitted to 
a buffer , memory , cache , processor , or other device for 
training . This gathered training data is input to the machine 
learning algorithm . 
[ 0023 ] Many samples of the same type of data are input . 
To learn statistical or other relationships that may be suffi 
ciently complex that a human cannot perceive the relation 
ships in a same level , tens , hundreds , or thousands of 
samples are provided . 
[ 0024 ] Any data may be used . Since the artificial intelli 
gence is to be trained to provide settings for rendering 
parameters , scan data is provided . For each sample , the scan 
data represents a patient . A two - dimensional ( 2D ) , 3D , 
2D + time sequence , 3D + time sequence , and / or other image 
or scan data may be used . 
[ 0025 ] Other information than scan data may be provided 
for each sample . Patient non - image data may be input to the 
training . Higher dimensional data includes but is not limited 
to patient information such as a ) natural language medical 
documents or information extracted therefrom of previous 
diagnosis and / or clinical procedures ; b ) previous medical 
test results ; c ) previously processed medical images and 
measurements ; d ) computational modeling results ; e ) para 
metric image information derived from medical image 
analysis algorithms ( e . g . cardiac strain map or elasticity ) ; 
and / or f ) other information ( e . g . , scanner settings ) . 
[ 0026 ] For training , the goal or ground truth information is 
input . The artificial intelligence system is trained with 
labeled data ( e . g . , pairs of input and corresponding desired 
output ( e . g . , rendering parameters , optimal rendered images , 
and / or photographs / movies of the real object ) ) . Based on the 
provided data , the artificial intelligence system is trained to 
produce the desired output from any input . The ground truth 
is provided by desired settings of the rendering parameters 
for each scan dataset . The values of the path tracing ren 
dering parameters for desired results of each sample are 
input to the training . Alternatively or additionally , the 
ground truth is provided as a desired rendered image for 
each scan dataset . A rendered image for each scan dataset is 
provided . In other embodiments , an image with desired 
visualization is provided for multiple datasets . Using a 
renderer , the machine training may learn the settings that 
produce similar visualization . 
[ 0027 ] The input samples may provide both negative and 
positive training samples . For example , scan datasets and 
settings providing desired and undesired images are input . 
The training learns to distinguish the desired settings from 
both good and bad settings . 
[ 0028 ] In one embodiment , additional samples are created 
by perturbing the path tracing rendering parameters of an 
input sample . The perturbing creates a collection of sets of 
the path tracing rendering parameters for each scan data set . 
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The artificial intelligence system is applied on the input scan 
dataset to generate rendering parameters , which are then 
perturbed to generate a pool of rendering parameters . Ren 
dering is then performed using the sets of rendering param 
eters in the pool to produce a pool of corresponding images . 
Human users or other operators then visually examine the 
produced images and select the satisfying images . The 
rendering parameters for the selected images are then used 
as desired output and / or a sub - set as positive ground - truth . 
The rendering parameters for the unselected sub - set of 
images are not used or are used as negative ground - truth . 
[ 0029 ] In another approach to gather samples for input , a 
web - based or network - based service is provided . A website 
or network portal allows a user to upload the input data ( i . e . , 
image and additional information ) . The server or other 
processor then runs the artificial intelligence system and / or 
perturbs possible rendering settings to renderer a pool of 
images . The service then provides the generated images to 
the user and asks the user to select the satisfying images . The 
rendering parameters corresponding to the user selected 
images are then stored as the desired output for the input 
( i . e . , ground truth ) . By providing such a service , additional 
samples for training may be gathered over time . 
[ 0030 ] The input may be repeated . The training of the 
artificial intelligence system is performed periodically or 
multiple different times . After additional samples are col 
lected ( e . g . , through the web - based service ) , the training is 
repeated using the additional samples with or without pre 
vious samples used for earlier iterations of the training . 
[ 0031 ] In act 14 , the artificial intelligence or intelligences 
are machine trained . The collected samples , including 
ground truth , are used to train . A machine , such as a 
processor , computer , server , or other device learns from the 
samples . Using machine - learning , complex statistical rela 
tionships between large numbers ( e . g . , tens , hundreds , thou 
sands , or more ) of input variables to any number of output 
variables are extracted from the large number of samples . 
[ 0032 ] The training is for imaging in any context . One 
model may be learned for any number of imaging situations . 
Alternatively , different models are trained for different situ 
ations . The different situations may include different scan 
modalities ( e . g . , different model for computed tomography , 
magnetic resonance , ultrasound , positron emission tomog 
raphy , and single photon emission computed tomography ) . 
The different situations may include different types of tissue 
of interest ( e . g . , liver versus kidney ) , different diagnostic 
purpose or workflow ( e . g . , cancerous lesion versus bone 
calcification ) , and / or different users ( e . g . , different operators 
may have different preferences for visualization ) . 
[ 0033 ] Any now known or later developed machine learn 
ing may be used . Regression , classification , and / or rein 
forcement learning are used . Regression training learns a 
range or continuous output by minimization of a metric . 
Classification learns disparate outputs . Reinforcement learn 
ing learns through a sequence of actions with feedback . 
Neural network , Bayes network , or support vector machine 
training may be used . Hierarchal or other approaches may be 
used . Supervised or semi - supervised machine learning may 
be used . 
[ 0034 ] To train , features are extracted from the input data . 
Haar wavelet , steerable , or other features may be extracted 
from the scan dataset or images . Measures or other infor 

mation may be extracted from non - image data . Alterna 
tively , the input data itself ( e . g . , scalar values of the scan 
dataset ) is used . 
[ 0035 ] In an alternative represented in act 16 , the machine 
learns features as part of the training . For example , deep 
learning ( e . g . , deep structured learning , hierarchical learn 
ing , or deep machine learning ) models high - level abstrac 
tions in data by using multiple processing layers with 
structures composed of multiple non - linear transformations , 
where the input data features are not engineered explicitly . 
A deep neural network processes the input via multiple 
layers of feature extraction to produce features used to 
derive outputs of settings for rendering . The deep learning 
provides the features used by other machine training to learn 
to output the rendering settings . Other deep learnt , sparse 
auto - encoding models may be trained and applied . The 
machine training is unsupervised in learning the features to 
use and how to classify given an input sample ( i . e . , feature 
vector ) . 
[ 0036 ] Using deep learning , the input features required for 
the machine learning are not engineered by the user explic 
itly , as in shallow learning algorithms . This is especially 
useful with render settings , which may not have an explicit 
natural relationship with the input data . Deep learning 
figures out the data features that end up providing a good 
classifier or model . Deep learning is known to be effective 
in extracting high level abstractions ( features ) from low 
level input data ( e . g . , raw images ) that is suitable for the 
trained task , so may be more convenient than and superior 
to hand - crafted features for identifying features for render 
settings . In addition , learning - based automatically rendering 
setting selection is a less studied problem , with no hand - craft 
feature specifically designed for this problem . Standard 
hand - craft features , like HAAR feature or SIFT feature , 
designed for other general computer vision tasks may not be 
suitable for rendering setting . 
[ 0037 ] In act 18 , the machine trains to output rendering 
settings to provide consistent imaging . To reduce variability , 
the training learns to provide rendering settings that result in 
a rendered image with similar or same visualization despite 
differences in the content of the data . The path tracing or 
other physically - based rendering settings so that the ren 
dered image for a given input scan dataset looks and feels 
similar to an ideal are learned . The machine learns to output 
renderer settings to model the resulting rendered image for 
a given scan dataset on a desired image . The learned sets of 
parameters establish a visualization design that may be 
reused when new data is introduced to the system in order 
to provide consistent rendered images . In this way , the 
machine may learn renderer settings to provide rendering to 
a standard . Rather than render with the same preset values 
for a given context , the values are based on a given input 
dataset . In various embodiments of the system , consistency 
refers to consistent data handling , consistent viewing , and / or 
consistent visual styles , which may be utilized both in 
automated and interactive clinical workflows . 
[ 0038 ] The ground truth provides consistency . Where the 
ground truth uses similar or consistent images and / or set 
tings that result in similar or consistent images despite 
variance in the scan datasets , the training learns to output 
settings providing the consistency . The notion of optimal 
rendering parameters and optimal output images relates to 
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using objective quality measurements , subjective quality 
measurements , clinical significance ratings , and / or other 
indicators of consistency . 
[ 0039 ] In one embodiment , the consistency is learned 
using a measured or calculated metric . The training uses a 
metric of similarity . Any metric of similarity may be used . 
Example computed metrics may be visual perception met 
rics based on visual systems , comparative differences , per 
ceptual hash , mutual information , correlation , computed 
feature signals , or simple error metrics . The metrics may be 
automatically computed or provided by the users . The metric 
is used as an indicator of strength of importance of a given 
training sample . 
[ 0040 ] Alternatively or additionally , one or more metrics 
are used in reinforcement learning . For example , deep 
reinforcement learning uses a similarity of the rendered 
image from a sample to a reference image . The similarity is 
used as a reinforcement . The output image rendered from a 
given set of rendering settings for a sample of scan data and 
the associated quality metrics ( i . e . , similarity ) are fed - back 
into the learning system for additional refinement of the 
learned parameters ( e . g . , in deep supervised and / or rein 
forcement learning ) . A metric measuring the similarity of 
one rendered image to one or a group of rendered images 
with the desired quality is calculated , and used as the 
“ reward ” to train the artificial intelligent agent using the 
deep reinforcement learning technique . 
[ 0041 ] Other quality metrics than similarity may be used . 
The choice of metric to use may depend on the types of 
features relevant to a specific clinical data domain . Depend 
ing on the diagnosis of interest or medical workflow , dif 
ferent pathologies may be of interest . Different rendering 
settings increase the conspicuity of different pathologies . 
The quality metric in the reinforcement learning is used to 
learn to provide the optimal rendering parameters for 
increasing the conspicuity of the pathology of interest . 
[ 0042 ] In one embodiment , the artificial intelligent agent 
is a deep neural network that takes in the output of the 
reinforcement agent as its input , and outputs one quality or 
similarity metric ( referred to as “ action - value ” ) for each 
possible action ( e . g . , set of rendering settings ) , indicating the 
effect of taking these actions ( i . e . , higher values are associ 
ated with actions that can improve the rendering quality ) . 
The agent also analyzes the action - values , and selects one 
action to perform . The set of rendering parameters providing 
the highest implementable quality rendering are selected as 
the output . 
[ 0043 ] In another embodiment , a probability distribution 
of different values of the metric ( i . e . , different similarities ) is 
used for the selection . The selected action is the action with 
highest action - value or randomly selected from the actions 
with a probability distribution assigned based on the rank of 
action - values . In a typical scenario , actions with higher 
action - values are assigned higher probability , but any 
assignment may be used . 
[ 0044 ] In other or additional reinforcement learning , the 
training is modeled after steps taken by an expert or other 
user to achieve the desired visualization for the training data . 
The user ' s sequence of adjustments to provide the desired 
rendering from the scan dataset is monitored ( e . g . , select 
transfer function T1 , then window function W1 , then select 
a different transfer function T2 , then select a material 
reflectance MR1 , . . . ) . The learning uses metrics for each 
stage or step to learn the settings used for each . The actions 

of the expert are extrapolated to different training datasets or 
included for each training dataset . The training learns to 
provide final rendering settings based on the monitored 
sequence . 
[ 0045 ] Rather than using a rendered image or multiple 
rendered images as the ground truth and / or for calculating 
similarity , a photograph or video of the imaged tissue , 
imaged object , or other real - world references is used . The 
physically - based rendering provides photorealistic images . 
By comparing or training to real photos or video , the training 
learns to provide rendering settings modeled after real 
images . The desired output is labeled using actual optical 
images so that the rendering parameters result in a matching 
look and / or feel . Other modes of images may be used for the 
ground truth or reinforcement metric , so that the training 
learns to output rendering settings modeled after the differ 
ent modality ( e . g . , render CT data to match the look of 
rendered MR data ) . 
100461 In act 20 , one model is trained to output settings for 
multiple rendering parameters . In other embodiments , a 
hierarchy or other grouping of models are trained to output 
the settings for multiple rendering parameters . Using the 
training data and ground truth , the machine is trained to 
output settings of rendering parameters . By outputting set 
tings for two or more rendering parameters for a given scan 
dataset , less manual setting of parameters is needed . In path 
tracing or other physically - based rendering , the amount of 
processing and time required to provide the photorealistic 
imaging may cause delays . Compounding such delays with 
user adjustment , it may be overly time consuming to provide 
a desired rendering manually . By using machine learning to 
provide the initial settings for multiple parameters , the 
machine trained model contributes to less delay in achieving 
the desired rendered image . 
10047 ] The model may be trained to output any number 
and / or type of rendering parameters . For example , one or 
more data consistency parameters are to be output . Data 
consistency parameters include windowing , scaling , level 
compression , data normalization , or others . As another 
example , one or more transfer function design parameters 
are to be output . Transfer function design parameters include 
classification look - up tables , multi - dimensional transfer 
functions , tissue - specific transfer functions , or other transfer 
functions . In another example , one or more lighting design 
parameters are to be output . Lighting design parameters 
include type of virtual lights , position of the virtual light 
sources , orientation of the virtual light sources , image - based 
lighting sources , or others . In yet another example , one or 
more viewing design parameters are to be output . Viewing 
design parameters include type of camera , position of the 
camera , orientation of the camera , intrinsic parameters for 
viewing , or others . In other examples , one or more use - case 
specific parameters are to be output . Use - case specific 
parameters are settings specific to a given use , such as a 
particular camera position for a given type of medical report 
or use of two cameras for stereoscopic viewing . 
[ 0048 ] The parameters may be specific to physically 
based rendering , such as internal render properties . The 
setting for any parameter for path tracing , unbiased path 
tracing , Monte Carlo rendering , global illumination , or other 
simulations of light propagation may be learned . For 
example , a global albedo , or surface reflectance coefficient , 
may be learned for the volume data , which describes the 
relative importance of light scattering versus light absorp 
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tion . Settings for any parameters for material property 
controlling the interaction with light may be learned . For 
example , the transparency , reflectivity , surface roughness , 
and / or other properties may be modeled in the physically 
based rendering , so included as rendering parameters . 
Albedo may also be learned as a per - material property for 
the different tissue classes in the volume data . Since the 
effect of various settings of material type or light interaction 
may not be instinctive to a user , training the model with 
machine learning to provide the initial settings may assist 
the user . 
[ 0049 ] All or a sub - set of the rendering parameters are to 
be output by the machine learnt model . For example , the 
model is trained to output any number of data consistency , 
transfer function , lighting , and viewing parameters . For fully 
automatic , the model is trained to provide settings for all of 
the rendering parameters . For interactive or other semi 
automatic operation , the model is trained to provide settings 
for some but not all of the rendering parameters . For 
example , all of the rendering parameters are output except 
for the view design parameters , which are under the control 
of the user . The viewing camera parameters are under the 
control of the user , so the machine learning is for settings of 
other parameters . The user controls the view design param 
eters independently . 
[ 0050 ] The model is trained to output settings for multiple 
parameters regardless of the user - controlled parameters . 
Alternatively , the user - selected parameters are an input to 
the classification so that the output settings account for the 
user - selected settings . The model learns to output rendering 
parameter settings based , in part , on settings for one or more 
parameters under the control of the user . The artificial 
intelligence is trained to output the values for the rendering 
parameters based on user selected viewing camera param 
eters . Subsets of the rendering parameters are used as 
additional inputs in the training phase of the machine 
learning algorithm . In that case , the machine learning algo 
rithm output is an optimized subset of the rendering param 
eters . The user input settings may be optimized or not while 
the other settings are optimized by the model . In an inter 
active viewing application , the input to the training is a 
higher dimension vector including the input scan dataset and 
reference viewing parameters . 
[ 0051 ] In another embodiment , the artificial intelligence is 
trained to account for different ambient conditions in the 
real - world viewing environment of the user . The settings for 
" ambient - varying ” rendering of a volume are learned . The 
training data includes different ambient light conditions and 
measures of the ambient light using light probes . The model 
is trained to account for ambient luminosity of the room . The 
luminosity is sent to the trained model , which adapts the 
rendering parameters automatically to provide the same 
content - based realistic rendering . 
[ 0052 ] The training may be repeated . As the machine 
trained model is used , the user may adjust some of the output 
settings . This adjustment , the setting , and / or image resulting 
from the adjustment are added to the training data . The 
machine learning model is refined by repeating the learning 
with the addition feedback as samples from which to learn . 
The manually adjusted settings of the parameters define 
personalized visualization designs . Other sources of further 
training data may be used . 
[ 0053 ] The repetition of the training may be performed 
separately for different users , physicians , medical groups , 

hospitals , or other grouping . Personalized training is used so 
that consistent images for a relevant group are provided . In 
other embodiments , the repetition is provided for all users . 
[ 0054 ] In act 22 , the trained artificial intelligence is stored . 
The result of the training is a matrix . The matrix represents 
the learned knowledge through machine training . The matrix 
includes an input vector and outputs for the settings of the 
rendering parameters . Other machine - learnt model represen 
tations may be used , such as a hierarchy of matrices or other 
non - linear models . 
[ 0055 ] The trained model is stored in a memory . Any 
memory may be used . The memory used for the training data 
may be used . For application , the memory may be in other 
devices . For example , the trained model is stored in a 
memory of a server . The server uses the trained model to 
output rendering parameters to clients or to a server - based 
renderer which outputs rendered images to the clients . As 
another example , multiple copies of the trained model are 
provided to different physicians , medical scanners , and / or 
workstations for use by different physicians . 
[ 0056 ] FIG . 2 shows one embodiment of a method for 
content - based rendering based on machine learning in a 
rendering system . The machine learnt model or artificial 
intelligence agent is applied . For a given patient , a rendering 
of a scan dataset is to be performed . The artificial intelli 
gence agent is applied to the scan dataset with or without 
other input information , outputting values for the rendering 
parameters . The values result in consistency in photorealis 
tic rendering , possibly avoiding time consuming manual 
adjustment of various rendering parameters to achieve the 
desired visual . 
[ 0057 ] The method is implemented by a computer , server , 
or other processor with a graphics processing unit or other 
renderer and a display . For example , medical data is loaded 
from memory . A light sensor measures the ambient light or 
captures a light probe image , and a computer applies the 
machine learnt model , outputting values for rendering . A 
renderer uses the values to render from the medical data , 
resulting in transmission of the rendered image to a display . 
Different devices may be used , such as a controller or 
medical scanner processor performing the application and / or 
rendering 
[ 0058 ] Additional , different , or fewer acts may be pro 
vided . For example , the ambient light is not measured in act 
32 . As another example , the rendering of act 42 and trans 
mission of the photorealistic image of act 44 are not pro 
vided , but instead the values of the rendering parameters are 
stored or transmitted . In yet another example , acts for 
manual adjustment and / or initial setting of one or more 
rendering parameters are provided , such as for an interactive 
rendering workflow . In other examples , none , one or two of 
acts 36 - 40 are performed without others of that set of acts . 
[ 0059 ] The acts are performed in the order shown ( top to 
bottom ) or other orders . For example , the ambient light may 
be measured in act 32 prior to loading the medical data in act 
30 and / or in parallel with performing act 34 . 
[ 0060 ] In act 30 , medical data is loaded from a memory , 
sensors , and / or other source . A medical scanner may provide 
the data , such as a medical dataset representing a 3D region 
of the patient . Mining of a patient ' s computerized medical 
record may be used . Medical information from a picture 
archiving and communications server may be obtained . Any 
source may be used . 
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a regression , classification , or reinforcement - learnt model . 
In one embodiment , the machine learned model is trained 
with deep learning ( e . g . , deep neural network ) to extract 
features from the medical dataset . By applying the deep 
learnt model in act 36 , features are extracted from the 
medical dataset . One or more other features may be 
extracted from the medical dataset using manually or user 
configured features . These features may then be used by 
another machine learnt model and / or another hierarchal 
stage to output the values for the rendering . For example , a 
further reinforcement - learnt model is applied . The extracted 
features are input to the machine learnt model for applica 
tion . 

[ 0061 ] The medical data is for a given patient . While the 
training may use samples from many patients to learn 
features and / or learn to classify input medical data to 
provide values for rendering , the learnt model is applied to 
the medical data for a patient to output values for rendering 
parameters for that patient . The same or different machine 
learnt models are applied to data for any number of patients . 
[ 0062 ] Any type of medical data is obtained . Scan data 
representing a 3D volume is loaded as a medical dataset . The 
scan data may be from multiple two - dimensional scans or 
may be formatted from a 3D scan . The medical data may 
include non - image or non - scan data , such as patient test 
results , physician notes , lab results , diagnosis information , 
billing codes , clinical data , patient history , or other infor 
mation . 
[ 0063 ] The medical data includes the information learned 
to be used by the machine - trained model . Ground truth 
information and / or similarity or quality metric measures 
may be not provided . Where the machine learning learned to 
use feedback of predicted ground truth , then that feedback 
may be created and used as an input . The content to be used 
to determine the settings of the rendering parameters is 
provided to the machine - learnt model . For example , just the 
3D scan data is provided as a medical dataset for a given 
patient . As another example , the 3D scan data and diagnostic 
information are provided as the medical dataset for the 
patient . The diagnostic information may be used to select the 
machine - learnt model to use and / or be part of the input 
feature vector . 
[ 0064 ] Some machine learnt models may be robust or still 
operate with some of the input feature vector missing . 
Alternatively , all of the information needed for the input 
feature vector is loaded . 
10065 ] In act 32 , a sensor measures ambient light . Any 
luminosity sensor may be used , such as a charge coupled 
device . The sensor provides a measure of the luminosity . 
This measure may be used as an input in the input feature 
vector and / or to select a particular machine learnt model to 
use . In alternative embodiments , the rendering is not based 
on ambient lighting conditions , so no measurement of ambi 
ent light is provided . 
[ 0066 ] In an alternative embodiment for act 32 , a light 
probe image is obtained as the measure of ambient light with 
a camera as the sensor . The image is obtained using any of 
a variety of ways and then used for high dynamic range 
image - based illumination during rendering . Examples ways 
for obtaining light probe images include capturing high 
dynamic range photographs of a mirrored ball , stitching 
multiple photographs , or using self - contained panoramic 
cameras . 
[ 0067 ] In act 34 , the medical dataset is applied to the 
machine learnt model . The loaded medical dataset is pro 
cessed by a machine , such as a computer , processor , or 
server . The machine uses the internal representation of the 
machine learnt model . The input feature vector is created 
and / or is the medical dataset . The machine inputs the feature 
vector , resulting in the machine learnt model outputting the 
rendering settings based on the learned knowledge . 
[ 0068 ] Acts 36 - 40 represent different acts in applying the 
machine - learnt model of presets for one or more rendering 
parameters . Additional , different , or fewer acts may be 
provided . 
[ 0069 ] The machine learned model was previously 
learned using any approach for machine learning , so may be 

[ 0070 ] Where the training was for consistency , the appli 
cation of the machine learnt model is more likely to output 
values in act 38 resulting in the photorealistic image corre 
sponding to a standard image despite differences in the 
medical dataset . The photorealistic image is created using 
path tracing , other physically - based rendering , or reference 
photographs . The model uses the input feature vector to 
predict the values for rendering that result in the rendering 
of the scan data as an image with desired characteristics . The 
standard image may be a group of images having similar 
characteristics , such as resolution and / or contrast for a 
particular type of tissue or lesion . The rendering values 
output were learnt in order to provide the same or similar 
resolution and / or contrast for that particular type of tissue . 
Different machine learnt models may be used for different 
diagnostic and / or workflow situations , such as outputting 
values for breast cancer imaging or for fetal imaging . 
[ 0071 ] In another embodiment , the ambient light mea 
sured in act 32 is applied to the machine learnt model with 
or as part of the medical dataset . The machine learnt model 
is trained to output the values based in part on the ambient 
light . By applying the ambient light measure , the machine 
learnt model outputs values for the rendering parameters that 
account for ambient light . Photorealistic images may be 
output as if lit by the ambient light in a room or to which the 
patient is subjected . Where the photorealistic images are 
used for augmented reality , use of ambient light and con 
sistency in imaging accounting for ambient light may result 
in better blending or greater visual appeal . 
10072 ] The machine learnt model is trained to output any 
number of values for a respective number of rendering 
parameters in act 40 . For example , values for two or more 
physically - based rendering parameters are output based on 
the input medical dataset . Three or more , all , or a sub - set of 
any number of rendering parameters may have their values 
output by application to the machine - trained model or group 
of models . Example rendering parameters include controls 
for consistent data handling , transfer function , lighting 
design , viewing design , material propriety , or internal ren 
derer parameters . One or more of the output values are for 
non - transfer function parameters . 
[ 0073 ] In an example embodiment , the machine - learnt 
model or set of models output values for all of the rendering 
parameters except for viewing design . One or more param 
eters for viewing design are left to the user , such as for user 
navigation or setting of the camera position , orientation , 
and / or scale . The user inputs the values for all or some of the 
viewing design parameters , and the application of the medi 
cal dataset to the machine learnt model provides the values 
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for all of the other rendering parameters . Additional , differ 
ent , or fewer types of rendering parameters may use initial 
input by the user . 
[ 0074 ] The user may adjust model output values . Since 
physically - based rendering may be more time consuming 
than traditional rendering , providing a comprehensive set of 
values for the rendering parameters more likely to result in 
the desired image initially may avoid time - consuming 
adjustments . The user may , however , make any number of 
adjustments . The number and / or amount of change may be 
less due to the assistance by the machine learnt model . 
[ 0075 ] In act 42 , a physically - based renderer renders the 
photorealistic image of the 3D region of the patient using the 
values output from the application . The output values of the 
machine - learnt model are used as settings by the physically 
based renderer . For example , a sub - set or all of the rendering 
parameters for rendering with unbiased path tracing have 
values established by the output of the machine - learnt 
model . 
[ 0076 ] The physically - based renderer is a graphics pro 
cessing unit , array of graphics processing units , workstation , 
server , computer , or other machine capable of the required 
computations . Any physically - based rendering algorithm 
capable of computing the light transport may be used , such 
as path tracing , unbiased path tracing , Monte - Carlo path 
tracing , or Metropolis light transport . The physically - based 
rendering simulates the physics of light propagation to 
create an image instead of accumulating volume samples 
with local illumination along viewing rays from the camera , 
as is done for traditional volume rendering . In path tracing 
implemented for physically - based rendering , the paths of 
light or photons , including due to scattering and absorption , 
are modeled and used for rendering . The physically - based 
rendering result may be built up over time as the rendering 
may rely on probabilistic scattering and tracing millions of 
light paths . 
[ 0077 ] The rendering results in a photorealistic image . A 
sequence of images may be provided as the image is built or 
rendered . Alternatively , for a given set of values of rendering 
parameters , a single image is output . In either case , the 
photorealistic image is rendered using presets from , at least 
in part , the machine - learnt model . A sequence of images due 
to alteration of values for one or more rendering parameters 
may be output . The user or renderer may change the values , 
such as rotation of a camera or for modeling fly - through . 
0078 ] In act 44 , the renderer , host computer of the ren 
derer , or other device transmits the photorealistic image or 
images . The transmission is over a bus , through a network 
interface , over a network , to a memory , or to a display . For 
example , the image is loaded into a buffer and output from 
the buffer to a display for viewing by a physician to aid 
diagnosis or pre - operative planning . A computer - generated 
representation of the medical data suitable for viewing by 
human users ( e . g . , 2D images , videos , stereoscopic image 
pairs , volumes , holograms , or lightfields ) is output . Alter 
natively , the output may be for storage and / or for further 
machine analysis . 
[ 0079 ] The transmission may be for any one or more of 
various purposes . In one embodiment , the transmission of 
the photorealistic image is part of a diagnostic report . A 
given diagnostic report may be specific to context , such as 
a report for kidney stones . Any kidney stones should be 
visible in an image . The photorealistic image shows kidney 
stones based on the values of the rendering parameters 

output by the model trained to create such images . The 
optimal context - specific images are provided for an auto 
mated diagnostic report in the clinical workflow . 
[ 0080 ] In another embodiment , the transmission is to a 
display as an initial image for interactive viewing . The 
machine learnt model is used to initialize interactive view 
ing applications in the clinical workflow . By providing 
values for rendering parameters so that the images are 
consistent with an established visualization design , the 
amount of user interaction may be reduced . 
[ 0081 ] In yet another embodiment , the transmission is to 
an augmented reality device . For example , a physician may 
wear augmented reality glasses . The photorealistic image , 
with or without added annotations or graphics , is projected 
onto the glasses as an overlay on the actual view seen by the 
wearer . In other example , the photorealistic image is com 
bined with a camera image and / or is used as a replacement 
for the camera image . In an augmented reality setup , the 
rendered image may be overlaid onto a live stream of 
real - time medical images ( ultrasound , X - ray , optical lapa 
roscopy , etc . ) . 
[ 0082 ] FIG . 3 shows a block diagram of one embodiment 
of a system for content - based rendering based on machine 
learning . The system is for training with machine learning 
and / or application of a machine learnt model . Using deep 
learning , learning to provide consistent images despite vari 
ability of input scan data , and / or learning a plurality of 
physically - based rendering parameters , a machine - learnt 
model is trained to output settings for rendering parameters 
given a new volume for a patient . 
[ 0083 ] The system implements the method of FIGS . 1 
and / or 2 . Other methods or acts may be implemented , such 
as providing a user input ( e . g . , mouse , trackball , touch pad , 
and / or keyboard ) and user interface for interactive render 
ing . 
100841 . The system includes a machine 50 , a memory 52 , 
a display 54 , a medical imager 56 , and a renderer 58 . 
Additional , different , or fewer components may be provided . 
For example , the medical imager 56 and / or memory 52 are 
not provided . In another example , a network or network 
connection is provided , such as for networking with a 
medical imaging network or data archival system . A user 
interface may be provided for interacting with the machine 
50 , renderer 58 , or other components . 
[ 0085 ] The machine 50 , memory 52 , renderer 58 , and / or 
display 54 are part of the medical imager 56 . Alternatively , 
the machine 50 , memory 52 , renderer 58 , and / or display 54 
are part of a server , workstation , or computer separate from 
the medical imager 56 . The machine 50 , memory 52 , ren 
derer 58 , and / or display 54 are a personal computer , such as 
desktop or laptop , a workstation , a server , a network , or 
combinations thereof . In yet other embodiments , the 
machine 50 and memory 52 are part of a separate computer 
from the renderer 58 . 
[ 0086 ] The medical imager 56 is a medical diagnostic 
imaging system . Ultrasound , CT , X - ray , fluoroscopy , posi 
tron emission tomography ( PET ) , single photon emission 
computed tomography ( SPECT ) , and / or MR systems may 
be used . The medical imager 56 may include a transmitter 
and includes a detector for scanning or receiving data 
representative of the interior of the patient . The medical 
imager 56 acquires scan data representing the patient . The 
scan data may represent a volume of the patient . For 
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example , scan data is acquired and used for diagnosis or 
surgical planning , such as identifying a lesion or treatment 
location . 
[ 0087 ] In alternative embodiments , the medical imager 56 
is not provided , but a previously acquired dataset for a 
patient is stored in the memory 52 . In yet other alternatives , 
many medical images 56 are provided in the memory 52 as 
the training data , which is gathered and stored in the 
memory 52 . 
[ 0088 ] The machine 50 is a computer , workstation , server , 
processor , or other device configured to apply machine 
learning and / or to apply a machine - learnt model . The 
machine 50 is configured by software , hardware , and / or 
firmware . For learning , the machine 50 is configured by one 
or more machine learning algorithms . For applying a learnt 
model , the machine 50 is configured , in part , by a learnt 
matrix or matrices associating input data to output values . 
[ 0089 ] The machine 50 applies a machine learnt model , 
such as one learnt with deep learning . The machine - learnt 
model , as implemented by the machine 50 , generates input 
features and / or outputs settings for rendering parameters 
based on application of medical data from a scan of a patient . 
The rendering parameters include windowing , transfer func 
tion , lighting , and / or material properties . The settings are 
learnt to provide an image similar in look and / or feel to one 
or more images from a same diagnostic context . Consistent 
images , such as to highlight or show anatomy of interest , are 
created . The diagnostic context provides the standard or 
information of interest . 
[ 0090 ] The memory 52 is a graphics processing memory , 
a video random access memory , a random access memory , 
system memory , cache memory , hard drive , optical media , 
magnetic media , flash drive , buffer , database , combinations 
thereof , or other now known or later developed memory 
device for storing training data , rendering parameters values , 
medical datasets , and / or other information . The memory 52 
is part of the medical imager 56 , part of a computer 
associated with the machine 50 , part of a computer associ 
ated with the renderer 58 , a database , part of another system , 
a picture archival memory , or a standalone device . 
[ 0091 ] The memory 52 stores scan data representing one 
or more patients . For example , data from the medical imager 
56 is stored . The data is in a scan format or reconstructed to 
a volume or three - dimensional grid format . The scan data is 
stored for training and / or stored for rendering an image of a 
patient . 
[ 0092 ] The memory 52 or other memory is alternatively or 
additionally a non - transitory computer readable storage 
medium storing data representing instructions executable by 
the programmed machine 50 for learning or applying the 
machine learnt model . The instructions for implementing 
the processes , methods , and / or techniques discussed herein 
are provided on non - transitory computer - readable storage 
media or memories , such as a cache , buffer , RAM , remov 
able media , hard drive , or other computer readable storage 
media . Non - transitory computer readable storage media 
include various types of volatile and nonvolatile storage 
media . The functions , acts or tasks illustrated in the figures 
or described herein are executed in response to one or more 
sets of instructions stored in or on computer readable storage 
media . The functions , acts or tasks are independent of the 
particular type of instructions set , storage media , processor 
or processing strategy and may be performed by software , 
hardware , integrated circuits , firmware , micro code and the 

like , operating alone , or in combination . Likewise , process 
ing strategies may include multiprocessing , multitasking , 
parallel processing , and the like . 
[ 0093 ] In one embodiment , the instructions are stored on 
a removable media device for reading by local or remote 
systems . In other embodiments , the instructions are stored in 
a remote location for transfer through a computer network or 
over telephone lines . In yet other embodiments , the instruc 
tions are stored within a given computer , CPU , GPU , or 
system . 
[ 0094 ) The renderer 58 is a graphics processing unit , 
graphics card , graphic chip , multi - core processor , or other 
processor for running a software package that implements 
the photorealistic image generation functionality . The ren 
derer 58 is configured by an application programming 
interface to render an image from the 3D scan data repre 
senting a patient . Using physically - based rendering , a pho 
torealistic image is rendered . Using the settings output by 
the machine - learnt model , path tracing is applied to render 
the image . For feedback in training , the renderer 58 may 
render training images . Similarity is calculated by the ren 
derer 58 and / or the machine 50 . 
[ 0095 ) The display 54 is a monitor , LCD , projector , 
plasma display , CRT , printer , or other now known or later 
developed device for displaying the photorealistic image or 
images . The display 54 receives images from the machine 
50 , memory 52 , renderer 58 , or medical imager 56 . The 
images of the tissue captured by the medical imager 56 are 
displayed . Other information may be displayed as well , such 
as generated graphics , text , or quantities as a virtual overlay . 
[ 0096 ) Additional images may be displayed . Where scan 
data represents a sequence of scans over time , a correspond 
ing sequence of images may be generated . For interactive 
rendering , new images may be generated as settings for one 
or more rendering parameters are changed by a user . 
[ 0097 ] While the invention has been described above by 
reference to various embodiments , it should be understood 
that many changes and modifications can be made without 
departing from the scope of the invention . It is therefore 
intended that the foregoing detailed description be regarded 
as illustrative rather than limiting , and that it be understood 
that it is the following claims , including all equivalents , that 
are intended to define the spirit and scope of this invention . 

1 . A method for content - based rendering based on 
machine learning in a rendering system , the method com 
prising : 

loading , from memory , a medical dataset representing a 
three - dimensional region of a patient ; 

applying , by a machine , the medical dataset to a machine 
learnt model , the machine learned model trained with 
deep learning to extract features from the medical 
dataset and trained to output values for two or more 
physically - based rendering parameters based on input 
of the medical dataset , the two or more physically 
based rendering parameters being settings of a physi 
cally - based renderer , the settings used by the physi 
cally - based renderer to control rendering from three 
dimensions to two - dimensions , at least one of the two 
or more rendering parameters being controls for data 
consistency handling , lighting design , viewing design , 
material propriety , or internal renderer property ; 

rendering , by the physically - based renderer , a photoreal 
istic image of the three - dimensional region of the 
patient using the output values resulting from the 
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applying as the settings to control the rendering from 
the medical dataset , the rendering of the medical data 
set of the three - dimensional region being to the pho 
torealistic image in the two - dimensions ; and 

transmitting the photorealistic image . 
2 . The method of claim 1 further comprising loading 

patient information other than the medical dataset represent 
ing the three - dimensional region of the patient . 

3 . The method of claim 1 wherein applying comprises 
applying to output the values for the two or more physically 
based rendering parameters as all of the physically - based 
rendering parameters other than viewing design based on 
applying user input of the viewing design and the medical 
dataset . 

4 . The method of claim 1 wherein applying comprises 
applying with the machine learnt model trained to output the 
values resulting in the photorealistic image corresponding to 
a standard image despite differences in the medical dataset . 

5 . The method of claim 1 wherein applying comprises 
applying with the machine learnt model comprising a 
regression , classification , or reinforcement learnt model . 

6 . The method of claim 1 wherein applying comprises 
applying with the deep learning as a deep neural network . 

7 . The method of claim 1 wherein applying comprises 
applying with the machine learnt model as a deep reinforce 
ment learnt model . 

8 . The method of claim 1 wherein rendering comprises 
rendering with unbiased path tracing . 

9 . The method of claim 1 wherein transmitting comprises 
transmitting as part of a diagnostic report , as an initial image 
of an interactive viewing , or as an overlay in augmented 
reality . 

10 . The method of claim 1 further comprising : 
measuring ambient light with a light sensor ; 
wherein applying comprises applying the ambient light 

and the medical dataset , the machine learnt model 
trained to output the values based in part on the ambient 
light . 

11 . A method for machine training for content - based 
rendering in a machine training system , the method com 
prising : 

inputting first volume data of a volume of a patient , a first 
image of the volume , and first values of path tracing 
rendering parameters to training of an artificial intelli 
gence , the path tracing rendering parameters being 
settings to control rendering from the volume to a 
two - dimensional image ; 

machine training , with a machine , the artificial intelli 
gence to output second values of the path tracing 
rendering parameters for a second volume data where 
the second values control the rendering from the vol 
ume to provide a second rendered image of the second 
volume modeled on the first image ; and 

storing the trained artificial intelligence . 
12 . The method of claim 11 wherein inputting comprises 

inputting the patient non - image information to the training . 

13 . The method of claim 11 wherein training comprises 
training the artificial intelligence to output the second values 
as two or more of data consistency , transfer function , light 
ing , and viewing parameters . 

14 . The method of claim 11 wherein training comprises 
training the artificial intelligence to output the second values 
based on user selected viewing camera parameters , the path 
tracing rendering parameters for which second values are to 
be output being other than the viewing camera parameters . 

15 . The method of claim 11 wherein training so the second 
rendered image is modeled after the first rendered image 
comprises training with a metric of similarity . 

16 . The method of claim 11 wherein the first image 
comprises a reference photograph or video of the patient . 

17 . The method of claim 11 wherein inputting comprises 
perturbing the path tracing rendering parameters , creating a 
collection of sets of the path tracing rendering parameters , 
and wherein training comprises training based on selection 
of a sub - set of the sets . 

18 . The method of claim 17 wherein selection of the 
sub - set comprises selection by a user based on images 
rendered using the sets . 

19 . The method of claim 11 wherein machine training 
comprises deep learning with regression , classification , or 
reinforcement learning . 

20 . The method of claim 19 wherein machine training 
comprises deep reinforcement learning with a similarity of 
the second rendered image to the first image as a reinforce 
ment . 

21 . The method of claim 20 wherein deep reinforcement 
learning comprises selecting with a probability distribution 
of different similarities including the similarity . 

22 . A system for content - based rendering based on 
machine learning , the system comprising : 

a medical scanner configured to scan a patient ; 
a machine configured to output settings for rendering 
parameters by application of data from the scan to a 
machine learnt model , the rendering parameters being 
controls for performing rendering from a volume to a 
two - dimensional image , the rendering parameters 
including windowing , transfer function , and lighting , 
and the settings learned to provide a first image from 
the data similar to one or more second images for a 
same diagnostic context ; and 

a graphics processing unit configured to render the first 
image from the data using the settings output by the 
application of the data to the machine learnt model , the 
first image being a two - dimensional representation . 

23 . The system of claim 22 wherein the machine - learnt 
model is machine learnt with deep learning . 

24 . The system of claim 22 wherein the rendering param 
eters further comprise material properties , viewing proper 
ties , lighting properties and internal renderer properties , and 
wherein the graphics processing unit is configured to render 
with path tracing using the settings . 

* * * * * 


