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10001] METHOD AND APPARATUS FOR MULTICASTING WITH
FEEDBACK INFORMATION

[0002] FIELD OF DISCLOSURE

[0003] The present disclosure is related to wireless communication

systems.

[0004] BACKGROUND

[0005] In wireless communication systems, multicasting allows a

transmitter to send a packet only once, even if it needs to be delivered to a large
number of receivers. When a source packet is sent out via multicasting, it is
typical that not all the targeted receivers will recover the source packet. In
existing protocols, when all receivers do not recover the source packet, the packet
must be retransmitted. The practice of retransmitting the source packets creates
inefficiency in wireless systems because some receivers recover data that they
already possess.

[0008] Recently developed techniques, commonly known as Rateless Codes
(RCs; also known as Fountain Codes) avoid this inefficiency by transmitting
“derived packets” which are linear combinations of original packets. Rateless
coding has been described and analyzed in a number of previous works,
including: M. Luby, “LT codes,” in Proceedings of the ACM Symposium on
Foundations of Computer Science, 2002; A. Shokrollahi, “Raptor codes,” in
Proceedings of the International Symposium on Information Theory, 2004; U.S.
Patent No 6,614,366 entitled “Information additive code generator and decoder
for communication systems”; and U.S. Patent No. 7,068,729 entitled “Multi-stage
code generator and decoder for communication systems”. While such techniques
are known in systems where no feedback from receivers to the sender is
available, their application in systems with feedback, including Automatic

Repeat Request (ARQ) and Hybrid-ARQ (HARQ) protocols is not well known.

-1-
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[0007] To better understand the state of the art, a wireless communication
system model 100 as shown in Figure 1 is described. Assume a base station 110

wishes to send a number of source packets p,,..., p, to m user equipments (UEs)

120. The source packets are of the same size and the transmission is by means of
multicast. The wireless channels between the base station 110 and the m UEs

120 are memoryless erasure channels that are independent of each other. Lete,,
fori =1,...,m , denote the erasure rate of the channel between the base station 110

and UE i 120. In other words, the probability that UE ; 120 receives a packet is
1-ei, and the probability that UE i 120 does not receive a packet is e.. A packet is
considered as missing if a UE is unable to recover every bit in the packet using
the physical layer forward error correction technologies. Each UE 120 is able to
send a single bit acknowledgement/negative acknowledgement (ACK/NACK)
feedback to the base station, informing it whether the packet is received or not.
Without loss of generality, it is assumed that the base station 110 sends a packet
at the first part of a timeslot, and the UEs 120 send the ACK/NACK at the
second part of the timeslot.

[0008] The existing protocols without RCs are now described. Protocol 1
describes the existing protocol on the wireless communication system 100 with

only two UEs (i.e., m=2 in Figure 1), while Protocol 1a extends Protocol 1 to an

arbitrary number of UEs.
[0009] Protocol 1
[0010] As shown in Figure 1, a base station 110 retransmits the same

packet until it receives at least one ACK from each UE 120 for this packet. It is
noted that a UE may ACK a source packet more than once, when the source
packet is retransmitted. Then, the base station 110 sends a new packet. Protocol
1 ensures that all UEs 120 receive all source packets.

[0011] To evaluate the performance of Protocol 1, the average (expected)
overhead is computed. Overhead is the ratio of the total number of packet
transmissions over the number of source packets. By definition, overhead is a

number no less than 1, and a smaller overhead is desirable. According to Protocol

9.
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1, the number of transmissions of the same packet until both UEs receive it is
equal to the larger of the transmissions of the same packet if they were
independently sent to each UE. This can be mathematically expressed in the
following deseription that can alse be applied to multiple UEs.

[0012] Let Z be the number of transmissions of the same packet until both

UEs receive it. Then, Z = max{X Y }, where X and Y are independent geometric
random variables with respective parameters 1-¢, and 1-e,. Specifically,
forx,y=12,.., Pr(X = x)=(1-¢ )¢’ " and Pr(Y = y) = (1-¢,)e!™". The total number of

packets sent in Protocol 1 such that all £ source packets are received by both UEs

is given by
k

[0013] Z, Equation (1)
i=l

[0014] where Z are independent random variables with the same

distribution as Z. Hence, the total number can be written as

[0015] i max{X Y} Equation (2)

[0016] where X,,..,X, are independent geometric random variables with
parameter 1-¢, and ¥,....,Y, are independent geometric random variables with
parameter 1-e,.

[0017] As shown by Equation (1), the average number of packets sent in
Protocol 1 is given by 4E(Z), and the expected overhead of Protocol 1 is given

by E(Z). It can be shown that

[0018] E@) = —le, + 1-132 - 1_;62 Equation (3)
[0019] Protocol 1 can be applied to the multicast model with an arbitrary
number of UEs as follows.

[0020] Protocol 1a

[0021] In Protocol 1a, Protocol 1 is extended to multiple UEs. In Protocol

la, the base station retransmits the same packet until it receives at least one

3-
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ACK from every UE for this packet. Then, <the base station sends a new packet.
Protocol la ensures that every DE receives all source packets. Performance of
this protocol is evaluated in a way similar to the approach taken for two UEs.

The present disclosure includes the use of rateless coding protocols and
the efficiencies these deliver in systems where feedback information does exist.
Having feedback information about which packets were and were not received
can deliver significant additional advantages not realized in existing protocols.
With the current availability of feedback data, new multicasting protocols are
needed to allow for greater system efficiency.

SUMMARY

Multicasting packet data in systems where receivers can provide feedback
to the common transmitter is disclosed herein. A method for multicasting packet
data when no feedback exists has been proposed in existing protocols. These
techniques are generally referred to as Rateless Ceding (RC) algorithms.
However, having the feedback, and thus information about which packets were
and were not received, can deliver additional advantages not realized by existing
techniques.

The present disclosure includes a framework for improving the existing RC
concepts to incorporate receiver feedback. Several specific implementations are
developed and illustrated by demonstrating how multicast over the existing 3GPP
HSDPA system can be improved. While these concepts are described for HSP A,
they can be extended to any system with feedback by those skilled in the art,
including 3GPP LTE.

In ane aspect, the present invention provides a method for multicasting a
packet, including:

providing a buffer at a base station for each of two user equipments (UEs)
in communication with the base station, each buffer configured to store packets to
be sent to the corresponding UE;

determining whether there is a new packet at the base station to be
transmitted to a UE, wherein a new packet is a previously unsent packet;

determining whether both UE buffers are non-empty;

flushing a non-empty buffer on a condition that there is no new packet and
on a condition that one of the buffers is non-empty;
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selecting a packet to transmit on a condition that there is a new packet or
on a condition that both buffers are non-empty; and

updating the buffers based on feedback received from the UEs, wherein
the updating includes removing a packet from a buffer on a condition that the UE
acknowledges receipt of the packet.

In another aspect the present invention provides a method for providing
feedback in multicast communications, including:

receiving a packet from a base station;

determining whether the received packet is a combined packet;

recovering individual packets from the combined packet; and

providing feedback to the base station for any individual packet in the
combined packet that was not previously successfully received.

In still another aspect the present invention provides a base station
configured to multicast a packet, including:

two buffers, one buifer for each of two user equipments (UEs) in
communication with the base station;

a processor configured to:

determine whether there is a new packet to be transmitted to a UE,
wherein a new packet is a previously unsent packet; and

determine whether both buffers are non-empty;

a buffer flushing device configured to flush a non-empty buffer on a
condition that there is no new packet and on a condition that one of the buffers is
non-empty;

a packet selector configured to select a packet to fransmit on a condition
that there is a new packet or on a condition that both buffers are non-empty;

a buffer updating device configured to:

update the buffers based on feedback received from the UEs; and

remove a packet from a buffer on a condition that the packet has been
acknowledged by the corresponding UE; and

a transceiver configured to transmit packets and fo receive feedback
information.
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BRIEF DESCRIPTION OF THE DRAWINGS

A more detailed understanding of the disclosure may be had from the
following description, given by way of example and to be understood in
conjunction with the accompanying drawings wherein:

Figure 1 shows a multicast mode! with an arbitrary number of UEs;

Figure 2 is a flow chart of a transmission protocol with two UEs;
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[0030] Figure 3 is a flow chart of a transmission protocol with multiple
UEs;

[0031] Figure 4 is a flow chart of a transmission protocol with UE groups;
[0032] Figure 5 is a flow chart of a transmission protocol with block packet
transmission;

[0033] Figure 6 is a diagram of an High Speed Downlink Shared Channel
(HS-DSCH) channel encoding chain;

10034] Figure 7 is a diagram of an HS-DSCH channel decoding chain;
10035] Figure 8 is a diagram of an HS-DSCH channel encoding chain for a

combined packet;

[0036] Figure 9is a diagram of an HS-DSCH channel decoding chain for a
combined packet;

[0037] Figure 10 is a graph of a first simulation comparing different
protocol results on the two UEs case;

[0038] Figure 11 is a graph of a second simulation comparing different
protocol results on the two UEs case;

[0039) Figure 12 is a graph of a third simulation comparing different
protocol results on the two UEs case;

[0040] Figure 13 is a graph of a first simulation comparing different
protocol results on the multiple UEs case;

[0041] Figure 14 is a graph of a second simulation comparing different
protocol results on the multiple UEs case; and

[0042] Figure 15 is a graph of a third simulation comparing different

protocol results on the multiple UEs case.

-10-
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[0043] DETAILED DESCRIPTION

[0044] Although the features and elements of the present disclosure are
described in different protocols, each feature or element can be used alone
(without the other features and elements of the protocols) or in various
combinations with or without other features and elements.

[0045] When referred to hereafter, the term “user equipment (UE)”
includes, but is not limited to, a wireless transmit/receive unit (WTRU), a mobile
station, a fixed or mobile subscriber unit, a pager, a cellular telephone, a personal
digital assistant (PDA), a computer, or any other type of user device capable of
aperating in a wireless environment. When referred to hereafter, the term “base
station” includes, but is not limited to, a Node B, a site controller, an access point
(AP), or any other type of interfacing device capable of operating in a wireless
environment.

[0046] New transmission protocols are described which provide
performance (overhead) improvements. The protocols as applied to two UEs are
presented first. Then extensions of these protocols to multiple UEs are presented.
[0047] Recall that in rateless coding, all packets are -effectively
retransmitted several times through the rateless coding operation. While
justified when no feedback is presented, such an operation is not necessary in the
presence of feedback. The general framework for the protocols described herein is
as follows:

[0048] First send one instance of each data packet in the usual fashion.
Alternatively, some repetition/rateless coding may be applied a priori to ensure
reliable delivery of most packets. However, the amount of such coding (the
“expansion introduced by the code”) should be limited and smaller than would be
used in the no-feedback case.

[0049] Buffer the packets and collect information regarding the packets
that were not received and (if available) which UEs missed which packets.
[0050] Now use rateless coding to efficiently retransmit only those packets
that were not received in such a way that all UEs have a good likelihood of
decoding the packets.

11-
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[0051] By combining rateless coding with feedback information, greater
transmission efficiency can be achieved.

[0052] It should be noted that a high level system utilizes one or several
“packet coders” which each take N input packets and produce a single output
packet. For simplicity, the protocols below utilize the XOR coder which operates
on packets each having the same number of bits. Such a packet coder simply
bitwise XORs the bits in different packets that occupy the same bit position.
However, such a restriction is easily relaxed in the following ways: the packets do
not have to be of equal length and a coding operation different from a simple
XOR may be used.

[0053] The usage of an XOR coder is preferred, as it is used in the pre-
existing designs utilizing RC concepts. However, more complex coders (e.g.,
binary block coders) may be used. Such coders may output a single packet, as the
XOR coder does, or a set of output packets (as in, for example, a Reed-Solomon
code operating on byte-input (8-bit packets) and outputting byte outputs). As
used herein, coders cutputting more than one packet can either be treated as an
array of coders or a single output may be selected for use.

[0054] The packet length issue, however, needs to be addressed. In
communication systems, the packets often do not have the same length and the
XOR coder is not defined in this case. When this occurs, the packets need to be
rate-matched to be the same length. The simplest method is to pad the shorter
packets with known bits (often with zeros, but any bit-string known at the
receiver may be used). An alternative approach may involve using more complex
techniques, such as concatenation and segmentation of packets or integration of

the XOR operation into other operations, such as channel coding, etc.

[0055] Protocol 2
[0056] Figure 2 is a flow chart of a transmission protocol 200 (“Protocol 2”)
which is described in terms of the multicast model with two UEs. Protocol 2has a

-12-
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lower transmission overhead fhan Protocol 1. By combining RC and feedback,
greater efficiency in terms of overhead is achieved.

[0057] In Protocol 2, the base station sets up a buffer for each UE, for
storing the lost packets for ‘the' UE. A “lost packet”is a packet that has been sent,
but not received by the UE. The method 200 begins by determining whether
there is a new source packet (meaning that it has not been sent before) or
whether both buffers are nom- -empty (step 210). If this is the case, then a
determination is made whether there is a source packet which has been sent, but
not received, by both UEs (step 212). If such a source packet exists, the base’
station transmits this lost source packet (step 214), If such a source packet does
not exist (step 212), then a determination is made whether the buffers for both
UEs are non-empty (step 216). If both UE buffers are non-empty, then the base
station transmits a combined: packet, which is a combination of two source
packets in the buffers (step 218). If at least one UE buffer is empty (step 216) the
base station transmits a new seurce packet (step 220). Based on the ACK/NACK
feedback received from the UE, the base station updates both buffers (step 222),
[0058] If there does not exist a new source packet and at least one buffer is
empty, a determination is mads whether the other buffer is empty (step 224). If
the other buffer is empty, the plsiotocol‘ten:ninates (step 226). If the other buffer is
non-empty, a packet from the buffer is transmitted (step 228) and the buffer ig
updated based on feedback information '(step 230). This section of Protocol 2
(steps 224-230) flushes out any packets remaining in the buffers. ,

[0059] There are two stages in Protocol 2; the “normal transmission stage”
and the “completing a bufst transmission stage”. If there exists a new source
packet which has not been sent; before or both buffers are non-empty, then the
protocol is in the “normal trangmission stage”. Otherwise, the protocol is in the
“completing a burst transmission stage”.

[0060] In the normal transmigsion stage, in each timeslot, the base station
multicasts a packet to both UE3, pursuant to three rules of order.

[0061] Rule 1: If both UEk informed the base station of the loss of a packet

in the last timeslot, the base station retransmits that packet in the current

-8-
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timeslot. When receiving an ACK from one UE and a NACK from the other UE,
the base station stores the currently sent packet in the buffer for the latter UE.
[0062] Rule 2: If the buffers for both UEs are non-empty, the base station
transmits the exclusive or (XOR) of the first packets in these two buffers. It is
noted that only one of the two component packets of the combined packet is
unknown to each UE. Hence, upon receiving a combined packet, each UE is able
to recover its unknown packet by XORing the combined packet with one of its
previously received packets. When receiving an ACK from one or both UEs, the
base station removes the first packet from the appropriate buffer(s).

[0063] Rule 3: The base station transmits a new source packet which has
not been previously sent. When receiving an ACK from one UE and a NACK from
the other UE, the base station stores the currently sent packet in the buffer for
the latter UE.

{0064] In the completing a burst transmission stage, at the end of a long
transmission burst, at least one UE has been able to receive all the source
packets. If the other UE has not yet received all the source packets, i.e., the
buffer for that UE is non-empty, then the base station flushes out the buffer for
that UE. Specifically, the base station keeps retransmitting the same packet from
the buffer until it receives an ACK from the UE. Then, the base station sends the

next remaining packet in the buffer.

[0065] Performance evaluation of Protocol 2

[0066] The expected overhead of Protocol 2 is computed below. The packets
sent by Rule 3 in Protocol 2 are referred to as “regular packets”, and the other
packets that are sent are referred to as “repair packets”. The number of regular
packets is equal to the number of source packets k.

[0067] According to Protocol 2, if at the end of the normal transmission
stage one of the UEs does not recover all source packets, then all repair packets
in both the normal transmission stage and the completing a burst transmission
stage help this UE recover its lost packets. Since every repair packet contains one

packet of unknown information for this UE, this packet can be regarded as a

9
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retransmission packet. Therefore, the total number of transmissions in Protocol 2

is equal to the larger of the number transmissions of the same % packets

independently sent to each UE. This can be mathematically expressed as follows.

[0068] Let X,,..,X be independent geometric random variables with

parameter | —¢ and let?,,...,¥, be independent geometric random variahles with

parameter] —e,. Then the total number of packets sent in Protocol 2 is given by
k k

[0069] max{z X,y Yi} Equation (4)
i=l i=l

[0070] Comparing Equation (2) with Equation (4), the total number of

packets sent in Protocol 2 is always less than the total number of packets sent in

Protocol 1.

[0071] If the erasure rates of the two independent channels are different,
L3 k

for example, ¢, > ¢,, then E(Z X ,} = IL > L E(Z Yi] . It follows from the
i=t —-& —€ i=l

k
weak law of large numbers that ask — «, the probability that ZX . 1s larger

k
than Z Y, goes to 1. Hence, it follows from Equation (4) that the average number

i=l

k
of packets sent in Protocol 2 can be approximated by the mean of Z X, ,ie, IL .
i=1 —€

Generally, the expected overhead of Protocol 2 is approximated by

1

0072 _
[ ] l—max{e,,e,}

Equation (5)

[0073] This is the minimum overhead that can be achieved. Consider the
case where the base station sends source packets only to the UE through a
memoryless erasure channel with an erasure rate of max{e,,ez}. From the
information-theoretic viewpoint, the minimum possible overhead for this model is

1

for the reliable transmission, and therefore the overhead of Protacol
1- max{el .8 }

2 is near optimal.

-10-
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[0074] The above analyses show that Protocol 2 makes the transmissions of
the same data to the UE with a better channel condition for free, meaning that
the same number of transmissions as that used for transmitting the source
packets to the UE with a worse channel condition are used without any
additional overhead required. The same results are obtained for the identical
channel condition case, i.e., ¢, =e,.

[0075] It is noted that although Protocol 2 is described in the context of
only two UEs, it should be clear that this protocol extends to m UEs. The
decoding operation is the same as in the prior art for RC coding. It should be

clear from the prior art that for m UEs with error rates ey, ...em, the theoretical

minimum overhead of can be approached.

~ max {ei }
[0076] Variations of Protocol 2
[0077] As shown above, Protocol 2 achieves the minimum possible overhead

for the multicast model with two UEs. Another criterion that can be used to judge
a protocol is latency.

[0078] Although Protocol 1 results in a high overhead, it has a better
latency as compared to Protocol 2. This is because in Protocol 1, the base station
ensures the reception of a source packet by both UEs before the next source
packet is sent. All source packets are received by both UEs in their original order.
[0079] Protocol 2 has a worse latency performance than Protocol 1 because
Protocol 2 deliberately introduces delays. The packets which are not received are
not immediately re-sent. Instead, they are stored in the buffers for later delivery.
[0080] Protocols 1 and 2 represent two extreme cases, one with the best

latency but a worse overhead, the other with the best overhead but a worse

latency.
[0081] Protocol 3
[0082] Protocol 3 represents a balance between overhead and latency, and

is based on Protocol 2. According to Protocol 3, there is a predetermined

11-
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maximum delay, which is represented by an integer D. If the first packet in a UE
buffer is the Dth packet ahead of the latest sent source packet, the base station
tries to send this first packet immediately.

[0083] In Protocol 3, the base station sets up a buffer for each UE. Each
buffer stores the packets that have been sent, but not received by the
corresponding UE.

[0084] There are two stages in Protocol 3: the “normal transmission stage”
and the “completing a burst transmission stage”. If there exists a new source
packet which has not been sent before or both buffers are non-empty, then the
protocol is in the “normal transmission stage”. Otherwise, the protocol is in the
“completing a burst transmission stage”.

[0085] In the normal transmission stage, in each timeslot, the base station

multicasts a packet to both UEs according to the following rules of order.

[0086] Rule 1: same as Protocol 2, Rule 1.
[0087] Rule 2; same as Protocol 2, Rule 2.
[0088] Rule 3: If a buffer is non-empty and the first packet in this buffer is

the Dt packet ahead of the latest sent source packet, then the base station
transmits this packet. When receiving an ACK from the appropriate UE, the base
station removes this packet from the buffer. )
[0089] Rule 4: same as Protocol 2, Rule 3.

[0090] In the completing a burst transmission stage, the rules are the same
as in Protocol 2.

[0091] If the maximum delay D is set to infinity, then Protocol 3 is the
same as the Protocol 2. Each UE may have a different maximum delay
requirement. For example, D, and D, denote the maximum delays allowed by UE
1 and UE 2, respectively. Rule 3 is adjusted based on the delay requirement for
the UE.

[0092] Although this protocol is described for two UEs, extensions to an
arbitrary number of UEs should be clear.

[0093] Besides overhead and latency, another criterion used to evaluate a

protocol is its memory usage. It is noted that no constraints are imposed on the
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buffer sizes in Protocol 2. This may result in a large memory usage, especially in
the case where the number of source packets is large and one erasure channel
has a better condition than the other. Thereby, to avoid a memory outage, the
base station should determine a maximum buffer size or buffer capacity. If a

buffer reaches this capacity, it should be cleared up immediately.

[0094] Protocol 4

[0095] In Protocol 4 the base station sets up a buffer for each UE. Each
buffer stores the packets that have been sent, but not received by the
corresponding UE. Both buffers are initially empty and the base station
predetermines a buffer capacity C. Although this protocol is described for two
UEs, extensions to an arbitrary number of UEs should be clear.

[0096] There are two stages in Protocol 4: the “normal transmission stage”
and the “completing a burst transmission stage”. If there exists a new source
packet which has not been sent before or both buffers are non-empty, then the
protocol is in the “normal transmission stage”. Otherwise, the protocol is in the
“completing a burst transmission stage”.

[0097] In the normal transmission stage, in each timeslot, the base station
multicasts a packet to both UEs according to the following rules of order.
[0098] Rule 1: same as Protocol 2, Rule 1.

[0099] Rule 2: same as Protocol 2, Rule 2.

[00100] Rule 3: If a buffer reaches the buffer capacity, then the base station
transmits the first packet in the buffer. When receiving an ACK from the
appropriate UE, the base station removes this packet from the buffer.

[00101] Rule 4: same as Protocol 2, Rule 3.

[00102] In the completing a burst transmission stage, Protocol 4 operates
the same as Protocol 2.

[00103] Protocol 4 reduces to Protocol 2 if the buffer capacity is set to
infinity. The capacities of both buffers are set to be the same in Protocol 4.
However, given the total buffer size limitation, the uniform capacity allocation

scheme may not be the best one in terms of the resulting overhead. The base
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station pre-determines the buffer capacity C, for UE i,i =12 withC +C, <2C.

Then Rule 3 should be adjusted accordingly.

[00104] Compared with Protocol 2, both Protocol 3 and Protocol 4 sacrifice
their overhead performance to meet either the latency requirements or the
memory restrictions. Protocol 3 and Protocol 4 may be combined to meet both the

latency requirements and the memory restrictions.

(00105] Variations in Combining Packets
[00106] It is assumed that all source packets are of the same size, which

makes it easy to XOR the packets in Protocols 2-4. When all the source packets
are not the same size, the XOR operation is not trivial. There are several ways of
combining differently sized packets. It is noted that these methods can also be
used when the packets are the same size and to combine more than two packets.
[00107] 1. XOR part of a packet with another. For example, suppose p,

is a packet of /, bits and p, is a packet of /, bits, where/, >/,. Ta combine

packets p,and p,, zero-pad packet p, to/, bits. The resulting packet is XORed

with packet p, .

[00108] 2. Perform the summation and modulo operations in GF(q), with
g>2.

[00109] 3. Perform the summation in the ring of positive integers

modulo some maximal value.

[00110] 4, Perform repetition of bits in the packet with the shorter
length to match the larger packet and then XOR the resulting packets.

[00111) Those skilled in the art may be able to conceive of other alternate

combining methods.
[00112] Protocols for multiple UEs

[00113] The above protocols can be applied, with modifications, from a two

UE scenario to a multiple UE scenario.
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[00114] Protocol 5

[00115] Protocol 5 is based on Protocol 4. In Protocol 5 the base station sets
up an index buffer for each UE. Each index buffer records the indices of packets
that have been sent, but not received by the corresponding UE. The base station

also predetermines a buffer capacity C. Let £, , denote the packet index recorded

at the jth position of the ith index buffer (i.e., the index buffer for UE i). An index
buffer i is said to be full ifZ; >0, for 1< j<C. An index buffer i is said to be

empty if £, =0, for 1< j < C. Initially, all index buffers are empty.
[00116] Figure 3 is a flow chart of Protocol 5 300. The protocol 300 begins by

determining whether there is a new source packet which has not yet been sent
(step 310). If such a new source packet exists, then a determination is made
whether there is a full index buffer (step 312). If none of the index buffers are
full, then the base station transmits a new source packet (step 314). If one or
more index buffers are full (step 312), then the base station transmits a combined
packet which is a combination of several source packets with indices in the
buffers (step 316). Based on the ACK/NACK feedback from the UEs, the base
station updates the buffers (step 318).
[00117] If there is no new source packet (step 310), the base station flushes
out the buffers. To flush out the buffers, a determination is made whether all
index buffers are empty (step 320). If all the index buffers are empty, the protocol
terminates (step 322). If all of the index buffers are not empty (step 320), then
the base station transmits a combined packet, which is a combination of several
source packets with indices in the buffers (step 324). The base station then
updates the buffers based on ACK/NACK feedback received from the UEs (step
326).
[00118] There are two stages in Protocol 5: the “normal transmission stage”
and the “completing a burst transmission stage”. If there exists a new source
packet which has not been sent before, then the protocol is in the “normal
transmission stage”. Otherwise, the protocol is in the “completing a burst
transmission stage”.
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[00119] In the normal transmission stage, if none of the index buffers are
full, the base station transmits a new source packet which has not been
previously sent. When receiving a NACK from a UE, the base station records the
index of the currently sent packet in the appropriate UE index buffer.

[00120] If one or more index buffers are full (assume the I*h index buffer is
full), the base station transmits a packet which is constructed by XORing several
source packets. There are several ways of determining the indices of the set of
component source packets for combining.

[00121] One method for determining the indices of the set of component
source packets for combining is as follows, and is referred to as “Algorithm A”,
[00122] (1) Create a set of component source packets and a set of
unavailable source packets. Both sets are empty initially.

[00123] (2)  Randomly select a packet which is not contained in the set of
component source packets or in the set of unavailable source packets.

[00124] (3) Add the selected packet to the set of component source
packets.

[00125] (4)  Add all other packets in the same UE buffer with the selected
packet to the set of unavailable source packets.

[00126] (5)  Repeat step (2) until both sets are empty.

[00127] (6) Transmit the XOR of all the packets in the set of component
source packets.

[00128] The set of component source packets contains at most one lost
packet for every UE. Upon receiving an XOR-constructed packet, a UE is able to
recover one of its lost packets (if any) by XORing the currently received packet
with some of the previously received packets. When receiving an ACK from UEs,
the base station sets the corresponding packet index from the appropriate buffers
to zero.

[00129] One stop criterion for this scenario is a minimum buffer fill level, in
which the algorithm will be run until all of the buffers have been reduced to a
predetermined level. It is noted that one skilled in the art could derive other stop

criterion for addressing all the UEs.
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[00130] In the completing a burst transmission stage, until all the index
buffers are empty, the base station transmits a packet which is constructed by
XORing several source packets. The indices of the set of component source

packets can be determined by Algorithm A. The buffer index 1, used in step (1) of

C
Algorithm A, is the one which maximizes) 7, .,, where I is the indicator
=

function. Upon receiving an ACK from UEs, the base station sets the
corresponding packet index from the appropriate buffers to zero.

[00131] If the buffer capacity C is set to infinity, then the resulting protocol
is a multiple UE extension of Protocol 2.

[00132] Because a sent source packet may not be received by several UEs,
storing the packet index rather than the packet itself in the index buffers will use
less memory.

[00133] There are situations (e.g., a source packet is not received by all the
UEs) where only one component source packet is selected by Algorithm A. Also, it
is noted that Algorithm A may not result in the smallest overhead for Protocol 5.
There are several other methods of selecting component source packets from
index buffers. A first method (hereinafter “Algorithm A.1%) is described as follows.
[00134] (1)  Select the first packet in the UE with the filled buffer and
find all other UEs which are helped by transmitting this packet. A UE is “helped”
when a packet in its buffer can be transmitted. Call these the “Found UEs.”
[00135] (2)  Ignore those UEs which have empty buffers.

[00136] (3) From the remaining UEs find the next UE with the most
filled buffer and select one of its entries, which is not covered in the buffers of
Found UEs. If there is no such entry, repeat this step for the remaining UEs.
[00137] (4)  Find all UEs that are helped by transmitting this new packet.
[00138] (5) Repeat again from step (3) until all the UEs are addressed
(i.e., either a UE has an empty buffer or the UE is a Found UE).

[00139] (6) Transmit the XOR of all the packets that have been selected.

100140] A second method (hereinafter “Algorithm A.2”) is as follows.
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[00141] (1)  Select the first packet in the UE with the filled buffer and
find all other UEs which are helped by transmitting this packet. Call these the
“Found UEs.”

[00142) (2)  Arbitrarily select a UE from the remaining UEs.

[00143) (2a) Ifthere exists an entry in the buffer of the selected UE
which is not covered in the buffers of the found UEs, then select this entry.
[00144] (2b) Call the selected UE a “Found UE.”

[00145] (8) Find all UEs that are helped by transmitting this new packet.
[00148] (4)  Repeat step (3) until all the UEs are "Found UEs”. This will
be achieved when at least one packet has been transmitted from all UE buffers.
[00147] (5) Transmit the XOR of all the packets which have been
selected.

[00148] A third method (hereinafter “Algorithm A.3”) is as follows.

[00149] (1)  Ignore those UEs that have empty buffers.

[00150] (2)  Select the first packet in the UE with the least filled buffer
and find all other UEs which are helped by transmitting this packet. Call these
the “Found UEs.”

[00151] (3) From the remaining UEs, find the next UE with the least
filled buffer and select one of its entries, which is not covered in the buffers of the
Found UEs. If there is no such entry, repeat this step for the remaining UEs.
[00152] (4)  Find all UEs that are helped by transmitting this new packet.
[00153] (5)  Repeat again from step (3) until all the UEs are addressed.
[00154] (6) Transmit the XOR of all the packets that have been selected.

[00155] The capacities of all UE index buffers are set to be the same in
Protocol 5. Given the total buffer size limitation, the uniform capacity allocation

scheme in Protocol 5 may not be the best in terms of the resulting overhead. The

base station predetermines the index buffer capacity C, for UE i, for i =1,...,m,
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with zm:C,. <mC. An index buffer i is “full” if P, >0, for 1< j <C,. Algorithms A,

=1
A.1, A.2, and A.3 should be adjusted accordingly.
[00156] Simulation results comparing the overheads of Protocol 1a and
Protocol 5 are given below. The results show that Protocol 5 has a better

overhead performance than Protocol la.

{00157] Variations on the multiple UE protocol
[00158] The latency factor is not considered in Protocol 5. Although the

activity to avoid the buffer outage in Protocol 5 may implicitly reduce the latency,
an explicit activity is often needed to meet the latency requirements. To thisend, -

Protocol 5 can be modified.

[00159] Protocol 6

[00160] Protocol 6 is based on Protocol 3. In Protocol 6 the base station sets
up an index buffer for each UE. Each index buffer records the indices of packets
that have been sent, but not been received by the corresponding UE. There is a

predetermined maximum delay D. Let 2, denote the packet index recorded at the

jth position of the ith index buffer (i.e., the index buffer for UE 1). An index buffer i
is said to be “old” if A, >0 such that the difference between P, and the index of

the latest sent source packet is larger than D. Initially, all index buffers are set
as empty, i.e., P, =0.

[00161] There are two stages in Protocol 6: the “normal transmission stage”
and the “completing a burst transmission stage”. If there exists a new source
packet which has not been sent before, then the protocol is in the “normal
transmission stage”. Otherwise, the protocol is in the “completing a burst
transmission stage”.

[00162] In the normal transmission stage, if none of the index buffers are
old, the base station transmits a new source packet which has not been
previously sent. When receiving a NACK from a UE, the base station records the
index of the currently sent packet in the appropriate UE index buffer. If one or
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more index buffers are old (assume the 1* index buffer is old and 7, is the oldest

packet in this index buffer), the base station transmits a packet which is
constructed by XORing several source packets. Algorithm A in Protocel 5 may be
used; additional methods are described below.

[00163] It is noted that the set of component source packets contains at most
one lost packet for every UE. Upon receiving an XOR-constructed packet, a UE is
able to recover one of its lost packets (if any) by XORing the currently received
packet with some of its previously received packets. When receiving an ACK from
UEs, the base station sets the corresponding packet index from the appropriate
buffers to zero.

(00164] There are several ways of determining the indices of the set of
component source packets for combining. Algorithm A in Protocol 5 may not
result in the lowest overhead for Protocol 6. Algorithms A.1, A2, and A.3 in
Protocol 5 are all applicable to Protocol 6. There is an additional algorithm that
may be used (“Algorithm B”), which is set forth below.

[00165) (1)  Select the oldest packet in the UE buffers and find all the
UEs which are helped by transmitting this packet. Call these the “Found UEs".
[00166] (2) Ignore those UEs which have empty buffers.

[00167] (3) From the remaining UE buffers, find the next oldest packet
which is not covered in the buffers of the Found UEs.

[00168] (4) Find all UEs which are helped by transmitting this packet.
[00169] (5) Repeat again from step (3) until all such packets are
addressed.

[00170] (6) Transmit the XOR of all the packets which have been
selected.

[00171] The set of component source packets contains at most one lost
packet for every UE. Hence, upon receiving an XOR-constructed packet, a UE is
able to recover one of its lost packets (if any) by XORing the currently received
packet with some of its previously received packets.

[00172] In the completing a burst transmission stage, whenever not all the

index buffers are empty, the base station transmits a packet which is constructed
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by XORing several source packets. The indices of the set of component source
packets can be determined by Algorithm B. The buffer index 1 (used in step (1) of
Algorithm B) is the index which contains the smallest positive integer in the
set {P

i€ {1,...,m}}. Upon receiving an ACK from UEs, the base station sets the
corresponding packet index from the appropriate buffers to zero.
[00173] Each UE may have a different maximum delay requirement. Let

D, denote the maximum delay allowed by UE i. An index bufferiis “old” if 7, >0
such that the difference between P, ,and the index of the latest sent source packet
is larger than D,. Algorithm B should be adjusted accordingly.

[00174] Both Protocol 5 and Protocol 6 sacrifice their overhead performance

to meet either the memory restrictions or the latency requirements. Protocol 5
and Protocol 6 can be combined to meet both the memory restrictions and the
latency requirements.

[00175] It is noted that all the protocols proposed above use UE-based
buffers. It is also possible to use packet-based buffers, which may already exist as
part of most system designs. Specifically, the base station sets up a buffer for
each source packet sent. The contents of a buffer are the list of indices of UEs

that do not receive this source packet on the first attempt.

[00176] Protocol 7

[00177] In Protocol 7 the base station sets up an index buffer for each source
packet sent. Each index buffer records the indices of UEs that do not receive the
corresponding source packet. The base station also predetermines a buffer

capacity C. Let P, ;denote the UE index recorded at the j position of the itt UE

index buffer (i.e., the index buffer for the ith source packet). Initially, all index
buffers are empty. Although this protocol is described for two UEs, extensions to
an arbitrary number of UEs should be clear.

[00178] There are two stages in Protocol 7: the “normal transmission stage”
and the “completing a burst transmission stage”. If there exists a new source

packet which has not been sent before, then the protocol is in the “normal
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transmission stage”. Otherwise, the protocol is in the “completing a burst
transmission stage”.

[00179] In the normal transmission stage, if the index buffers do not reach
the capacity C, the base station transmits a new source packet which has not
been previously sent. When receiving a NACK from a UE, the base station
records the index of this UE in the current UE index buffer. If the index buffers
reach the capacity C, then the base station transmits a packet which is
constructed by XORing several source packets. Besides the Algorithms A, A1,
A.2, A.3, and B described above, the following method (“Algorithm C”) can also be
used to determine the set of component source packets for combining.

[00180] (1)  Select the source packet with the most filled buffer and find
all the UEs which are helped by transmitting this packet. Call these the “Found
UEs”.

[00181] (2) Ignore those source packets which have empty buffers.
[00182] (3)  From the remaining source packets, find one with the most
filled buffer and all entries in the buffer that are not covered in the buffers of
found source packets.

[00183] (4)  Repeat step (3) until all sent source packets are addressed.
{00184] (6) Transmit the XOR of all the packets which have been
selected.

[00185] It is noted that the set of component source packets contains at most
one lost packet for every UE. Upon receiving an XOR-constructed packet, a UE is
able to recover one of its lost packets (if any) by XORing the currently received
packet with some of its previously received packets.

[00186] When receiving an ACK from UEs, the base station removes the
corresponding UE index from the appropriate buffer.

[00187] In the completing a burst transmission stage, until the index buffers
are empty, the base station transmits a packet which is constructed by XORing
several source packets. The indices of the set of component source packets can be
determined by Algorithm C as described above. Upon receiving an ACK from

UEs, the base station removes the corresponding UE index from the appropriate
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buffers. It is noted that Protocol 7 can be modified to meet additional latency

requirements.
[00188] Transmission with group-based buffers
[00189] Another protocol variation can be considered where each buffer may

serve packets for multiple users, i.e., groups of UEs. The number of UEs that the
system would support would in general be larger than the number of UE groups.
Such a buffering scheme could be used when there is a limit on the buffering
resources for lost packets.

[00190] The UEs can be grouped into a number of groups, each of which
corresponds to a UE group buffer. The grouping can be either in a fixed pre-
assignment or according to an adaptive group assignment procedure. Some of the
criterion to group the UEs for buffering purposes may include: same or similar
geographic locations, same or similar system delay quality of service (QoS)
targets or service levels, same or similar system throughput (or bandwidth) QoS
targets or service levels, same or similar channel erasure rates, same or similar
subscription plans or payment plans, and any combinations of the above criteria.
Additional grouping criteria may also be considered.

[00191] A buffering and retransmission scheme based on UE groups can be
useful in a multicast situation where transmission would be considered
sufficiently successful if any transmitted packet is received by at least one UE or
a given minimum number, smaller than the size of the UEs group set, of UEs.
Geographically close UEs may form a sub-network, whereby any UE that
receives a multicast packet from the base station may be able to re-send such a
packet via another air interface network, for example a local area cooperative
wireless network, to the other UEs within the UE group.

[00192] There are two different methods of UE-group assignment that may
be used, depending on how many UE groups any of the UEs can belong to. In a
first case, hereinafter “Non-overlapping UE Groups Case,” a UE may belong to
only one UE group at any given time and any packets transmitted to that UE but
are lost would be buffered to only one UE group buffer. It is noted that over a
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longer period of time, the mapping from the UE to a UE group, and to the
corresponding UE group buffer, can be allowed to change. At any given time, the
UE-group assignment is still fixed to one to one.

[00193] In a second case, a UE can belong to different user groups, so that
packets intended for a particular UE but are lost can be buffered in more than
one user group buffer at any given time. This is called the “Overlapping UE
Groups Case”.

[00194] Protocols whereby packets intended for multiple UEs that belong to
different UE groups can be processed for Rateless Coding will be described.

[00195] Protocol 8

[00196] Using the “Non-overlapping UE Groups Case” for multiple UEs,
Protocol 5 may be modified for the UE group based operation, and is referred to
as Protocol 8. In general, Protocol 8 changes the buffer update rule, including
flushing a UE group buffer of a packet if at least one ACK for that packet is
received from any of the UEs belonging to the group.

[00197] Figure 4 is a flow chart of Protocol 8 400. The protocol 400 begins by
determining whether there is a new source packet which has not yet been sent
(step 410). If such a source packet exists, then a determination is made whether
there is a full index buffer (step 412). If none of the index buffers are full, then
the base station transmits a new source packet (step 414). If one or more index
buffers are full (step 412), then the base station transmits a combined packet
which is a combination of several sourcé packets with indices in the buffers (step
416). The base station then flushes a UE group buffer of a packet if at least one
ACK for that packet is received from any of the UEs belonging to the group (step
418).

[00198] If there is no source packet which has not yet been received by both
UEs (step 410), the base station flushes out the buffers. To flush out the buffers,
a determination is made whether all index buffers are empty (step 420). If all the
index buffers are empty, the protocol terminates (step 422). If all of the index

buffers are not empty (step 420), then the base station transmits a combined
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packet, which i a combinaticn of several source packets with indices in the
buffers (step 424). The base station then updates the buffers based on
ACK/NACK feedback received from the UEs (step 426).

[00199) Protocol 9

[00200] In the “Overlapping UE Group Buffers Case”, protocols identical to
the above can be still used, In: thig case, an identical packet may be buffored to
two or more UE group buffers, Suppose a UE (A) belongs to two UE groups, UR
Group 1 and UE Group 2, Suppose that when a packet P was sent to UE A, it was
nob received by any of the UEs in either of the UE groups. The same packet P will
be introduced to the two different UR Group buffers, one for UE Group 1 and the
other for UE Group 2. In a later retransmission (either combined 61' non-
combined), the packet P is received by a. UE (B) that belongs to UE Group 1 by
not UE Group 2. In this case, only the buffer for the UE Group 1 will be flushed
of the packet P.

[00201] Group assignment of any UE to any of the UR g‘rdups can be
adaptively changed, using a base transceiver station, (BTS). The BTS may
monitor the group-assignmentuetrics associated with a particular UE (such ss
experienced overhead, latency, memory, service-level, or any other criteria) and
re-assign any UE to another group if the particular UEs metric values change
such that the UE now is best assigned to another group.

[00202) It is noted that allowing updates to buffers (i.e., flushing out
packets), even when not all UEs have received the packet and indicated so with
an ACK, can be used in a situation that does not necessarily involve UE group
based buffering and transmission. Instead, such a buffer update scheme can b
used more generally with any type of buffering scheme, including those
illustrated in Protocols 2, 3, 4, and 5, which are independent of the packet
combination and/or retransmission protocols. By allowing buffers to be flushable
before all UEs receive a packet, the system effectively allows erasures for some
UEs. The benefits of such a buffier-flushing scheme include decreased latency and

buifer memory requirements,
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[00203] System Architecture to support the Protocols

[00204] One aspect of successful adoption of any new algorithm in
communication systems is the design of an appropriate system/protocol
architecture (i.e., the associated signaling for information exchange) that is
required to support the operation of the algorithm. Set forth below are aspects of
a system architecture that would be common to most communication systems

utilizing the Protocols described herein.

[00205) Packet information signaling protocol
[00208] One problem that needs to be addressed is how to signal to the UEs

which source packets are being included in which transmission packet.

[00207] Signaling mechanisms
[00208] Several standard approaches can be used to signal which packets

are transmitted. An associated control and indication channel, such as a High
Speed Shared Control Channel (HS-SCCH) in High Speed Data Packet Access
(HSDPA) is one example. The time instances of the associated signaling channels
are aligned in a known fashion with those of the data carrying channel —e.g., the
HS-SCCH transmission time intervals (TTIs) are two slots ahead of the high
speed physical downlink shared channel (HS-PDSCH) TTIs for which the HS-
SCCH carries information. Information about packets combined into a
transmission are carried by the associated channel. Additional information may
optionally be carried, including an indicator signaling whether a transmission is
a new data packet or a retransmission; if different combining schemes may be
used, a combining scheme indicator field; and if packets of varying length can be
used, a length value or, more generally, a transport format indicator field.

[00209] Alternatively, such information may be embedded directly into the

data channel in the form of a header.
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[00210] Methods for signaling
[00211] To signal which packets are being combined, it is assumed that

packets are indexed. The index should be unique to at least a “super-frame” (in
which case it is short and has a short repetition period) or a long packet index,
such as a long sequence number, can be used.

[00212] For each transmission, the packet index of each packet combined
into the transmission needs to be signaled. If a long sequence number is used, it
may be shortened via an appropriate modulus operation when a packet is
included for retransmission.

[00213] Several signaling methods can be used. First, the packet indexes
and sequence numbers may be listed directly. The number of source packets
combined into a single transmission may be restricted to avoid carrying too much
control information on an associated control channel. Second, a bit field may be
used, with one bit for each packet in a super-frame, with set bits indicating which
packets are included in the current transmission. The bit field may be further
run-length encoded using a high entropy coder such as a Huffman or arithmetic

coder.

[00214] Synchronization aspects and user dynamics
[00215] Availability of synchronization signaling is used to support both

robust system operation as well as user dynamics (a user entering / leaving
multicast services). A method to establish and maintain synchronization is by
establishing super-frame boundaries. A super-frame is a time interval (usually on
the order of 100 mSec to a few seconds). For the purposes of retransmission, only
packets within the same super-frame can be combined. The signaling protocol
will generally contain a simple way to identify the start of a new super-frame.
Thus, any UE that needs to establish or re-establish synchronizatibn can always
do so at the super-frame boundary.

[00216] Another alternative is that when transmitting multimedia data

such as MPEG streams etc., the encoding includes some natural synchronization
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frames in which case the start of these frames may be used as a means of

achieving synchronization,

[00217] Feedback Error Eandling
‘[00219] The algorithms deseribed above assume that no errors occur in the

feedback, which is unrealistic. The following modifications ensure that the
system can handle errors in feedback, :
[00220] While the specific algorithms described above assumed thét both
ACK and NACK signals are rec eived from each UE and the feedback is tagged so
that the UE which it came from can be identified, this is not necessary. In fact,
several other possibilities exist, such as feeding back only NACK or only ACK,
with the other being implicit. This is particularly useful when a shared random
access channel is used for feedback, The process by which feedback errors are
addressed depends on the type of feedback. '
[00221}1 Another possibility for the type of feedback is to use a block ACK
and/or NACK. A block ACK /:NACK would be useful in situations where the
erasure rates are known to be wufficiently low in the system or relatively large
latency can be tolerated. A block ACK, which is sent upon receiving a string of
packets that are transmitted a3 a block, would contain multiple ACKs, each of
which correspond to a received:oacket. For example, suppose that 10 multi-cast
packets, numbered from 1 to 10, were transmitted from the base station, Suppose
that UE “A” successfully received packets 1, 2, 3, 5, 7, 9 but did not receive
packets 4, 6, 8, and 10. To indicate to the base station which packets were
successfully received, UE “A” can send a block ACK for the 10 packets, in which it
indicates that it has successfully received packets 1,2 8, 5, 7, and .
Alternatively, UE “A” could alse send a block NACK, indicating that packets 4, 6,
8, and 10 were not received.
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[00222] Protocols and algorithms described above can be modified to
transmit blocks of packets (including un-combined retransmitting and combined
retransmitting) with block ACKs or block NACKs used for feedback. The
modification would be that each UE’s buffer would be updated on a block basis, in
both ‘packet inputting’ and ‘packet flushing’ operations, instead of inputting or
flushing one packet at a time. Thus, Protocol 5, for example, when used with a
block-ACK situation, could be modified as shown in Figure 5.

[00223] Figure 5 is a flow chart of Protocol 5 500 modified for the block
transmission case. The protocol 500 begins by determining whether there exists a
new block of source packets which has not yet been sent (step 502). If a new block
of source packets exists, then a determination is made whether there is a full
index buffer (step 504). If there is a full index buffer, then a block of combined
packets is transmitted (step 506). The packets can be combined in any manner
previously described.

[00224] If there are no full buffers (step 504), then a block of new source
packets is transmitted (step 510).

[00225] After transmitting a block of combined packets (step 506) or
transmitting a block of new source packets (step 510), the buffers are updated
based on the feedback received (step 512).

[00226] If there is no new block of source packets (step 502), then the base
station attempts to flush out the buffers. To flush out the buffers, a
determination is made whether all index buffers are empty (step 514). If all the
index buffers are empty, then the protocol terminates (step 516). If all of the
index buffers are not empty (step 514), then the base station transmits a block of
combined packets (step 520). The packets can be combined in any manner
previously described. The buffers are updated based on the feedback received
(step 522) and a determination is made whether all of the index buffers are
empty (step 514) and the protocol continues as described above.

[00227] It may be necessary to tune the false alarm/miss probability
thresholds to balance the false alarm probability and the miss probability. The
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periodic full-information retransmission (maybe part of synchronization
procedures) is helpful in correcting feedback errors.

[00228] A timer on the transmitter side may be used to imply a lack of
successful reception in the case when an ACK or NACK s not received within the
timer expiry time from sending the packet.

[00229] The situation that a source packet is retransmitted many times may
happen in the protocols described above, especially when some channels have bad
channel conditions. In this case, most of the retransmissions are aimed to help
those UEs with worse channel conditions. The retransmission of source packets
to the UEs with worse channel conditions impairs the overhead performance.
[00230] Existing solutions suggest restricting the number of retransmissions
of the same source packet. In other words, if the number of retransmissions of a
source packet reaches a certain upper bound, stop sending this packet. This limit
can improve the overhead performance with the cost that not all UEs receive all
packets. To do this, the base station needs to set up a retransmission counter for

each source packet.

[00231] Variable quality of service (QOS) and packet classes

[00232] In some multicast services, the quality of service (QoS) of a UE may
be different from another UE. In a wireless system, the QoS of a UE may depend
on the UE’s maximum throughput. Usually, a UE close to the cell center has a
greater throughput than a UE close to the cell edge. Hence, the UE close to the
cell center may require a high QoS level. The QoS of a UE may also depend on
QoS class registration. Some UEs may register for a high QoS level, while others
may register for a low QoS level.

[00233] There are two ways to meet the variable QoS requirements. The
QoS may be controlled either on a per packet basis or within a packet. The
protocols described above may be modified to work with variable QoS schemes,

and such modifications are straightforward to those skilled in the art.
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[00234] Per packet QOS level

[00235] The source packets can be categorized to variable classes. The
source packets of each class must be delivered to a certain set of UEs, while it is
acceptable if they are not delivered to other UEs in the system. In this case, the
procedure for responding is similar to that described previously, except now the
decision on successful reception is determined based upon the successful
reception of the appropriate QoS class.

[002386] There are several options for encoding the class information. First,
the information on the class of a source packet may be sent along with the data
packet or the packet index through an associated control and indication channel.
Second, a UE QoS or class may be negotiated/adapted with the transmitter based
upon such factors as desired throughput, system loading, etc. Third, each UE
then operates on its class of service and provides feedback only on those packets
which are within its class. Alternatively, each UE just sends an ACK/NACK
based on its reception. When receiving a NACK from a UE, the base station
determines whether the missing packet is supposed to be delivered to that UE. If
not, the base station ignores that NACK and adapts its retransmissions based

upon the negotiated class of service.

[00237] Variable QOS within a packet

[00238] Each source packet is partitioned into a separate set of bits
according to each class of service. This may be achieved by adapting the coding,
rate matching, and modulation scheme used for the various class of bits in a
packet. The source data for each class must be delivered to a certain set of UEs,
while it is acceptable if they are not delivered to other UEs in the system.
[00239] In this case, the procedure for responding is similar to that
described above, except the decision on successful reception is determined based
upon the successful reception of the appropriate QoS class bits.

[00240] There are several options for encoding the class information. First,
the information on the class of a source packet may be sent along with the data

packet or the packet index through an associated control and indication channel.
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Second, a UE QoS or class may be negotiated/adapted with the transmitter based
upon such factors as desired throughput, system loading, etc. Third, each UE
then operates on its class of service and provides feedback only on success or
failure to receive those bits within a packet which are within its class.

[00241] In the case of adapting the modulation for different grades of QoS
service, the option may be implemented as a hierarchical modulation scheme. In
this case, the bits are directly encoded in a layered modulation process such that
a receiver with a low QoS can successfully receive the bits as if they were encoded
with a low order constellation. UEs with a high QoS service would be able to
successfully receive with a high order constellation. For example, the low order
constellation may be a QPSK scheme with two bits per symbol and the high order
constellation may be a 16-QAM constellation scheme with four bits per symbol.
Of these four bits, two bits are the same as those for the low order constellation.
[00242] This latter scheme may be used dynamically and each UE may
selectively demodulate the data and provide feedback based upon the best effort

demodulation process it can carry out.

[00243) Application to HSDPA
[00244) To illustrate the potential advantages of the algorithms described
above to existing systems, the algorithm can be used to improve efficiency of

transmission of multicast data over high-speed downlink packet access (HSDPA).

[00245] HSPDA overview

[00246] According to Release 5 of the 3GPP specifications for wideband code
division multiple access (WCDMA), four logical channels are involved in HSDPA
operation: high-speed downlink shared channel (HS-DSCH), high-speed shared
control channel (HS-SCCH), higﬁ-speed dedicated physical control channel (HS-
DPCCH), and dedicated channel (DCH).

[00247] The HS-DSCH and its corresponding physical channel are used for
user data multicast. The HS-SCCH in the downlink direction and HS-DPCCH in

the uplink direction are two associated signaling channels which control the
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downlink user data transmissions. The DCH in both the downlink and the uplink
directions is a signaling channel which can be used for any kind of service in
Release 5. In Release 6, the DCH is replaced by an Enhanced DCH. In addition to
the above four channels, there is a new channel in Release 6 specifications, the
fractional dedicated physical channel (F-DPCH), to cover for operation when all
downlink traffic is carried on the HS-DSCH.

[00248] One of the key technologies with HSDPA is physical layer
retransmission. Whereas in Release 99 once data is not received correctly, the
radio network controller (RNC) will schedule the retransmission. With HSDPA,
the packet is first received in a buffer in the base transceiver station (BTS). The
BTS keeps the packet in the buffer even if has sent it to the user and, in case of
packet decoding failure, retransmission automatically takes places from the BTS
without RNC involvement.

[00249] Figure 6 is a diagram of the HS-DSCH channel encoding chain 600.
According to Figure 6, the information bits are first attached with the cyclic
redundancy check (CRC) bits (step 610). The bit scrambling functionality (step
612) avoids long runs of the same bit. Next, code block segmentation occurs (step
614). Turbo coding occurs next (step 616); turbo codes are a unique type of
channel codes used in HS-DSCH.

[00250] HARQ can be operated in two different ways: chase combining
retransmission and incremental redundancy retransmission. In chase combining,
the rate matching functionality is identical between transmissions and the same
bits remain for retransmission. The receiver has to store received samples as soft
values. In incremental redundancy, the rate matching between retransmissions
is different. The relative number of parity bits to systematic bits varies between
retransmissions. In actual implementation, channel encoding can be done for
each packet transmission and the data can then be kept in the IR buffer.
[00251] In the hybrid-ARQ (HARQ) stage 650, first bit separation occurs
(step 618). HARQ functionality consists of two-stage rate matching (steps 620
and 624), which allows tuning of the redundancy version of different

retransmissions when using incremental redundancy. After the first rate
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matching stage (step 620), the information bit payload proceeds to an IR buffer
(step 622). The second rate matching stage (step 624) then occurs. Physical
channel segmentation (step 626) occurs, which is followed by interleaving,
modulation, and physical channel mapping (step 628).

[00252] Figure 7 shows the HS-DSCH channel decoding chain 700, which is
almost the opposite direction of the encoding chain 600. The only extra block in
Figure 7 is the combining block (step 714), which performs the chase combining
or the incremental redundancy operation. In the decoding process, interleaving,
modulation, and physical channel mapping (step 710) occur first. Following this
stage physical channel segmentation occurs (step 712). Combining (step 714)
occurs next, followed by the information bit passing through an IR buffer (step
716). If the punctured turbo codewords are successfully decoded, a first rate
matching stage (step 718) begins, else combining (step 714) occurs again until the
punctured turbo codewords are successfully decoded. Bit separation (step 720)
aceurs next followed by turbo deceding (step 722), code block segmentation (step
724), bit scrambling (step 726), and CRC attachment (step 728).

[00253] Combining packets in HSDPA
[00254] The HSDPA specifications satisfy the requirements of the multicast

models described above. The HS-DSCH and HS-DPCCH are the downlink
transport channel and the uplink signaling channel in HSDPA, respectively. The
former channel can serve as the multicast channel and the latter channel can
serve as the ACK/NACK feedback channel in the multicast model.

[00255] HSDPA offers more than the multicast model. In HSDPA, if a
packet is not decoded correctly, instead of discarding it, the packet is stored for
further decoding use. This decreases the decoding failure rate for the
retransmitted packets. It is improper for the multicast model to assume that the
erasure channel has a constant average erasure rate for all the packets sent. The
average erasure rate can be set as a function of the number of retransmissions.

For example, the average erasure rate for the initial packet is ¢,, the average
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erasure rate for the first retransmission packet is ¢, and the average erasure
rate for the second retransmission packet is e,, where ¢, <¢, <e,.

[002586] The protocols described above can be applied to the HSDPA
environments. The example of multicasting data streams to two UEs as described
in Protocol 2 is discussed for purposes of simplicity. This example could be
extended to the case of multiple UEs. The channel coding and HARQ operations
in HSDPA are not covered by Protocol 2. The packet XOR operation in Protocol 2
is new to HSDPA.

[00257] To adapt Protocol 2 for use with HSDPA, the following changes are
made. In the buffer, with HARQ, all transmitted packets in HSDPA are
automatically stored in the IR buffer for potential retransmission. Hence, it is
unnecessary for the two buffers in Protocol 2 to store the whole missing packets.
Instead, these two buffers simply record the indices of the missing packets. A
packet is removed from the IR buffer if the BTS receives ACKs from both UEs for
this packet.

[00258] When transmitting a source packet according to Rule 1 or Rule 3 of
Protocol 2, the BTS follows the HS-DSCH channel encoding chain 600 in Figure 6
to generate an outgoing packet. A UE follows the HS-DSCH channel decoding
chain 700 in Figure 7 to decode a received source packet.

[00259] When transmitting a combined packet according to Rule 2 of
Protocol 2, if the buffers for both UEs are non-empty, the BTS transmits the XOR
of the first packets in these two buffers. There are two approaches to XORing
packets in HSDPA.

[00260] A first approach is to XOR before Turbo encoding. The XOR
operation can be performed at any step from the original source packet to the
beginning of the Turbo encoding block. Figure 8 shows an example of XORing
information bits at the beginning of the CRC block.

[00261] Figure 8 is a flow diagram of an HS-DSCH channel encoding chain
800 for a combined packet. The HS-DSCH channel encoding chain for a combined
packet 800 begins with XORing packets (step 810). CRC attachments are then
made (step 812), followed by bit scrambling (step 814), and code block
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segmentation (step 816). Turbo Coding is then performed (step 818). HARQ
operations 850 are then commenced, starting with bit separation (step 820). A
first rate matching sequence (step 822) then begins followed by data passing
through an IR buffer (step 824) and then a second rate matching sequence (step
826). Physical channel segmentation (step 828) then occurs followed by
interleaving, modulation, and physical channel mapping (step 830).

[00262] A second approach is to XOR after Turbo encoding. The XOR
operation can be performed at any step from the output of the Turbo encoding
block to the IR buffer block. Since all transmitted packets in HSDPA are
automatically stored in the [R buffer, it is convenient to XOR the bits of the two
missing packets which are stored in the IR buffer,

[00263] If a systematic Turbo code is used in HSDPA, then the combined
packets generated through the above two approaches are identical.

[00264] To decode a combined packet, upon receiving the combined packet, a
UE first creates the replication of the known source packets, which are
components of the combined packet. Then the UE XORs these known packets
with the received combined packet. The resulting single unknown packet is then
demodulated through the receive chain. As previously mentioned, the packet
extraction may occur at any place in the receive chain, but the most natural place
to perform the packet extraction is in the IR buffer, prior to the first rate de-
matching and Turbo decoding.

{00265] Figure 9 is a diagram of an HS-DSCH channel decoding chain 900
for a combined packet. In the decoding chain 900, the source packet(s) whichis a
component of the combined packet is first CRC attached (step 910). It is followed
by bit scrambling (step 912), code block segmentation (step 914), Turbo coding
(step 916), bit separation (step 918), and a first rate matching process (step 920).
A combined packet simultaneously can be demodulated (step 924), then go
through physical channel segmentation (step 926) and then onto a second rate de-
matching process (step 928) before XORing (step 922). Combining (step 930) then
occurs followed by storage in an IR buffer (step 932). If the punctured turbo

codeword is successfully decoded, a first rate de-matching process (step 934)
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occurs, else the combining (step 930) occurs éga.in with the unsuccessfully
decoded punctured Turbo codewords. Following the first rate de-matching
sequence (step 934), bit separation (step 936) and Turbo decoding (step 958)

accurs.

[00266] Protocol 10

[00267] The new protocol for HSDPA includes the BTS setting up an index
buffer for each UE. Each index buffer records the indices of packets that have
been sent, but not received by -he corresponding UE. Both buffers are empty at
the beginning. Although this protocol is described for two UEs, éxtensions to an
arbitrary number of UEs should be clear. ‘ o

{00263} There are two stages in Protocol 10: the “normal transmission stags”
and the “completing a burst transmission stage”, If there exisgts a new source
packet which has not been serit before or both buffers are non-empty, then the
protocol is in the “normal transmission stage”. Otherwise, the protocol is in the
“completing a burst transmission stage”. .

[00269] In the normal tranamission stage, the BTS generates and multicésts
a packet according to the following rules of order.

[002701 ° Rulel: If both UEs informed the BTS of the failure of decoding a
common packet, the BTS generates a retransmission packet as described above.
In Chase combining, the retrsnsmission packet is the same as the original
packet. In incremental redundancy, the retransmission packet is a different
puncturing of the Turbo codewcrd. When réceiving an ACK from one UE and a
NACK from the other UE, the TS adds the packet index into the buffer for the
latter UE.

[00271]  Rule 2: If the buffers for both UEs are non-empty, the BTS
generates a combined packet tarough the approaches described above, Upon
receiving an ACK from one or beth UEs, the BTS removes the first packet index
reference from the appropriate buffer(s).
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[00272] Rule 3: The BTS transmits a new packet as described above. When
receiving an ACK from one UE and a NACK from the other UE, the BTS adds the
packet index into the buffer for the latter UE.

[00273] In the completing a burst transmission stage, at the end of a long
transmission burst, at least one UE has been able to decode all source packets. If
the other UE has not yet decoded all source packets, i.e., the buffer for that UE is
non-empty, then the BTS flushes out the buffer. Specifically, the BTS keeps
retransmitting all the packets with indices in the buffer until it receives an ACK
from the UE. Then the BTS sends the next packet with an index in the buffer.

[00274] Simulation results

[00275] Figure 10 is a graph of a first simulation comparing the overheads of
Protocol 1 and Protocol 2 versus channel erasure rate for the multicast model
with two UEs. The simulations assume that the erasure rates of the two

independent erasure channels are identical. Let e denote the identical erasure

126 +21 (hereinafter “Curve
—e

rate. For comparison purposes, two curves are plotted

A”) and IL (hereinafter “Curve B”) in Figure 10. The former curve is derived
-e

from Equation (3) showing the expected overhead of Protocol 1, and the latter
curve is derived from Equation (5) showing the minimum possible overhead of
any protocol for the multicast model with two UEs.

[00276] In the simulations, the number of source packets is set as 104, Each
point in the curves is an average of 20 independent runs, and the variance of
each point is less than 1 x 103. It is seen from Figure 10 that the overhead of
Protocol 1 almost overlaps Curve A, and the overhead of Protocol 2 almost
overlaps Curve B. In other words, Protocol 2 achieves the best overhead
performance. It makes the transmission of the same data to the second user for
free.

[00277] Figure 11 is a graph showing the overheads of Protocol 1 and
Protocol 2 versus channel erasure ratee,, while the channel erasure rate ¢, is

fixed at 0.2. For comparison purposes, two curves based on Equations (3) and (5)
.38
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with e, = 0.2 are plotted in the same figure. It is seen from Figure 11 that the
overhead of Protocol 1 almost overlaps the curve of Equation (3) and the overhead
of Protocol 2 almost overlaps the curve of Equation (5). The overhead of Protocol
2 outperforms that of Protocol 1, although the gap is not as large as the case
ofe, =e,. It is noted that the curve of Equation (3) approaches the curve of
Equation (5) at a high e, value.

[00278] Figure 12 is a graph showing the overheads of Protocol 1 and
Protocol 2 versus channel erasure ratee,, while the channel erasure rate ¢, is
fixed at 0.4. Similar results as in Figure 11 can be observed.

[00279] Figure 13 is a graph of the simulation results on the overheads of
Protocol 1a and Protocol 5 for the multicast model with five UEs. The channel

erasure rates of all five channels are assumed to be the same in the simulations.

R . . |
For comparison purposes, a lower bound is drawn on the overhead, i.e., vt in
—e

Figure 13. It is seen from Figure 13 that the overhead of Protocol 5 decreases
with the buffer capacity. This is because with a larger buffer capacity, each
combined packet is likely to contain one packet of unknown information for more

UEs. As the buffer capacity increases, the overhead of Protocol 5 approaches the

lower boundL . The buffer capacity used in the simulation is small compared

with the number of source packets. Furthermore, the buffers store the packet
indices only, rather than the whole packets. Hence, the storage requirements of
Proatocol 5 can be easily satisfied by the base station.

[00280] Figure 14 and Figure 15 are graphs showing the simulation results
on the overheads of Protocol 1a and Protocol 5 with 25 and 50 UEs, respectively.
Again, the channel erasure rates of all these channels are assumed to be the
same in the simulations. A large performance improvement can be observed by

using Protocol 5 over Protocol 1a.
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[00281] Embodiments

{00282] 1. A method for multicasting a packet including providing a
buffer for each of two user equipments (UEs) in communication with a base
station; determining if there is a previously unsent packet at the base station;
determining if both UE buffers are non-empty; flushing a non-empty buffer if
there is no previously unsent packet and if one of the buffers is non-empty;
selecting a packet to transmit if there is a previously unsent packet or if both
buffers are non-empty; and updating the buffers based on feedback received from
the UEs.

[00283] 2. The method according to embodiment 1, wherein the flushing
includes determining if the buffer is empty; transmitting a packet from the
buffer; updating the buffer based on feedback received from the UE that received
the packet; and repeating the flushing until the buffer is empty.

[00284] 3. The method according to embodiments 1 or 2, wherein the
selecting includes transmitting a packet that has been previously transmitted
but not received by both UEs.

[00285] 4. The method according to embodiments 1 or 2, wherein the
selecting includes transmitting a combined packet if there is no packet that has
been previously transmitted but not received by both UEs and if both buffers are
non-empty, wherein a combined packet is a combination of two packets in the
buffers.

[00286] 5. The method according to embodiments 1 or 2, wherein the
selecting includes transmitting a previously unsent packet if there is no packet
that has been previously transmitted but not received by both UEs and if one of
the buffers is empty.

[00287] 6. A method for providing feedback in a multicast
communication system including receiving a packet from a base station;
determining whether the packet was successfully received; and providing
feedback to the base station based on the result of the determining.

[00288] 7. The method according to embodiment 6, further including

determining whether the received packet is a combined packet; recovering
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individual packets from the combined packet; and providing feedback to the base
station for any individual packet in the combined packet that was not previously
successfully received.

[00289] 8. The method according to embodiment 7, wherein the
recovering includes performing an exclusive or operation on the combined packet
and a previously received packet, whereby a previously unsuccessfully received
packet is recovered.

[00290] 9. A method according to any previous embodiment, wherein a
user equipment is configured to perform the method.

[00291] 10. A method according to any previous embodiment, wherein the
method is modified to work with any number of user equipments.

[00292] 11. A method according to any previous embodiment, further
comprising addressing latency requirements.

[00293] 12. A method according to any previous embodiment, further
comprising addressing memory restrictions.

[00294] 13. A method according to any previous embodiment, further
comprising a method to select the packets to be combined into a combined packet.
[00295] 14.  Amethod according to any previous embodiment, wherein the
buffer is a packet-based buffer.

100296] 15. A method according to any previous embodiment, wherein the
buffer is a group-based buffer.

[00297] 16.  The method according to any previous embodiment, wherein
the method is applied to high-speed downlink packet access.

[00298] 17.  Anarchitecture configured to perform the method according
to any previous embodiment,

[00299] 18, The architecture according to embodiment 17, further
comprising addressing packet information signaling.

[00300] 19. The architecture according to embodiment 17, further
comprising addressing synchronization and user dynamics,

[00301] 20. The architecture according to embodiment 17, further

comprising addressing feedback error handling.
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[00302] 21. The architecture according to embodiment 17, further

comprising addressing variable quality of service levels.

[00303] Although the features and elements of the present disclosure are
described in particular combinations, each feature or element can be used alone
without the other features and elements or in various combinations with or
without other features and elements. The methods or flow charts provided may
be implemented in a computer program, software, or firmware tangibly embodied
in a computer-readable storage medium for execution by a general purpose
computer or a processor. Examples of computer-readable storage mediums
include a read only memory (ROM), a random access memory (RAM), a register,
cache memory, semiconductor memory devices, magnetic media such as internal
hard disks and removable disks, magneto-optical media, and optical media such
as CD-ROM disks, and digital versatile disks (DVDs).

[00304] Suitable processors include, by way of example, a general purpose
processor, a special purpose processor, a conventional processor, a digital signal
processor (DSP), a plurality of microprocessors, one or more microprocessors in
association with a DSP core, a controller, a microcontroller, Application Specific
Integrated Circuits (ASICs), Field Programmable Gate Arrays (FPGAs) circuits,
any other type of integrated circuit (IC), and/or a state machine.

[00305] A processor in association with software may be used to implement
a radio frequency transceiver for use in a wireless transmit receive unit (UE),
user equipment (UE), terminal, base station, radio network controller (RNC), or
any host computer. The UE may be used in conjunction with modules,
implemented in hardware and/or software, such as a camera, a video camera
module, a videophone, a speakerphone, a vibration device, a speaker, a
microphone, a television transceiver, a hands free headset, a keyboard, a
Bluetooth® module, a frequency modulated (FM) radio unit, a liquid crystal
display (LCD) display unit, an organic light-emitting diode (OLED) display unit,
a digital music player, a media player, a video game player module, an Internet

browser, and/or any wireless local area network (WLAN) module.
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A methad for multicasting a packet, including:

providing a buffer at a base station for each of two user equipments (UEs}
in communication with the base station, each buffer configured to store packets to
be sent to the corresponding UE;

determining whether there is a new packet at the base station to be
transmitted to a UE, wherein a new packet is a previously unsent packet;

determining whether both UE buffers are non-empty;

flushing a non-empty buffer on a condition that there is no new packet and
on a condition that one of the buffers is non-empty;

selecting a packet to transmit on a condition that there is a new packet or
on a condition that both buffers are non-empty; and

updating the buffers based on feedback received from the UEs, wherein
the updating includes removing a packet from a buffer on a condition that the UE
acknowledges receipt of the packet.

2. The method according to claim 1, wherein the flushing includes:

determining whether the buffer is empty;

transmitting a packet from the buffer on a condition that the buffer is non-
empty;

updating the buffer based on feedback received from the UE, wherein the
updating includes removing a packet from a buffer on a condition that the UE
acknowledges receipt of the packet; and

repeating the flushing until the buffer is empty.

3. The method according to claim 1, wherein the selecting includes:
transmitting a packet that has been previcusly transmitted but not
acknowledged by both UEs.

4, The method according to claim 1, whergin the selecting includes:

transmitting a combined packet on a condition that there is no packet that
has been previously transmitted but not acknowledged by both UEs and on a
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condition that both buffers are non-empty, wherein a combined packet is a
combination of two packets in the buffers.

5. The method according to claim 4, wherein the combined packet is a
combination of a first packet in each buffer.

6. The method according to claim 4, wherein the combined packet is a logical
exclusive OR combination of a first packet in each buffer.

7. The method according to claim 1, wherein the selecting includes:

transmitting a new packet on a condition that there is no packet that has
been previously transmitted but not acknowledged by both UEs and on a
condition that one of the buffers is empty.

8. The method according to claim 1, wherein the selecting includes:

examining a first packet in a non-empty buffer;

determining whether the first packet is a predetermined number of packets
ahead of a most recently transmitted packet; and

transmitting the first packet on a condition that the first packet is the
predetermined number of packets ahead of the most recently transmitted packet.

9. The method according to claim 8, wherein the predetermined number of
packets ahead of the most recently transmitted packet comresponds to a
maximum delay value.

10. The methed according to claim 1, wherein the selecting includes
transmitting a first packet in the buffer on a condition that the buffer has reached
a predetermined buffer capacity.

11. A method for providing feedback in multicast communications, including:
receiving a packet from a base station;
determining whether the received packet is a combined packet;

recovering individual packets from the combined packet; and
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providing feedback to the base station for any individual packet in the
combined packet that was not previously successfully received.

12.  The method according to claim 11, wherein the recovering includes
performing a logical exclusive OR operation on the combined packet and a
previously received packet, whereby a previously unsuccessfully received packet
is recovered.

13. A base station configured to multicast a packet, including:

two buffers, one buffer for each of two user equipments (UEs) in
communication with the base station;

a processor configured to:

determine whether there is a new packet to be transmitted to a UE,
wherein a new packet is a previously unsent packet; and

determine whether both buffers are non-empty;

a buffer flushing device configured to flush a non-empty buffer on a
condition that there is no new packet and on a condition that one of the buffers is
non-empty;

a packet selector configured to select a packet to transmit on a condition
that there s a new packet or on a condition that both buffers are non-empty;

a buffer updating device configured to:

update the buffers based on feedback received from the UEs; and

remove a packet from a buffer on a condition that the packet has been
acknowledged by the corresponding UE; and

a transceiver configured to transmit packets and to receive feedback
information.

14, The base station according to claim 13, wherein said buffer flushing device
is configured to:

determine whether the buffer is empty;

select a packet from the buffer for transmission on a condition that the
buffer is not empty; and

repeat flushing the buffer until the buffer is empty.
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15.  The base station according to claim 13, wherein said packet selector is
configured to select a packet that has been previously transmitted but not
acknowledged by both UEs.

16.  The base station according to claim 13, wherein said packet selector is
configured to select a combined packet on a condition that there is no packet that
has been previously transmitted but not acknowledged by both UEs and on a
condition that both buffers are non-empty, wherein a combined packet is a

combination of two packets in said buffers.

17.  The base station according to claim 16, wherein the combined packet is a

combination of a first packet in each buffer.

18.  The base station according to claim 16, wherein the combined packet is a
logical exclusive OR combination of a first packet in each buffer.

19.  The base station according to claim 13, wherein said packet selector is
configured to select a new packet on a condition that there is no packet that has
been previously fransmitted but not acknowledged by both UEs and on a
condition that one of said buffers is empty.

20. The base station according to claim 13, wherein said packet selector is
configured to:

examine a first packet in a non-empty buffer;

determine whether the first packet is a predetermined number of packets
ahead of a most recently transmitted packet; and

select the first packet on a condition that the first packet is the
predetermined number of packets ahead of the most recently transmitted packet.

21.  The base station according to claim 20, wherein the predetermined

number of packets ahead of the most recently transmitted packet corresponds to
a maximum delay value.

-51-




30 Aug 2010

2008205320

47

22. The base station according to claim 13, wherein said packet selector is
configured to select a first packet in the buffer on a condition that the buffer has

reached a predstermined buffer capacity.

23. The method of claim 1 or claim 11 and substantially as hereinbefore
described with reference to the accompanying figures.

24,  The base station according to claim 13 and substantially as hereinbefore
described with reference to the accompanying figures.

INTERDIGITAL TECHNOLOGY CORPORATION

WATERMARK PATENT & TRADE MARK ATTORNEYS

P32130AU00

-52-




WO 2008/085992

PCT/US2008/000294

100
-— UE1 | _—120
110
7 vE2 |L—120
BASE
STATION
UEM |_—120
2
FIG. 1
FLUSH A UE GROUP BUFFER OF A
PACKET IF AT LEAST ONE ACK FOR
—>| THAT PACKET IS RECEIVED FROM 400
ANY OF THE UEs BELONGING TO
THE GROUP 410
418 / YES
'S THERE
NO A FULL INDEX
BUFFER? 46
UPDATE
BUFFER BASED
414 ON FEEDBACK
} 41\ 6 - ( 424
TRANSMIT A TRANSMIT A TRANSMIT A
NEW SOURCE COMBINED COMBINED
PACKET PACKET PACKET

FIG. 4

-53-




PCT/US2008/000294

WO 2008/085992

2/10

¢ OId

082 —|

¥IvEd33d NO
(3Sve 4344ng
31vadN

A

82z — |

002

H3d44nd
JHL WOH4
13%0vd
1INSNYHL

ON

Ole

8l¢

1310vd
33HNOS LSO

ALdW3-NON SH344nd
108 3HY HO 1340vd 30HN0S

JHL LINSNYHL

A J

13X0vd
aaNIgined
V_LIASNVHL

0ce

A

dwmm

13%OVd
3OHNOS MAN
v LINSNYHL

A

Hovad33ad
NO d3svg

H344N9g 31vadn

A

-54-



PCT/US2008/000294

WO 2008/085992

3/10

vee — |

00¢

19X0vd
Qd3NIBWOD v
LIASNVHL

€ oid

MOvdad334 NO
d3sva y34dng

31vadn

9ce

1340vd 30HNOS MIN

130vd
AINIGWOD
v LINSNYHL

1483

/ 13X%0vd

JOHNOS MaN
V LIWSNYHL

Awrm

&
[

AOvaa3a3d
NO d3svd
H344N4 31vadn

A

-55-



PCT/US2008/000294

WO 2008/085992

S "Old

025—

S13MOVd daNIGINOD
40 ¥0079 V LINSNvHL

4/10

005

S13X0vd AINIGNQD S13XOVd 30HNOS MIN
400078 V LINSNYHL 3040018 V LINSNvHL
A / A r
\ 4 90S 0Ls
MOovaa33ad
NO d3svd
SH344Nd 31vadn
225 ¢d4344ng

¢0S

ES1INIVY
J324NOS MIN 40 X207
Y 3H3HLSI

X3ANITINA Y
JH3HL S|

¢lg
\.

%0vaa33d

NO d3Svd H344N8 31vadn

-56-



PCT/US2008/000294

WO 2008/085992

SAHOM 3000 O8dNL 3dNLONNd

(a3d023Q ATIN4SSIOONSNN

1 I oM Z ‘Old
344N . NOILVININDIS ONIddY TINNYHO TYDISAHd
g [ ONINIBINOO TINNVHO TYOISAHd ‘NOLYINAOI "ONIAVITHILINI [
Uz U oy
y
onHovw | | Nouvavaas| Jeniaoo | [novinaweas| | [enmamveos| ] iNawHoviy
3IvH 1S) Lig ogunL %0078 3000 18 04O avOTAvd 18
NOLYWHOANI
\gis \ozs \zz yzs \ozs / -
S 00Z
M ||||||||||||
29 929 ’
(%9 Is _ C (829 9 OId
a3ang || onmowwn | NOIVINIWD3S JoNIdaviv TaNNYHO TvoISAHd
ol 3AMHANZ || | T3NNVHO TYOISAHd "NOLIYINCOW 'ONIAVITHALNI |
A
_
_
onHov || Nowvavaas| ! [oniaoo | [nouvinaweas |, [onmanveos | Jinannoviiy
31vH 1S| g “ ogHNL MDO8 3000 11 o4 [CavoiAvd 1d
NOILYWHOANI
oz Ugio L ol Upio Uzig ros
059 OHVH ! 009

-57-



PCT/US2008/000294

WO 2008/085992

6/10

8 "OId

8¢8
\

\omw

| [

] [

| [

|| w31ana ontowv |y nouvinawoas | Joniddvwtannvro voisand |,

1 Y] AVHANZ ||| TBNNVHO TvOISAHd "NOLLYTNJOW ‘ONIAVIHILN|

| 1 _

| |

| |

! Tonirovn | [Nouvevaas], ! [oniaoo ], [nouvinaweas|, [onnawveos], [inawroviiy

_ 3IvY 15| I "{Losun MOO0TE 3000 18 OHD

" fmmm fomw _ fws f@_w fim (5

| ___0s8odvH | 2 QYOAvd Lig
NOLLYIWHOANI

. e

L QYOTAVd L8

NOILYIWHOANI

-58-



PCT/US2008/000294

WO 2008/085992

SGHOM 3000 0g4dNL A34N.LONNd
d3aod3a ATIN4SSIOONSNN

6 "OId

| w31ana | Jonmovw-aal  [noivavass| [ enidooaa ,
ONINITWOD =21 ™7 | 3wvaist w8 "|_osuny
romm f ¢eb fvmm rwmm fmmm
ONIHOLYA-3a NOLLYININO3S  13iOvd
o @ 31V ONG 7INNVHO TYOISAHd NOLLYINQOWAd QaNIBNOD
=
S N N L
826 926
226 ¥26
oNiHoLvn || novivaas| [ oniaoo | nouvinaweas | [onnamvaos || inanwHowLy
3UvH 1S} 18 oaunL [* | 00183000 18 oHO
fomm f:m fmg, flm fw_m foa
S118 NOLVINHOANI

006 §3aq0o3d
ATIN4SSIOONS

-59-



WO 2008/085992 PCT/US2008/000294

8/10

451 [—e— PROTOCOL 2
—»— PROTOCOL 1

49 | ——— @es1/(1€?)
— 1/(1-8)
3.5 1
OVERHEAD |
2.5 1
2 -
1.5
0T 0z o3 04 05 08 o7
0 0.1 0. , X . . .
FIG. 10 CHANNEL ERASURE RATE (g)
35+ [—e— PROTOCOL2
—=— PROTOCOL 1
— —— 1/(1-ep}+1/(1-e9)-1/{1-e1 &9)
34| —— 1/1-¢)
OVERHEAD 2%
2 -
1.5
1 T T T T T T
a 0.1 0.2 0.3 04 0.5 0.6 0.7
FIG. 11 CHANNEL ERASURE RATE (e,)

-60-




WO 2008/085992

OVERHEAD

FIG. 12

OVERHEAD

FiIG. 13

PCT/US2008/000294

9/10

3.5 1

1.5

—e— PROTOCOL 2
—+— PROTOCOL 1
——— 1/(1-eg)+1/(1-e0)-1/(1-e1 €9)

— /(1)

0

01 02 03 04 05 06
CHANNEL ERASURE RATE (e»)

—— PROTOCOL 1A
—=— PROTOCOL 5, WITH BUFFER CAPACITY=5

0.7

—— PROTOCOL 5, WITH BUFFER CAPACITY=10
—<— PROTOCOL 5, WITH BUFFER CAPACITY=20
—+—— PROTOCOL 5, WITH BUFFER CAPACITY=40

—— 1/(1-¢), LOWER BOUND

01 02 03 04 05 06
CHANNEL ERASURE RATE (e)

61-

0.7




WO 2008/085992

OVERHEAD

FIG. 14

OVERHEAD

FIG. 15

PCT/US2008/000294

10/10

12
—e— PROTOCOL 1A
11 4| —=— PROTOCOL 5, WITH BUFFER CAPACITY=10
0d—™ PROTOCOL 5, WITH BUFFER CAPACITY=40
—— PROTOCOL 5, WITH BUFFER CAPACITY=160
9 | —— 1/1-¢) LOWERBOUND
8 .
7 -
6 .
5 -
4 4
3 .
2 4
1 ™~ == - T T T
60 01 02 03 04 05 06 07
CHANNEL ERASURE RATE (e)
14
—e— PROTOCOL 1A
—=— PROTOCOL 5, WITH BUFFER CAPACITY=10
12 4| —— PROTOCOLS, WITH BUFFER CAPACITY=40
—— PROTOCOL 5, WITH BUFFER CAPACITY=160
—— 1/{1-¢), LOWER BOUND
10
6 -
4 -
2 .
- =4 . T T T T
0 01 02 03 04 05 06 07

CHANNEL ERASURE RATE (e)

-62-




	BIBLIOGRAPHY
	DESCRIPTION
	CLAIMS
	DRAWINGS

