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(57) ABSTRACT 

A system and method for delivering content objects over the 
Internetto an end user system with a content delivery network 
(CDN) is disclosed. The system and method allow for 
dynamically serving content objects by loading and/or recon 
figuring publishing points upon receipt of an end user request. 
When a content object is requested by an end user media 
player, the request is assigned to an edge server within a 
particular POP of the CDN. An optional peer-discovery algo 
rithm is used to determine a content Source for the requested 
content object within the CDN. The peer-discovery algorithm 
first determines whether the publishing point associated with 
the requested content object is loaded into the edge server. 
Alternatively, the peer-discovery algorithm queries other 
edge servers within or remote from the particular POP to 
determine whether the request for content object is mapped 
by other edge servers to a content Source using their respec 
tive publishing points. Once the content source for the 
requested content object is determined, the edge server recon 
figures its publishing point toward the content source. Ulti 
mately, the content object is streamed to the end user media 
player. Management of the publishing points avoids perfor 
mance degradations on the edge server in some embodiments. 
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PUBLISHING-POINT MANAGEMENT FOR 
CONTENT DELVERY NETWORK 

0001. This is a continuation patent application that claims 
priority to U.S. patent application Ser. No. 13/245,861, filed 
on Sep. 27, 2011, which is a continuation of U.S. patent 
application Ser. No. 12/723,533, filed on Mar. 12, 2010, 
which claims the benefit of priority to, and is a non-provi 
sional of co-pending U.S. Provisional Patent Application Ser. 
No. 61/163,412, filed on Mar. 25, 2009. The above-refer 
enced applications are hereby incorporated by reference in 
their entirety for all purposes. 

BACKGROUND 

0002 This disclosure relates in general to media servers 
and, but not by way of limitation, to heavily loaded media 
SWCS. 

0003 Content delivery networks (CDNs) deliver content 
on the Internet for others. Many different customers can use 
edge servers of various points of presence (POPs). There can 
be many thousands of different content objects that an edge 
server might deliver to requesters over time. Each piece of 
content is mapped to a location that serve directly or indi 
rectly the content. Overhead for this mapping is not insignifi 
Cant. 

0004 For example, Windows Media ServerTM calls a map 
ping between a request and a serving location a publication 
point. Beyond a few thousand publication points, Windows 
Media ServerTM has difficulty. Other servers have to trade off 
what they can track efficiently without overloading other 
resources. CDNS need to potentially map far larger amounts 
of publication points without sacrificing performance. 
0005 CDNs can cache and host content. With a distributed 
network of high performing POPs, the CDN can deliver con 
tent with a quality of service that far exceeds the capability of 
most content providers. Scalability is built-into the CDN 
architecture and is a key feature as more computing moves 
into the cloud. Capabilities of individual media servers can 
hamper that scalability. 

SUMMARY 

0006. In one embodiment, the present disclosure provides 
a system and method for delivering content objects over the 
Internet to an end user system with a content delivery network 
(CDN). The system and method allow for dynamically serv 
ing content objects by loading and/or reconfiguring publish 
ing points upon receipt of an end user request. When a content 
object is requested by an end user media player, the request is 
assigned to an edge server within a particular point of pres 
ence (POP) of the CDN. An optional peer-discovery algo 
rithm is used to determine a content Source for the requested 
content object within the CDN. The peer-discovery algorithm 
first determines whether the publishing point associated with 
the requested content object is loaded into the edge server. 
Alternatively, the peer-discovery algorithm queries other 
edge servers within or remote from the particular POP to 
determine whether the request for content object is mapped 
by other edge servers to a content source using their respec 
tive publishing points. Once the content source for the 
requested content object is determined, the edge server recon 
figures its publishing point toward the content source. Ulti 
mately, the content object is streamed to the end user media 
player. Management of the publishing points avoids perfor 
mance degradations on the edge server in Some embodiments. 
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0007. In one embodiment, a content delivery network 
(CDN) for dynamically serving a content object over the 
Internet to an end user system is disclosed. The CDN includes 
a content object request function, POPs, an edge server selec 
tion function, a purging function, and a streaming function. 
The content object request function receives a request for 
streaming content object to the end user system. The POPs are 
geographically distributed, and each of the POPs comprises 
servers including an edge server. The edge server selection 
function assigns the request to the edge server in the POP. The 
edge server loads publishing points, where each publishing 
point maps a request for content to a content source. The 
purging function removes a Subset of the publishing points 
according to an algorithm. The streaming function streams 
the content object to the end user system. 
0008. In another embodiment, a method for dynamically 
serving a content object over the Internet to an end user 
system with a CDN is disclosed. A request to stream the 
content object to the end user system is received. The CDN 
comprises a POPs, which are geographically distributed. The 
POPs include servers including an edge server. The edge 
server loads publishing points, wherein each publishing point 
maps a request for content to a content Source. The request is 
assigned to the edge server in the POP, which is part of the 
POPs. The request is correlated to a publishing point associ 
ated with the content object, wherein the publishing point is 
part of the publishing points. It is determined whether the 
publishing point is loaded into the edge server. The publish 
ing point of the edge server is mapped to the content source. 
A Subset of the publishing points is removed according to an 
algorithm. The content object is streamed from the edge 
server to the end user system. 
0009. In yet another embodiment, a CDN for dynamically 
serving a content object over the Internet to an end user 
system is disclosed. The CDN comprises points of presence 
(POPs), which are geographically distributed. Each of the 
POPs comprises servers including an edge server. The edge 
server loads publishing points, wherein each publishing point 
maps a request for content to a content source. The CDN 
comprising: means for receiving a request to stream the con 
tent object to the end user system; means for assigning the 
request to the edge server in the POP, which is part of the 
POPs; means for correlating the request to a publishing point 
associated with the content object, wherein the publishing 
point is part of the publishing points; means for determining 
whether the publishing point is loaded into the edge server; 
means for mapping the publishing point of the edge server to 
the content source; means for removing a Subset of the pub 
lishing points according to an algorithm; and means for 
streaming the content object from the edge server to the end 
user system. 
0010 Further areas of applicability of the present disclo 
sure will become apparent from the detailed description pro 
vided hereinafter. It should be understood that the detailed 
description and specific examples, while indicating various 
embodiments, are intended for purposes of illustration only 
and are not intended to necessarily limit the scope of the 
disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0011. The present disclosure is described in conjunction 
with the appended figures: 
0012 FIG. 1 depicts a block diagram of an embodiment of 
a content distribution system; 
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0013 FIGS. 2A, 2B and 2C depict block diagrams of 
embodiments of a content delivery network (CDN) coupled 
to the Internet; 
0014 FIG.3 depicts a block diagram of an embodiment of 
a POP coupled to the Internet; 
0.015 FIG. 4 illustrates a flowchart of an embodiment of a 
process for streaming content over the Internet to an end user 
system; 
0016 FIGS. 5A and 5B illustrate flowcharts of embodi 
ments of a process for determining a content source for 
requested content; 
0017 FIGS. 6A and 6B illustrate flowcharts of embodi 
ments of a process forestablishing an external link to a remote 
location and determining a content source; and 
0018 FIGS. 7A and 7B illustrate flowcharts of embodi 
ments of a process for purging publishing points loaded into 
an edge server. 
0019. In the appended figures, similar components and/or 
features may have the same reference label. Further, various 
components of the same type may be distinguished by fol 
lowing the reference label by a dash and a second label that 
distinguishes among the similar components. If only the first 
reference label is used in the specification, the description is 
applicable to any one of the similar components having the 
same first reference label irrespective of the second reference 
label. 

DETAILED DESCRIPTION 

0020. The ensuing description provides preferred exem 
plary embodiment(s) only, and is not intended to limit the 
Scope, applicability or configuration of the disclosure. Rather, 
the ensuing description of the preferred exemplary embodi 
ment(s) will provide those skilled in the art with an enabling 
description for implementing a preferred exemplary embodi 
ment of the disclosure. It should be understood that various 
changes may be made in the function and arrangement of 
elements without departing from the spirit and scope of the 
invention as set forth in the appended claims. 
0021 Referring first to FIG. 1, a block diagram of an 
embodiment of a content distribution system 100 is shown 
where a content originator 106 offloads delivery of the con 
tent objects to a content delivery network (CDN) 110. In this 
embodiment, the content distribution system 100 can 
dynamically serve content objects over the Internet 104 to end 
user systems 102 by loading and/or reconfiguring publishing 
points upon receipt of an end user request for content or when 
other conditions are met. In this way, only publishing points 
related to the requested content are loaded into the edge 
servers such that the CDN 110 may avoid overhead associated 
with publishing points that are unlikely to be used. 
0022. The publishing points translate or map an end user 
request for content into a physical path(s) where the content 
can be found or delivered from. The publishing point also can 
include information relevant to the content object. The term 
“publishing point is typically used for Windows MediaTM 
serving platforms, but embodiments also operate on other 
platforms such as FlashTM, LinuxTM, and/or other media serv 
ing platforms. As used herein, the publishing point is any 
string of information used to map content to content requests. 
The publishing points are individually manageable for dele 
tion. The publishing points could be stored in a look-up table, 
a database or file. Volatile memory in each edge server holds 
the publishing points. The end user request for content could 
be in the form of a universal resource indicator (URI) or a 
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portion thereof. The source of the content could be on an edge 
server or any other server within the CDN. The edge server 
may cache the content or relay the request and deliver to 
another server. 
0023. A content originator 106 produces and/or distributes 
content objects as the originator of content in a digital form 
for distribution with the Internet 104. Included in the content 
originator 106 are a content provider 108, a content site 116 
and an origin server 112. The figure shows a single origin 
server 112, but it is to be understood embodiments could have 
multiple origin servers 112 that each can serve streams of the 
content object redundantly. For example, the content origina 
tor 106 could have multiple origin servers 112 and assign any 
number of them to serve the content object. 
0024. Although, this figure only shows a single content 
originator 106 and a single CDN 110, there may be many of 
each in other embodiments. The content object is any content 
file or content stream and could include, for example, video, 
pictures, advertisements, applet, data, audio, Software, and/or 
text. The content object could be live, delayed or stored. 
Throughout the specification, references may be made to a 
content object, content, content stream and/or content file, but 
it is to be understood that those terms could be generally used 
interchangeably wherever they may appear. 
(0025. Many content providers 108 use the CDN 110 to 
deliver the content objects over the Internet 104 to end users 
128. When a content object is requested by an end user 128, 
the CDN 110 may retrieve the content object from the content 
provider 108. Alternatively, the content provider 108 may 
directly provide the content object to the CDN 110, i.e., in 
advance of the first request or in servicing the first request. In 
this embodiment, the content objects are provided to the CDN 
110 through caching and/or pre-population algorithms and 
stored in one or more servers such that requests may be served 
from the CDN 110. The origin server 112 holds a copy of each 
content object for the content originator 106. Periodically, the 
contents of the origin server 112 may be reconciled with the 
CDNs 110 through a cache and/or pre-population algorithm. 
Some embodiments could populate the CDN 110 with con 
tent objects without having an accessible origin server Such 
that the CDN serves as the origin server, a host or a mirror. 
(0026. The CDN 110 includes a number of points of pres 
ence (POPs) 120, which are geographically distributed 
through the content distribution system 100. Various embodi 
ments may have any number of POPs 120 within the CDN 
110 that are generally distributed in various locations around 
the Internet 104 to be proximate, in a network quality of 
service (QoS) sense, to end user systems 102. A wide area 
network (WAN) 114 or other backbone may couple the POPs 
120 with each other and also couple the POPs 120 with other 
parts of the CDN 110. Otherembodiments could couple POPs 
120 together with the Internet optionally using encrypted 
tunneling. 
0027. When an end user 128 requests a content link 
through its respective end user system 102, the request for the 
content is passed either directly or indirectly via the Internet 
104 to the content originator 106. The request for content, for 
example, could be an HTTP Get command sent to an IP 
address of the content originator 106 after a look-up that finds 
the IP address. The content originator 106 is the source or 
re-distributor of content objects. The content site 116 is 
accessed through a content web site 116 in this embodiment 
by the end user system 102. In one embodiment, the content 
site 116 could be a web site where the content is viewable by 
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a web browser. In other embodiments, the content site 116 
could be accessible with application software other than a 
web browser. The content provider 108 can redirect content 
requests to any CDN 110 after they are made or can formulate 
the delivery path beforehand when the web page is formu 
lated to point to the CDN 110. In any event, the request for 
content is handed over to the CDN 110 for fulfillment in this 
embodiment. 

0028. Once the request for content is passed to the CDN 
110, the request is associated with a particular POP 120 
within the CDN 110. A routing algorithm used to choose 
between different POPs 120 could be based upon efficiency, 
randomness, and/or proximity in Internet terms, defined by 
the fabric of the Internet and/or some other mechanism. The 
particular POP 120 then assigns or routes the request to an 
edge server, which serves the content immediately to the end 
user system 102 if the publishing point associated with the 
requested content is already loaded into the edge server. 
0029 Where a publishing point is not already loaded for 
the content request, the edge server determines a content 
source within the CDN 110 by querying other peer servers 
within or remote from the particular POP 120. This embodi 
ment dynamically discovers peer servers, which have already 
cached or stored the requested content. The peer server that 
already holds the requested content could be an edge server or 
a server that doesn't service end user requests, for example, a 
relay server or ingest server. If the content cannot be found in 
the POP 120 originally receiving the request, neighboring 
POPs 120 could serve as the source in some cases, or the 
content could be sourced from the content originator 106. 
0030. After the content source for the requested content is 
determined, a publishing point is formulated and loaded by 
the edge server that originally was assigned the request. The 
publishing point associated with the requested content object 
is configured or mapped toward the content source and the 
requested content is streamed to the end user system 102. The 
publishing point is kept loaded for a period of time thereafter, 
unless it goes unused for some period of time, whereupon it 
may be purged using a caching algorithm that prunes pub 
lishing points for content unlikely to be requested. The cach 
ing algorithms take into account time that a publishing point 
has gone unused and/or a threshold number of publishing 
points that are desired to be loaded at one time. Additionally, 
any currently being sourced content objects could have their 
publishing points protected from pruning 
0031. The end user system 102 processes the content for 
the end user 128 using a content player upon receipt of the 
content object. The end user system 102 could be a personal 
computer, media player, handheld computer Internet appli 
ance, phone, IPTV set top, streaming radio or any other 
device that can receive and play content objects. In some 
embodiments, a number of end user systems 102 can be 
networked together sharing a single connection to the Internet 
104. 

0032 Referring next to FIG. 2A, a block diagram of an 
embodiment of the CDN 110-1 is shown coupled to the Inter 
net 104 with additional detail for one of the POPS 120. Each 
POP120 may include a content request interface 220, a server 
selection function 224, a delivery interface 226, a number of 
CDN edge servers 230, and other servers (not shown). For 
simplicity, this embodiment only shows three POPs 120 
within the CDN 110, however any number of POPs may exist 
in various embodiments. 
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0033. As explained above in relation to FIG. 1, when a 
request for content is handed over to the CDN 110, the request 
is associated with a particular POP 120 within the CDN 110 
using any number of algorithms. For example, the assignment 
could be round-robin, random, based upon loading of the 
edge server, distance between POP and end user, and/or other 
algorithms. The particular POP 120 receives the request 
through a content request interface 220 and distributes the 
request to the server selection function 224. The server selec 
tion function 224 assigns the request for content to an edge 
server 230 to stream the content object to the end user system 
102. The server selection function 224 selects the edge server 
230 from a group of edge servers 230 in the POP 120. A 
number of algorithms can be used to assign the request to an 
edge server 230. For example, the server selection function 
224 may use routing algorithms, domain name service (DNS) 
resolution oran HTTP-redirect to direct a particular end user 
system 102 to a particular edge server 230. 
0034 Various parameters may be taken into account for 
selection of the edge server 230. Examples of parameters 
influencing selection of the particular edge server may 
include content object characteristics, server assignment to a 
particular content provider, adequate quality of service 
(QoS), performance metrics, capabilities of the edge server 
230, and/or routing efficiency between the edge server 230 
and end user system 102. Embodiments could have any num 
ber of edge servers 230 within each POP120 of the CDN 110. 
0035. When the request for content is assigned to the edge 
server 230, the edge server 230 determines a content source 
for the requested content object using a peer-discovery algo 
rithm when a publishing point isn't already loaded in the 
assigned edge server 230. As will be described further below 
in various embodiments, the peer-discovery algorithm first 
determines whether a publishing point associated with the 
requested content is loaded into the edge server 230 receiving 
the request. If the publishing point is loaded already, the edge 
server 230 serves the requested content to the end user system 
102 through the delivery interface 226 using the existing 
publishing point. Where there is no publishing point, the 
peer-discovery algorithm queries other peer servers within or 
external to the POP 120 to determine whether the request for 
content is mapped by other edge servers 230 to a content 
Source through their respective publishing points. Other 
embodiments could check for the content object on Storage 
for each edge server 230 rather than looking for publishing 
points. Regardless, a source for the content is found and a 
publishing point mapping the edge server to that content 
source is formulated for storage on the edge server 230 and 
available to future requestors. 
0036. If a peer server has a publishing point such that the 
peer server is likely to have the content cached, the edge 
server 230 receiving the request can point its publishing point 
to the cache or store of the peer server. Once the content 
Source for the requested content object is determined, the 
edge server 230 configures its publishing point toward the 
content source and streams the requested content to the end 
user system 102 via the delivery interface 226. Rather than 
using a peer server, the edge server 230 receiving the request 
may retrieve the requested content from the content provider 
108 or any other server with the content and serve the content 
object to the end user system 102 with an appropriate pub 
lishing point mapped to the cache or store of the edge server 
230 that received the original request. The cache or store 
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would receive the content object from the content provider 
108 or other server and map the local copy to the request using 
the publishing point. 
0037. Some embodiments select one of the edge servers 
230 to serve a particular content object for all requests in the 
POP 120. Where the edge server 230 receiving the request 
serves the content from a source external to its POP, like the 
content provider 108 or another POP 120, the edge server 230 
would become the master for its POP120 such that other edge 
servers 230 in the same POP would use the master edge server 
230 found during peer discovery rather than getting the con 
tent externally. Other edge servers 230 receiving a request for 
the content object would find the master edge server 230 
using peer discovery. 
0038 Although this embodiment chooses a single edge 
server 230 other embodiments could assign the same content 
object request to multiple edge servers 230 on different occa 
sions. To balance the load, for example, a variable number of 
edge servers 230 could be selected for a particular request 
such that they shared the delivery load. An edge server 230 
without a particular content object could act as a relay to get 
the content object from a peer or neighboring edge server. The 
number of relay edge servers for a group of content object 
requests is configurable based on a number of factors, for 
example, stream name, customer name, service type, cus 
tomer preference, number of edge servers, loading of edge 
Servers, etc. 
0039. With reference to FIG. 2B, a block diagram of 
another embodiment of the CDN 110-2 is shown coupled to 
the Internet 104 with additional detail for one of the POPs 
120.This embodiment adds a content registrar 232 coupled to 
the WAN 114, but it could be coupled to the Internet 104 in 
other embodiments. The content registrar 232 receives 
reports from all potential peer servers of the content that they 
are serving as the master for in a particular POP 120. During 
peer discovery, the content registrar 232 can be queried rather 
than multiple queries to peer servers. The content registrar 
232 can identify the peer server in the POP 120 or other POPs 
120 to allow peer discovery with less queries in this embodi 
ment. 

0040 Some embodiments could appreciate that a peer 
server, master edge server or content registrar 232 may not 
respond for a variety of reasons, for example, network traffic, 
loss of connectivity, overloaded server, inoperable server, etc. 
There could be multiple master edge servers, multiple peer 
server and multiple content registrars. These could be ranked 
according to some scoring, such as CARP or a similar algo 
rithm. Should one not respond for whatever reason, the sec 
ond highest ranking masteredge server, peer server or content 
registrar would be queried serially. 
0041. Other embodiments could query the multiple pos 
sible master edge servers, peer servers and content registrarin 
parallel or at least overlapping in time. The ranking algorithm 
could vary randomly, through round robin or some other 
algorithm to spread the load between the possible options. A 
master peer server for a particular content object request 
would determine it should be the best or one of the best 
options and would look external to the POP 120 or even the 
origin server 112 to find the content object. 
0042. One embodiment could use multiple methods to find 
content objects. The three methods outlined could be used 
variously by different edge servers 230 and POPs 120. For 
example, one POP 120 might have access to a content regis 
trar 232 while another POP120 uses masteredge servers. One 
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method could have a primary method and one or more fall 
back methods. For example, a content registrar 232 could be 
used primarily, but when the content registrar 232 is not 
responding for whatever reason, a peer server could be que 
ried. One embodiment could sense problems with one method 
and start switching over edge servers 230, for example when 
there are equipment errors or overloading. 
0043. With reference to FIG. 2C, a block diagram of yet 
another embodiment of the CDN 110-3 is shown coupled to 
the Internet 104 with additional detail for one of the POPs 
120. This embodiment includes a distributed registrar 236 in 
some or all of the POPs 120. The distributed registrar 236 
knows at least where content is stored within the servers 
within its POP 120. Some embodiments could publish con 
tent locations for other POPs 120 into the distributed registrar 
236 periodically or as changes are made. 
0044. In addition to the distributed registrar 236, other 
embodiments could also have the content registrar 232 that 
knows centrally where content is located in the various peer 
servers. The content registrar 232 could periodically send 
updates to the various distributed registrars 236. During peer 
discovery, the distributed registrar 236 could be checked first, 
and if the content object were not found, the content registrar 
232 could be contacted next. 

0045. In various embodiments, we discuss different ways 
for edge servers 230 to find a content object. Similar tech 
niques could be used when populating content objects to edge 
servers 230. With content object ingest, an edge server 230 
likely to receive a content object request would be chosen to 
store the content object. The content originator 106 can pre 
populate the CDN 110 with any number of content objects. 
The prepopulation algorithm selects the one or more edge 
servers 230 likely to be assigned a later request for the content 
object. 
0046) With reference to FIG. 3, a block diagram of an 
embodiment of a POP 120 coupled to the Internet 104 is 
shown with additional detail for one edge server 230. 
Although this figure only shows three edge servers 230, the 
POP 120 may have many more edge servers 230 in various 
embodiments. The edge server 230 includes a processor 330, 
a content database 332, a peer-discovery function 338, a 
purging function 334, and a streaming function 336. 
0047. After assigning the request to the edge server 230, 
the processor 330 passes the request to the peer-discovery 
function 338. The peer-discovery function 338 first correlates 
the request for content to a publishing point to determine if the 
publishing point already exists for the content at the selected 
edge server 230. The processor 330 is loaded with a number 
of publishing points where each of the publishing points maps 
a request for content to a content Source either on the selected 
edge server 230 or another server. A publishing point is the 
means by which the edge server 230 distributes the requested 
content to the end user system 102 and includes information 
relevant to the requested content object and its content source. 
0048. A content database 332 stores information that is 
relevant to the publishing points loaded into the processor 330 
in addition to a cache or store holding content objects. The 
information may include type of content object, QoS goals for 
providing the content, type of publishing points, delivery 
options, transport protocol, and the location and configura 
tion of the content source. The content database can have 
cached content that can be purged when less popular. The 
publishing point would be deleted or updated to reflect a new 
Source when the content is purged from the content database. 
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Additionally, the content database could include Sticky con 
tent that is not purged. The Sticky content can be hosted 
content objects or pre-populated content. In some cases, the 
edge server 230 can serve as the origin server for hosted 
content objects. 
0049. Some POPs 120 might be effectively split into sub 
POPs for any number of reasons. In this case, there might be 
a master server per sub-POP and a higher-level master server 
for all the sub-POPs. This allows another level of branching 
and can result in only transmit one copy of aparticular content 
object across metro links to the POP that is available to the 
hierarchy of master servers. 
0050. As discussed above, the peer-discovery function 
338 within the edge server 230 uses a peer-discovery algo 
rithm to determine a content source for the requested content 
object when a publishing point isn't already loaded in the 
assigned edge server 230. In this way, the edge server 230 
determines the source for the content object and serves the 
requested content object to the end user system 102. In one 
example, the source of the content is the edge server 230 
receiving the request Such that the requested content is served 
directly to the end user system 102 from the content database 
332 through the streaming function 336. In this embodiment, 
the edge server 230 maps content requests to a source of the 
content in creating a publishing point using the peer-discov 
ery function 338. In another example, the content source is 
located within the POP 120 receiving the request by a peer 
server other than the selected edge server 230. In this case, the 
selected edge server 230 maps its publishing point toward the 
newly discovered content source found in the peer discovery 
function and streams the requested content to the end user 
system 102 using the streaming function 336. 
0051. In yet another example, the content source for the 
requested content is located in another POP120 remote to the 
POP120 receiving the request but within the CDN 110. In this 
embodiment, characteristics of each neighboring POP 120 
are used to determine a list of acceptable neighboring POPs 
120 that are externally referenced to obtain a content object 
not currently stored in the POP 120 receiving the request. 
Acceptable neighboring POPs 120 are those that can be 
reached quickly, inexpensively and/or quicker than the con 
tent originator 106. Once the list of acceptable neighboring 
POPs 120 is determined, the peer-discovery function 338 
establishes an external link to the acceptable neighboring 
POPS 120 within the CDN 110 to determine a content Source 
for the requested content object. The acceptable POPs 120 
could be contacted in parallel or serially in various embodi 
ments. After determining the content source for the requested 
content object, the edge server 230 maps its publishing point 
to the remote content source and serves the requested content 
indirectly to the end user system 102 through the streaming 
function 336. In some embodiments, the selected edge server 
230 caches the content object in the content database 332. 
0052 Although this embodiment maps the publishing 
point to an external Source, other embodiments of the edge 
server 230 request and cache the content object from the 
content source. The publishing point would then reference the 
content database 332 of the edge server. Once one edge server 
230 caches the content object, that edge server 230 becomes 
the master to provide the content object to other edge servers 
230. Those other edge servers 230 in the same POP 120 will 
find the content object through their respective peer-discov 
ery function 338. 
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0053 Table I indicates an example of neighboring POPs 
120 proximate to the particular POP120 receiving the request 
within the CDN 110. In this example, a list of acceptable 
neighboring POPs 120, for establishing the external link, is 
determined based upon whether each neighboring POP120 is 
proximate, in a network sense, to the POP 120 receiving the 
request. Other parameters and/or performance metrics can be 
additionally or alternatively used to determine the list of 
acceptable neighboring POPs 120. For example, one embodi 
ment only allows use of neighboring POPs that can be 
reached by WAN 114 that uses a high-speed backbone net 
work connection and/or a low cost connection. 

TABLE I 

Receiving Acceptable Neighboring POPs to 
POP Establish External Link 

2 
4 7, 12, 18 
7 4, 9, 15 
9 2, 4 
12 15 
15 18 
18 4, 12 

0054 Periodically, the publishing points that are loaded 
into the edge server 230 get purged according to an algorithm. 
The purging function 334 performs the purging algorithm to 
determine whether a publishing point stays or gets deleted 
within the processor 330. There are two different types of 
publishing points that are loaded into the processor 330: (1) 
Sticky publishing points and (2) ephemeral publishing points. 
The purging function 334 acts upon the total number of pub 
lishing points that are cached such that they do not exceed in 
number a threshold. For example, some embodiments could 
have 500 sticky publishing points where the threshold for the 
total number of publishing points is 1,000, 2,000, 2,500, 
3,000, 3,500, 4,000, 5,000 or 10,000 in various embodiments. 
After the threshold is reached, the purging algorithm will 
remove ephemeral publishing points beyond the threshold 
according to the purging algorithm. 
0055 Sticky publishing points are defined as publishing 
points that are loaded into the edge server 230 each time the 
edge server 230 restarts its initialization process and they are 
not deleted according to any purging algorithm. Sticky pub 
lishing points generally correspond to frequently requested 
content or content that is anticipated to be popular. The sticky 
publishing points can change over time as mapping changes 
or usage profiles changes. In some embodiments, sticky pub 
lishing points correspond to hosted content or Sticky content 
in the cache for the edge server 230. 
0056 Sticky publishing points can be either discovered or 
predefined upon initialization of the edge server 230 in one 
embodiment. Discovered Sticky publishing points are 
mapped upon initialization with peer-discovery to potentially 
update current mapping between each publishing point and 
content object. Initialization of Sticky publishing points can 
be triggered by restart of the edge server 230 or an indication 
that there has been an update to configuration information. 
The edge server 230 loads configuration information that 
indicates Sticky publishing points and preloads any content 
objects for which the edge server 230 is the masteredge server 
for (i.e., for content objects external to the POP 120 or from 
customer sources). Where the edge server 230 is not the 
master, peer discovery is used to find how the discovered 
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Sticky publishing point is mapped to a master edge server for 
each content object. For sources of content objects external to 
the CDN 110, the sticky publishing point is predefined and 
does not require discovery. These predefined sticky publish 
ing points do not trigger the peer discovery process. 
0057 The second type of publishing points are ephemeral 
publishing points that are subject to the purging function 334. 
After a restart of the processor 330, the prior ephemeral 
publishing points could be repopulated as requests are made 
for content. Other embodiments could store the ephemeral 
publishing points during a shutdown or periodically for 
reload after starting. Ephemeral publishing points are usually 
loaded into the edge server 230 upon receipt of end user 
requests for the content objects. Generally, the purging func 
tion 334 favors keeping the ephemeral publishing points most 
likely to be requested again such that the peer-discovery 
function 338 can be avoided. In some embodiments, the 
ephemeral publishing points correspond with content wholly 
or partially cached in the content database 332 and are rec 
onciled with the current state of the cache such that they 
generally track. In one embodiment, a timer is activated after 
the last end user system 102 disconnects from a particular 
content object. The publishing point is purged once the timer 
reaches a predetermined value without another connection to 
the particular content object (e.g., 1 day, 1 hour, 30 minutes, 
15 minutes, etc. of inactivity). 
0058. This embodiment loads all the sticky and ephemeral 
publishing points into the processor 330 of the edge server 
230. Multiple edge servers 230 in a POP 120 could share the 
same sticky publishing points, but each edge server 230 
would maintain a set of ephemeral publishing points that is 
likely to be unique and more likely to track the content in the 
content database 332. Table II shows an example of different 
publishing points and how the different types of publishing 
points may respond to different processes and algorithms 
disclosed in various embodiments. Sticky publishing points 
normally have predefined mapping to content, but metadata in 
the publishing point can specify that peer-discovery should be 
performed on the Sticky publishing point. 

TABLE II 

Example of Publishing Points Loaded into Edge Servers 

Sticky Publishing Ephemeral Publishing 
Points Points 

Loading Upon Initialization Yes No 
Loading Upon User Request No (Preloaded) Yes 
Peer-Discovery No (Predefined Performed 

unless metadata 
says otherwise) 

Purging Disabled Allowed 

0059 Referring next to FIG. 4, an embodiment of a pro 
cess 400 for streaming content over the Internet 104 to an end 
user system 102 is shown. The depicted portion of the process 
begins in block 402 where the POP 120 receives a request to 
stream content object to an end user system 102. The request 
is typically in the form of a URI, but may not necessarily be 
the case. The server selection function 224 then assigns the 
request to an edge server 230 within the POP 120 at block 
404. After assigning the request to the edge server 230, pro 
cessing continues to block 406 where content source for the 
requested content object is determined. As described below, 
the peer-discovery function.338 queries different peer servers 
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within or remote from the POP 120 to determine the content 
Source for the requested content if the source is not already 
known. 
0060. After discovering the content source at block 406, 
the streaming function 336 performs any encoding and 
streams the requested content to the end user system 102 at 
block 408. The streaming function 336 could transcode the 
content object to different formats, bitrates, coding, etc. Addi 
tionally, any encryption or digital rights management could 
be performed by the streaming function. The publishing point 
can map requests through the streaming function 336 to the 
content database, other edge servers 230 or servers in the POP 
120 or other POPs, or the origin server in different situations. 
0061 Periodically or constantly, the publishing points that 
are loaded into the edge server 230 are purged according to an 
algorithm. In one embodiment, the purging process occurs 
every 24 hours within the edge server 230 to remove publish 
ing points that are less likely to be requested should the 
number of publishing points exceed some threshold. Other 
embodiments may perform the purging process over a shorter 
or longer period of time Such as portion of days, weeks, 
months or years. One embodiment potentially purges pub 
lishing points at each content request or each time a publish 
ing point is added. 
0062. With reference to FIG. 5A, a flow diagram of an 
embodiment of a process 406-1 for determining a content 
Source for requested content is shown. The depicted portion 
of the process begins in step 502 where the processor 330 
correlates the request for content to any loaded publishing 
point. A determination is made, at block 504 as to whether the 
publishing point for the content object is loaded into the edge 
server 230. If the publishing point is loaded into the edge 
server 230, processing goes back to block 408 of the main 
process 400 to stream the requested content to the end user 
system 102. If the publishing point is not loaded into the edge 
server 230, processing flows from block 504 to block 506 
where another determination is made as to whether the pub 
lishing point is loaded into peer servers within the POP 120. 
In this case, the peer-discovery function 338 determines 
whether the request for content is mapped by other edge 
servers 230 or other servers to a content source through their 
respective publishing points. Other embodiments could 
check content databases 332 of other edge servers 230 in the 
POP120 to determine which has the content object to serve as 
the source. 

0063. If the publishing point is loaded into other servers of 
POP120, processing goes from block 506 to block510 where 
the publishing point of the edge server 230 is mapped to the 
content source referenced in the publishing point found dur 
ing peer discovery. The processing then goes back to the main 
process 400 to stream the requested content to the end user 
system 102 from the content source. If the content object is 
not loaded into any other servers within the POP 120, pro 
cessing continues to block 508 where the selected edge server 
230 establishes an external link to a remote location and make 
itself as a master relay for the content object within the POP 
120. 

0064. The remote location(s) is chosen from a list of 
acceptable neighboring POPs 120 within the CDN 110. In 
this embodiment, the peer-discovery function 338 selects one 
or more neighboring POPs 120 and determines whether the 
content object is stored within the selected neighboring POP 
120. In another embodiment, the peer-discovery function338 
selects the neighboring POP 120, and that selected neighbor 
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ing POP 120 determines the content source for the request 
through its respective peer-discovery function 338. Where 
neighboring POPs 120 do not have the content object, the 
origin server 112 can serve as the content source. 
0065. Once the content source for the requested content 
object is determined at block 508, the processing goes to 
block 510 where the publishing point of the selected edge 
server 230 is mapped to the content source. In this embodi 
ment, the peer-discovery function 338 formulates the pub 
lishing point of the selected edge server 230 to reference the 
internal or external content source. In some cases, the pub 
lishing point references the content database 332 of the 
selected edge server 230 and finds the content object exter 
nally to populate the content database 332. 
0066. With reference to FIG. 5B, a flow diagram of an 
embodiment of another process 406-2 for determining a con 
tent source for the requested content is shown. This embodi 
ment adds a determination block 505 between blocks 504 and 
506. Certain relatively static mapping is used in block 505 
prior to full peer discovery. The static mapping could be from 
a global or distributed registrar 232, 236 that already knows 
the acceptable mapping for a content object. As servers are 
taken down or added, the registrar 232,236 would be updated. 
Even where a registrar 232, 236 is not used, a list of ingest or 
other available servers used for Sourcing particular content 
objects or classes of content objects could be specified or 
determined dynamically by ping, connection and/or other 
testing. 
0067. Referring next to FIG. 6A, a flow diagram of an 
embodiment of a process 508-1 for establishing an external 
link to a remote location and determining a content source is 
shown. External links are relied upon when the POP 120 
receiving the request does not have the content object. The 
depicted portion of the process begins at step 602 where the 
peer-discovery function 338 retrieves information relevant to 
the neighboring POPs 120 from the content database 332 and 
forms a list of acceptable neighboring POPs 120 within the 
CDN 110. In this embodiment, the list of acceptable neigh 
boring POPs 120 is determined based on parameters, such as 
routing efficiency, loading of interconnections and/or band 
width cost between the two POPs, to determine the list of 
acceptable neighboring POPs 120. Once the closest accept 
able neighboring POP120 is selected from the list, processing 
continues to block 606 where a determination is made as to 
whether the publishing point associated with the requested 
content is available within the servers of the selected neigh 
boring POP120. If the publishing point is not available within 
the servers of the selected neighboring POP 120, processing 
goes back to block 604 for selecting the next acceptable 
neighboring POP 120. 
0068. If the publishing point is available in one of the 
neighboring POP servers, processing flows from block 606 to 
block 608, where another determination is made as to whether 
the requested content object is stored in a peer server within 
the neighboring POP server. Typically, the peer server is 
another edge server 230, but not necessarily so. If the content 
object does exist on the peer server of the neighboring POP, 
processing continues to block 612, where the peer-discovery 
function 338 designates the peer server of the neighboring 
POP as the content source. Processing then goes back to the 
parent process shown in FIGS.5A and 5B at block510 to map 
the publishing point of the selected edge server 230, within 
the original POP120, to the content source in the neighboring 
POP. 
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0069. If the requested content object does not exist on any 
servers within the selected neighboring POP 120, processing 
flows from block 608 to block 610, where another determi 
nation is made as to whether the selected neighboring POP 
120 is the last one within the list of acceptable neighboring 
POPs 120. If the last acceptable neighboring POP 120 is 
selected, processing goes to block 614, where the peer-dis 
covery function 338 designate the origin server 112 as the 
content source. If the last acceptable neighboring POP120 is 
not selected, processing goes to block 604 where the next 
acceptable neighboring POP 120 is selected and the process 
ing continues until a content source is determined for the 
requested content. Some embodiments could in block 610 
return to block 606 to retry the list of acceptable neighboring 
POPs 120 or could even expand the list of acceptable neigh 
boring POPs 120 before resorting to the origin server in block 
614. 

0070 Referring next to FIG. 6B, a flow diagram of another 
embodiment of a process 508-2 for establishing an external 
link to a remote location and determining a content source is 
shown. This embodiment will use any neighboring POP 120 
to Supply a content object if a publishing point is currently 
present at the neighboring POP 120. In comparison to the 
embodiment of FIG. 6A, block 608 is removed from the 
embodiment to FIG. 6B because there is no determination if 
the neighboring POP 120 presently has the content object. 
Where the content object is missing, in a chaining process, the 
publishing point will direct the request to a peer server in the 
neighboring POP 120 that serves as the master in its POP. The 
peer server will request the content object another POP up the 
chain or the origin server 112 and relay the content object to 
the edge server 230 that originally received the request. 
(0071. With reference to FIG. 7A, a flow diagram of an 
embodiment of a process 410-1 for purging the publishing 
points loaded into an edge server 230 is shown. The depicted 
portion of the process 410 begins in block 702 where the 
purging function 334 retrieves information relevant to the 
number and types of publishing points from the content data 
base 332. Once the information related to the publishing point 
is retrieved, processing continues to block 706 where the 
purging function 334 determines the total number of sticky 
and ephemeral publishing points. 
0072 After determining the total number of publishing 
points, a determination is made at block 708, as to whether the 
total number of publishing points exceeds a threshold level. If 
the number does not exceed the threshold level, no publishing 
points are purged and processing goes back to block 702 for 
further management. Some embodiments could prune the 
publishing points continually or could wait between loops a 
period of time to prune more periodically. If the number of 
publishing points does not exceed the threshold level, pro 
cessing flows from block 708 to block 712 where the ephem 
eral publishing points over the threshold get deleted to reduce 
the number to the threshold or below. Processing loops from 
block 712 back to block 702 for starting the pruning process 
again. 
(0073. With reference to FIG. 7B, a flow diagram of 
another embodiment of a process 410-2 for purging the pub 
lishing points loaded into an edge server 230 is shown. After 
receiving information on the age of the publishing points in 
block 702, a determination is made in 704 on the oldest 
publishing points without any request. For example, those not 
requested in the last hour, number of hours, day, week, num 
ber of minutes or some other time period could be determined 
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stale. Should too many publishing points be currently stored, 
the threshold for staleness can be lowered. In block 714, the 
publishing points older than some staleness threshold are 
removed. Periodically, the purging process 410-2 can be run 
to prune out the publishing points unlikely to be used in the 
future. 
0074. While the principles of the disclosure have been 
described above in connection with specific apparatuses and 
methods, it is to be clearly understood that this description is 
made only by way of example and not as limitation on the 
Scope of the disclosure. 

1. (canceled) 
2. A content delivery network (CDN) for dynamically serv 

ing content objects over the Internetto an end user system, the 
CDN comprising: 

a content object request function that receives requests for 
streaming content objects to the end user system; 

a plurality of points of presence (POPs), wherein: 
the plurality of POPs are geographically distributed; 
at least one POP of the plurality of POPs comprises a 

plurality of servers including one or more edge Serv 
ers; 

an edge server selection function assigns received 
requests to an edge server that is one of the edge 
servers in the at least one POP, and 

a plurality of publishing points map requests for content 
to corresponding storage locations for the content 
such that the at least one POP streams the content 
objects from storage locations mapped by the publi 
cation points to the end user system; and 

an automatic purging function that removes a second Sub 
set of the plurality of publishing points from the edge 
server according to an automated algorithm, the auto 
mated algorithm comprising automatically determining 
publishing points for inclusion in the second Subset of 
publishing points when the content objects correspond 
ing to the publishing points are less popular. 

3. The CDN for dynamically serving the content objects 
over the Internet to the end user system as recited in claim 2, 
further comprising 

an edge server provisioning function that adds a first Subset 
of the plurality of publishing points to the edge server; 
and 

wherein the automated algorithm further comprises: 
automatically determining a third subset of the plurality of 

publishing points that are designated as sticky; and 
deleting any publishing points that are members of both the 

second and third subsets from the second subset, before 
the second subset is removed from the edge server, 
whereby members of the third subset are not removed 
from the edge server. 

4. The CDN for dynamically serving the content objects 
over the Internet to the end user system as recited in claim 2, 
further comprising a peer discovery function that: 

correlates each request for a content object to a publishing 
point of the plurality of publishing points that is associ 
ated with the content object; 

determines whether the publishing point is loaded into the 
edge server; 

determines whether the request is mapped to a storage 
location for the requested content object by other servers 
within the at least one POP if the publishing point is not 
loaded into the edge server, 
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queries a remote location away from the at least one POP to 
determine a storage location for the requested content 
object if the publishing point is not loaded into the edge 
server and other servers within the POP, and 

maps the publishing point of the edge server to the storage 
location for the requested content object. 

5. The CDN for dynamically serving the content objects 
over the Internet to the end user system as recited in claim 2, 
wherein the edge-server provisioning function adds the first 
subset of the plurality of publishing points to the edge server 
by: 

determining that a publishing point associated with the 
requested Streaming content object is not stored at the 
assigned edge server; and 

creating a publishing point that maps the assigned edge 
server to a storage location of the requested streaming 
content object. 

6. The CDN for dynamically serving the content objects 
over the Internet to the end user system as recited in claim 2, 
wherein the automated algorithm further comprises: 

determining a fourth Subset of publishing points that are 
currently coupled to the end user system; and 

deleting any publishing points that are members of both the 
second and fourth subsets from the second subset, before 
the second subset is removed from the edge server, 
whereby members of the fourth subset are not removed 
from the edge server. 

7. The CDN for dynamically serving the content objects 
over the Internet to the end user system as recited in claim 2, 
wherein automatically determining publishing points for 
inclusion in the second Subset of publishing points comprises: 

activating an inactivity timer associated with each publish 
ing point when the end user system disconnects from the 
content object associated with the publishing point; and 

selecting publishing points having the longest time values 
in their associated inactivity timers, for inclusion in the 
second Subset of publishing points. 

8. The CDN for dynamically serving the content object 
over the Internet to the end user system as recited in claim 2, 
wherein one or more of the content objects comprise a stream. 

9. The CDN for dynamically serving the content object 
over the Internet to the end user system as recited in claim 2, 
wherein one or more of the content objects comprise a live 
Stream. 

10. A method for dynamically serving a content object over 
the Internet to an end user system with a content delivery 
network (CDN), the method comprising: 

receiving a request to stream the content object to the end 
user system, wherein: 
the CDN comprises a plurality of points of presence 

(POPs) that are geographically distributed, and 
each of the plurality of POPs comprises a plurality of 

servers, including an edge server, 
assigning the request to the edge server in a POP of the 

plurality of POPs: 
correlating the request to a publishing point associated 

with the content object, wherein the publishing point is 
part of a plurality of publishing points, wherein each 
publishing point maps a request for content to a storage 
location for the content; 

determining whether the publishing point is loaded into the 
edge server, and if the publishing point is not loaded into 
the edge server; 
adding the publishing point to the edge server, and 
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mapping the publishing point of the edge server to the 
storage location; 

streaming the content object from the edge server to the end 
user system in response to the request, utilizing the 
storage location mapped by the publishing point; and 

automatically removing a first subset of the plurality of 
publishing points according to an automated algorithm, 
wherein the algorithm comprises: 
automatically determining publishing points for inclu 

sion in the first subset of publishing points when the 
content objects corresponding to the publishing 
points are less popular. 

11. The method for dynamically serving a content object 
over the Internet to the end user system with the CDN as 
recited in claim 10, further comprising: 

automatically determining a second Subset of publishing 
points of the plurality of publishing points that are des 
ignated as sticky; and 

deleting any publishing points that are members of both the 
first and second subsets, from the first subset, before the 
first subset is removed from the edge server, whereby 
members of the second subset are not removed from the 
edge server. 

12. The method for dynamically serving a content object 
over the Internet to the end user system with the CDN as 
recited in claim 10, further comprising: 

determining whether the request is mapped to the storage 
location for the requested content object by other servers 
within the POP if the publishing point is not loaded into 
the edge server; and 

querying a remote location away from the POP to deter 
mine the storage location for the requested content 
object if the publishing point is not loaded into at least 
one edge server of the POP. 

13. The method for dynamically serving a content object 
over the internet to the end user system with the CDN as 
recited in claim 12, wherein the remote location comprises an 
origin server. 

14. The method for dynamically serving a content object 
over the internet to the end user system with the CDN as 
recited in claim 12, further comprising determining a neigh 
boring POP from the plurality of POPs, wherein the remote 
location is the neighboring POP. 

15. The method for dynamically serving a content object 
over the Internet to an end user system with a CDN as recited 
in claim 10, wherein the algorithm further comprises: 

determining a third Subset of publishing points that are 
currently coupled to the end user system; and 

deleting any publishing points that are members of both the 
second and third subsets from the second subset, before 
the second subset is removed from the edge server, 
whereby members of the third subset are not removed 
from the edge server. 

16. The method for dynamically serving a content object 
over the Internet to an end user system with a CDN as recited 
in claim 10, wherein the algorithm further comprises: 

activating an inactivity timer associated with each publish 
ing point when the end user system disconnects from the 
content object associated with the publishing point; and 
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selecting publishing points having the longest time values 
in their associated inactivity timers, for inclusion in the 
first Subset of publishing points. 

17. The method for dynamically serving a content object 
over the Internet to an end user system with a CDN as recited 
in claim 10, wherein the automatically removing is repeated 
after a predetermined time period that is a week, a day, a 
portion of a day, an hour, or a minute. 

18. The method for dynamically serving a content object 
over the Internet to the end user system with the CDN as 
recited in claim 10, wherein the content object comprises a 
Stream. 

19. The method for dynamically serving a content object 
over the Internet to the end user system with the CDN as 
recited in claim 10, wherein the content object comprises a 
live stream. 

20. A method for dynamically serving a content object 
from a content delivery network (CDN) over the Internet to an 
end user system, the method comprising: 

receiving a request to stream the content object to the end 
user system, wherein: 
the CDN comprises a plurality of points of presence 

(POPs) that are geographically distributed, 
each of the plurality of POPs comprises a plurality of 

servers, including an edge server, and 
content is at least partially cached within a content data 

base of the CDN: 
assigning the request to the edge server in a POP of the 

plurality of POPs: 
correlating the request to a publishing point associated 

with the content object, wherein the publishing point is 
part of a plurality of publishing points, wherein each 
publishing point maps a request for content to a storage 
location for the content; 

determining whether the publishing point is loaded into the 
edge server, and if the publishing point is not loaded into 
the edge server; 
automatically adding the publishing point to the edge 

server; 
mapping the publishing point of the edge server to the 

storage location for the content object; 
streaming the content object from the edge server to the end 

user system in response to the request, utilizing the 
storage location mapped by the publishing point, 

determining a set of content objects that are currently 
cached within the content database; and 

automatically removing a Subset of the plurality of pub 
lishing points such that publishing points that remain in 
the CDN correspond with content objects that are cur 
rently cached within the content database. 

21. The method for dynamically serving the content object 
over the Internet to the end user system as recited in claim 20, 
the method further comprising: 

automatically adding publishing points corresponding 
with content objects that have been cached within the 
content database, wherein 

after the steps of automatically removing and automati 
cally adding, the plurality of publishing points that exist 
in the CDN is reconciled with the content objects that are 
currently cached within the content database. 
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