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Keksinto liittyy tietokoneella toteutettuun menetelmaan, tiedonkasittelyjarjestelmaan ja tiedonkasittelylaitteisiin seka
tietokoneohjelmatuotteeseen hampaan varisavyn maarittelemiseksi matkaviestinlaitteen kameraa kayttaen. Vastaanotetun kohteen hampaan
kuva, joka kasittaa osan pelkalla matkaviestinlaitteen kameralla otetun kuvasta, hankitaan valaistusolosuhteet ja valitaan harjoitustietokannasta
soveltuvat harjoituskuvat. Harjoituskuvat kasittavat tunnetun varisen mallihampaan kuvia. Vastaanotetun kuvan varikoodiupotusten (color code
embeddings) hankkimiseksi kdytetaan vastaanotettuun kuvaan K-means-klusterointia, ja vastaanotetun kuvan varikoodiupotuksia saadetaan
perustuen ilmaistuihin valaistusolosuhteisiin. Kaikkien valittujen harjoituskuvien varikoodiupotukset hankitaan sen harjoituskuvan [6ytamiseksi,
jonka varikoodiupotukset ovat lahinna vastaanotetun kuvan varikoodiupotuksia, ja vastaanotetussa kuvassa olevan hampaan véarisavyn
maaritetaan olevan sama kuin sen mallihampaan vérisavy, jonka varikoodiupotukset ovat |dhinna vastanotettua kuvaa. Maaritetyn hampaan
varisavyn hampaan véritieto viestitetaan takaisin matkaviestinlaitteelle, jolta kuva vastaanotettiin.

The present invention relates to a computer-implemented method, a data-processing system and data-processing apparatuses as well as
computer program products for defining color shade of a tooth using a camera of a mobile communication device. On basis of a received image
of a tooth of a subject that comprises a part of an image acquired with a plain camera of the mobile communication device, lighting conditions
are obtained, and applicable training images are selected from a training

database. Training images comprise images of a model tooth with known colors. K-means clustering is applied to the received image to obtain
color code embeddings of the received image and the color code embeddings of the received image are adjusted based on the indication of
lighting conditions. Obtained color code embeddings are obtained to all color code embeddings of the selected training images to find the
training image with color code embeddings having lowest distance to received image’s color code embeddings, and the color shade of the tooth
in the received image is determined to be equal to the color shade of a model tooth shown in the training image having the lowest distance of
color code embeddings to those of the received image. Tooth color information indicative of the defined tooth color shade is communicated
back to the mobile communication device from which the image was received.
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Determining tooth color shade based on image obtained with a mobile

device

Field

The present invention relates to a method, a system and a computer program
product related to determining color shade of a tooth of a subject. More
particularly, the invention relates to a method, a system and a computer program
product related to determining color shade of a tooth in order to enable
manufacturing of artificial teeth, an artificial tooth or a dental crown (corona
artificialis) in correct color and/or in order to enable determining change in tooth
color and/or in order to provide indication that the tooth may suffer from an

abnormality.

Background

Traditionally definition of color shade and selection of the color of artificial tooth
or teeth on basis of the defined color shade is based on the dentist or dental
technician manually comparing the tooth or the teeth of the subject to a matrix
of color shade models. This has been found to be an error-prone method, often
leading to need to re-produce the expensive teeth crowns, artificial tooth or

artificial teeth again in different color.

Using photography as such, even with a camera of a mobile phone, for taking

images based on which tooth color shade is defined has been subject to interest.

Natural teeth are formed by layers of materials having different optical
characteristics. In particular the enamel of the outer part of the tooth affects
greatly on the color shade of the tooth, but also the dentine under the enamel
may affect the color shade, especially if the enamel is particularly thin and/or
translucent. Thickness of the enamel varies. This complexity of the structure of

the teeth causes the color shade definition to become a challenging task.



20195916 PrH 16 -06- 2020

10

15

20

25

Description of the related art

Various methods have been introduced, which aim to increase reliability of
automatic color shade recognition of a tooth. A color can easily be detected from
an image as such, but the color appearing in the image may not correspond the
actual color of the subject, because the process of photography includes
parameters that significantly affect the result. Aspects related to lighting is one
of main factors that make colors in an image appearing different from those of
the actual subject, including both specific lighting arranged to fall on the subject
for imaging, but also ambient lighting. Further affecting factors relate for example
to the type, resolution and settings of the camera, distance between the camera

and the subject and so on.

Imaging-based solutions for tooth color shade detection recognize the problem
caused by effect of lighting conditions that may significantly affect the colors
appearing in the image. Two main types of solutions are known in the art for
calibrating the color shades: lighting conditions are standardized for example
using a lighting device that closes any ambient light away that would affect the
acquired image, and/or one or more standard reference colors or color shades
are included in the same image with the subject tooth or teeth. These calibration

methods may be used either separately or combined.

International patent application WO17166326 A1l discloses a method and device
for realizing color comparison of artificial tooth using an image. A standardizing
color comparison environment is provided having a standard light source. The
image, as such is sent to artificial tooth production center and a technician
compares the image shown on a color corrected monitor to a selection of colors

that are under a like standard light source.

International patent application WO18080413 A2 discloses an automatic dental
color determination system integrated to mobile phones or tablets. Lighting

conditions during acquisition of the image are standardized by using a mechanical
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light isolation apparatus that surrounds the mouth of the subject. A digital

platform then performs dental color determination on basis of the image.

International patent application W0O9956658 A1l discloses an automated tooth
shade analysis. An image of the patent’s teeth is acquired with black and white
normalization references shown in the same image. A software is then
normalizing the image using the normalization references, and the color of the

tooth is obtained from the normalized image.

However, mechanical lighting calibration devices tend to be cumbersome to use,
and/or the standard reference color or colors have to be always available on the
spot when the image is taken. Further, over longer periods of time, the reference
colors may even change for example due to dirt or fading, which may lead to

misinterpretation of the tooth color shade.

Thus, a more robust and versatile solution is needed that enables easy and

reliable determining of tooth or teeth color shade.

Summary

An object is to provide a method and apparatus so as to solve the problem of
determining tooth color shade. The objects of the present invention are achieved
with a method performed in a server according to the claim 1 and with a method
performed in a mobile communication device according to the claim 8. The
objects of the present invention are further achieved with a computer program
product according to claim 12, a data-processing system comprising means for
carrying out the method steps, with a data-processing apparatus according to the

claim 13 and a mobile communication device according to claim 14.

The preferred embodiments of the invention are disclosed in the dependent

claims.

According to a first method aspect, a computer-implemented method of defining
color shade of a tooth using a camera of a mobile communication device is

provided. The method comprises receiving an image of a tooth of a subject,
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wherein the received image comprises a part of an image acquired with a plain
camera of the mobile communication device and obtaining indication of lighting
conditions of the received image. The method also comprises selecting applicable
training images from a training database, wherein each training image comprises
an image of a model tooth with known color and applying K-means clustering to
the received image to obtain color code embeddings of the received image. The
method further comprises adjusting the color code embeddings of the received
image based on the indication of lighting conditions, comparing the obtained color
code embeddings to all color code embeddings of the selected training images to
find the training image with color code embeddings having lowest distance to
received image’s color code embeddings and defining the color shade of the tooth
in the received image to be equal to the color shade of a model tooth shown in
the training image having the lowest distance of color code embeddings to those
of the received image. The method also comprises communicating tooth color
information indicative of the defined tooth color shade back to the mobile

communication device from which the image was received.

According to a second aspect, area of the received image is divided into a matrix
with a plurality of cells, each cell representing one part of the tooth, and wherein

color code embeddings are defined for each cell of the matrix.

According to a third aspect, the training database is one of a private training

database and a global training database.

According to a fourth aspect, the received image is associated with a label

indicating lighting conditions in which the received image was acquired.

According to a fifth aspect, the adjusting the color code embeddings comprises
deducting from the obtained color embeddings of the received image a difference
between color code embeddings of a global reference image and a calibration
image acquired with the mobile communication device in lighting conditions that

approximately correspond to the lighting conditions in the received image.
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According to a sixth aspect, the applicable training images comprise a plurality of
training images each associated with a label that indicates that the respective
training image has been acquired in approximately similar lighting conditions with
the received image and the calibration image and a label indicating actual color

shade of a model tooth shown in the respective training image.

According to a seventh aspect, the adjusting the color code embeddings
comprises calculating a magnitude difference between color code embeddings of
the received image and color code embeddings of a calibration image acquired
with the mobile communication device in approximately similar lighting

conditions.

According to an eighth aspect, applicable training images comprise a plurality of
training images associated with magnitude difference information, and the
training image having the lowest distance is defined by comparing the magnitude
difference of the received image and magnitude differences associated with the

applicable training images.

According to a ninth aspect, the method further comprises exporting at least part

of the tooth color information to another application or data processing system.

According to a tenth aspect, the method further comprises at least one of:
providing the defined tooth color information to be used as basis for
manufacturing an artificial tooth or artificial teeth that have the defined color
shade, comparing the defined the color shade to a color shade of the same tooth
of the same subject obtained previously for determining change of color shade of
the tooth, and providing an indication that the defined tooth color information

indicates an abnormality in the tooth.

According to another aspect, a data-processing apparatus is provided comprising

means for carrying out the method according to any of the above aspects.

According to an elenventh method aspect, a computer-implemented method of

defining color shade of a tooth using a camera of a mobile communication device
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is provided. The method comprises acquiring an image of teeth of a subject with
a plain camera of the mobile communication device, receiving, via the user
interface of the mobile communication device, determination of an area in the
acquired image that comprises one tooth, pre-processing the acquired image to
produce an image of the one tooth for uploading, and associating a label with the
image that indicates lighting conditions in which the image was acquired. The
method further comprises uploading the image of the tooth to a server for
obtaining indication of lighting conditions of the received image on basis of the
associated label, for selecting applicable training images from a training database,
wherein each training image comprises an image of a model tooth with known
color, for applying K-means clustering to the received image to obtain color code
embeddings of the uploaded image, for comparing the obtained color code
embeddings to all color code embeddings of the selected training images to find
the training image with lowest distance to uploaded image’s color code
embeddings, and for defining the color shade of tooth shown in the uploaded
image to be equal to the color shade of a model tooth shown in the training image
having the lowest distance of color code embeddings to those of the uploaded
image. The method also comprises receiving by the mobile communication device
tooth color information indicative of the defined color shade of the tooth of the

subject comprised in the uploaded image.

According to a twelfth method aspect, area of the uploaded image is divided into
a matrix with a plurality of cells, each cell representing one part of the tooth, and

wherein color code embeddings are defined for each cell of the matrix.

According to a thirteenth method aspect, the training database is one of a private

training database and a global training database.

According to a fourteenth method aspect, the method further comprises
associating, before uploading, the uploaded image with a label indicating lighting

conditions in which the image was acquired.
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According to a fifteenth method aspect, the method further comprises at least
one of: providing the defined tooth color information to be used basis for
manufacturing an artificial tooth or artificial teeth that have the defined color
shade, indicating a result of comparison of the defined the color shade to a color
shade of the same tooth of the same subject obtained previously for determining
change of color shade of the tooth, and providing an indication that the defined

tooth color information indicates an abnormality in the tooth.

According to another aspect, a mobile communication device is provided
comprising means for carrying out the method according to any one of the the

eleventh to fifteenth method aspect.

According to a further aspect, a computer program product is provided having
instructions which when executed cause a computing device or system to perform

a method according to any one of the above method aspects.

According to a further aspect, a data-processing system is provided comprising

means for carrying out the method according to any of the above method aspects.

The present invention is based on the idea of acquiring an image of teeth with a
standard camera provided in a mobile communication device and using artificial
intelligence obtainable with use of a combination of machine learning methods
for teaching and enabling the system to recognize exact colour shade of the tooth
of previously unknown colour shown in the image. The determined colour shade
may then be utilized for manufacturing artificial teeth or tooth crown. The present
invention has the advantage that the dentist can use a simple, plain mobile
communication device camera, for example a mobile phone or tablet computer
camera, to acquire a digital image of the teeth of a patient, while the system
enables accurately determining color shade of the tooth on basis of the acquired
digital image with high reliability without requiring exact calibration of parameters
that have an effect on the colors appearing in the acquired digital image. Thus,
success rate of selecting correct color shade matching with that of the patient’s

actual tooth color shade for manufacture of an artificial tooth or teeth is high, and
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risk of need for costly re-manufacturing of the artificial tooth or teeth due to
erroneous color selection is reduced. By utilizing the artificial intelligence with
machine learning methodologies, use of various cumbersome apparatuses or
devices or methods known in the art by which the digital image could be
calibrated into exactly repeatable parameters can be avoided. Further, the

system facilitates protection of identity of the patient and the user.

Brief description of the drawings

In the following the invention will be described in greater detail, in connection

with preferred embodiments, with reference to the attached drawings, in which
Figure 1 is a schematic representation of a system
Figures 2a to 2d illustrate pre-processing of the images.

Figure 3 illustrates an exemplary process of determining a tooth shade as seen

by a user

Figure 4 illustrates an exemplary process of determining tooth shade as seen by

the system
Figure 5 illustrates a process of handling a training image
Figure 6 illustrates a process of defining tooth color shade

Detailed description

The figure 1 illustrates a system according to the invention. This exemplary
system serves three different users, for example dentists, each having their own
mobile devices (100a, 100b, 100c¢), each equipped with a camera and with mobile
data connectivity. Any number of users may use the actual system. Each mobile
device (100a, 100b, 100c) is capable of connecting to a server (110) over a data
connection. The server (110) carries responsibility of the intelligence in the
system. The server comprises or is associated with at least one image storage
means (120, 125a, 125b, 125¢, 130, 140).
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The system utilizes at least three types of images, namely training images,
calibration images and production images. The term ‘training image’ refers to an
image that is used for training an artificial intelligence mapping function to map
an image representing a tooth or teeth of a patient to a particular tooth shade.
The term ‘calibration image’ refers to an image that is used for calibrating lighting
conditions. The term ‘production image’ refers to an image representing
teeth/tooth of an actual patient, the color of which is to be determined. Preferably,
each of the training image, calibration image and production image comprise an
image of a single tooth that covers at least majority of the visible area of a single
tooth.

Training images comprise one or more collections of images used for training the
tooth color shade determining system. The term training database refers to a
collection of labeled training images, and training data associated with the
respective training images as training data. Training data may be associated with
the training images as labels. Training databases may be logically divided into
private training databases (125a, 125b, 125c¢) and global training databases
(120).

In a private training database (125a, 125b, 125c¢), labels associated with each
training image preferably comprise an identifier of the user, one or more
identifiers of the training environment and attributes of the tooth color shade.
The identifier of the user may be for example a username. Identifiers of the
training environment may comprise time at which the image was taken, name of
the venue as given by the user, GPS coordinates, light source, model of the
camera, phone model and calibration image name. Light source may for example
define name and/or model of the light source in the venue as given by the user.
Attributes of the tooth color shade include the color shade to which the image
is/was compared with (for example Al) and color code embeddings. If the image
was taken from a standard tooth shade guide, the attributes of the tooth color
shade include the known standard shade. If the training image is taken from a

real tooth, there is a non-zero likelihood that there is an error in the training data.
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The global training database preferably comprises the same data as a private
training database, except the user identification data and the name of the venue

as a user entered data.

Training images in a private training database may comprise identification of the
user, but training images in a global training database (120) should not comprise

any user identification for ensuring user privacy.

Images, including training images, calibration images and production images are
preferably labeled differently according to their intended use, origin and other
information associated with the images for example by the user, and processing,
storage and use of the images by the server (110) is based on the labeling.
Labeling enables flexible use of images. For example, images from a private
training database may be included in the global training database by relabeling.
However, to maintain full control of privacy of users as well as quality and content
of the global training database (120), such inclusion is preferably only performed
by operators or supervisors of the system on consent of the respective user. The
term label refers to any type of additional data associated with images. Labels

may also be referred to as metadata.

A training database (120, 125a, 1250b, 125¢) may be used for color shade
determination of production images acquired using camera of any one of the
mobile devices (100a, 100b, 100c). Alternative to the global training database
(120) each user can build their own private training database (125a, 125b, 125c¢)
accessible only by the respective user using his/her mobile device (100a, 100b,
100¢) or by other internet-capable device that is capable of authenticating the
user. The private or global training databases comprise data associated with each
of a plurality of training images that are used to teach the system to correctly

recognize color shade of a tooth.

Although various training databases (120, 125a, 125b, 125¢) are illustrated in
the figure 1 as separate elements, this is only intended to illustrate a logical

separation of training databases (120, 125a, 125b, 125c¢). Depending on system
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setup, training databases (120, 125a, 125b, 125c¢) as well as storage means
(130) for storing calibration images and storage means (140) for storing
production images may reside in same or different physical storage devices as
known in the art. Likewise, the server (110) may be a single physical server or a
plurality of physical servers, or the server (110) may be implemented in a virtual
server or in a cluster of virtual servers each providing service to one or more
users (100a, 100b, 100c) as known in the art.

The training images stored in the private or global training databases are used
for training an artificial intelligence mapping function to map an image
representing a tooth or teeth of a patient to a particular tooth shade. For training
purposes, a plurality of images (200) of teeth of the patient is acquired by the
user with the normal, plain camera of the mobile device. Each acquired image is
pre-processed at the user device before the training image is sent to the server.
The pre-processing will be described in more detail later on. Preferably, images
used for a particular private training database are always acquired using the same
mobile device of the user, which device comprises a camera and a tooth color
shade application for processing and labeling the images. In the following, we can
refer to the tooth color shade application running at the user device simply as
‘the user application’. Likewise, the tooth color shade application running at the
server may be referred to as ‘the server application’. The user may choose to
build several private training databases for different lighting conditions. This may
be the case if the user works and takes pictures in different venues, or if amount
of ambient light in a particular venue varies greatly depending on for example

time of day or time of year.

Figures 2a to 2d illustrate examples of pre-processing of acquired images. The
same process is in principle applicable to all types of images used in this system,
in other words for training images, calibration images and production images. In
this example, the acquired image shows mouth and teeth of a subject.
Alternatively, in particular when a calibration or a training image is acquired, the

image may show a model tooth on arbitrary background. After acquiring the
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image with the camera of the mobile device, the user preferably indicates an area
showing a single tooth (210) in the acquired image (200). Preferably, the user
indicates the selection of the single tooth (210) by cropping the image (200) as
illustrated with the grey shading in the figure 2b so that only the single, selected
tooth (210) is shown in the cropped image (200°). Alternatively, the user may be
enabled to select a part (200”) of the image as illustrated in the figures 2c and
2d, and the user application may automatically crop the image by removing
image data outside the area selected by the user. In yet further alternative,
information on the selected area may be included in the acquired image, which
is uploaded in its entirety to the server, wherein only the selected area will be
processed for tooth color determining. The term uploaded image refers to the
cropped image (200") or the selected part of the image (200") that is uploaded
to the server for processing. Preferably only the part (200’, 200”) of the original
image (200) that represents the selected tooth (210) is uploaded to the server
for processing, since this saves amount of data to be uploaded and bandwidth
needed for swift image data uploading. Preferably, majority of the area of the
selected tooth (210) is included in the uploaded image. Since the shape of the
cropped or selected area may not fully match with the shape of the tooth
appearing in the original image, part of the peripheral area of the selected tooth
(210) may be outside the uploaded image. However, this is acceptable, since it
is more important that the uploaded image (200’, 200”) does not include any
foreign objects such as lips, gum or neighboring teeth, since these would add

noise in the color determining algorithms.

The user application is preferably operable for performing the cropping of the
image or selecting the area in the image for automatic cropping. Alternatively,
the user could use other image processing software in the user device for
cropping the image and only then associate the cropped image with the user

application.

The uploaded image (200, 200") showing the selected tooth (210) may be

divided into a matrix (220) having a plurality of cells, and color shade is defined
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for each of these cells. Preferably, the cells of the matrix (220) have
approximately of equal areas. Defining the matrix (220) is preferably performed
at the server, by the server application, the matrix (220) may also be defined by
the user application. Dividing the area of the uploaded image (200, 200”) into a
plurality of cells enables taking into account variation of the tooth color shade
between different parts of the selected tooth (210). According to a first exemplary
embodiment, a 3*3 matrix may be used as illustrated in the figure 2b, and
according to another exemplary embodiment, a 3*4 matrix as illustrated in the
figures 2c and 2d. Alternatively, a smaller or larger matrix (220) may be used,
for example 2*2, 2*3, 4*%4, 4*5, 4*%6, 5*5, or 5¥6 matrix. Decreasing the size
of the matrix reduces the accuracy of color shade determining in different parts
of the tooth, but tests have indicated that sufficiently accurate color shade
determining of different parts of the tooth can be achieved for example with a

3*3 matrix.

The cropped image or the selected area of the image is preferably rectangular,
as seen commonly in the art, but it can also be free form as illustrated in the
figure 2d to facilitate inclusion of majority of the area of the selected tooth (210)
in the uploaded image (200’, 200") for tooth color shade determining processing,
without including any noise caused by unwanted objects in the part of the
acquired image to be analyzed, such as neighboring teeth, gum, tongue or lips.
If a free form selection is used, the cells of the matrix may have mutually different

shapes and sizes especially in the outer edge cells of the matrix.

Figure 3 illustrates an exemplary high-level process of determining a tooth shade
as seen by a user using the user application. A user interface towards the system
is preferably provided by the user application running on a processor of a mobile

device used by the user.

After installing the user application at the mobile device of the user and signing
up as user of the user application, the user first acquires a calibration image using

the camera of the mobile device in the step 301. At registration, a unique
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identification is generated for the user. In this example, the user is identified with
identification ‘U1’. The calibration image is to be acquired in the normal working
lighting conditions at the user’s premises, for example at a dentist’s reception. If
the user works in more than one venue at different times, separate calibration
image is preferably acquired for each of the venues, since the lighting conditions
likely vary between these significantly. The user application allows the user to tag
each calibration image according to the venue it was taken in. Further,
geographical location of the calibration image may be associated with the
calibration image and used as identification of the venue. The venues may be
named in any manner. For example, a simple numbering or alphabet haming may
be user. Preferably the user may name the venue freely, reflecting the actual
name of the venue such as “Discovery Bay Office”, “Central Office” and so on.
This name is shown to the user in his/her user application. This way it becomes
easier for the user to select the correct venue each time he/she uses the user
application subsequently. The calibration image naming functionality of the user
application may be utilized for naming calibration images taken at different times
in the same venue. This way the user may acquire and store a separate
calibration image for example for lighting conditions in morning light, afternoon
light and evening lights from the window. In later examples, we will refer to

different lighting conditions with references like ‘L1’,’L2’ for simplicity.

The calibration image thus acquired is used for an initial lighting calibration. The
calibration image is preferably an image of a tooth sample with predefined color,
for example Al color shade as provided in a standard shade guide, such as Vita
Classic Shade Guide used since 1960’s, using the light source in the dentist's
office. The calibration image is cropped, or the area of the sample tooth is selected
as explained above in relation to images 2a to 2d. In the step 301, the calibration
image is uploaded to the server (110) and stored as a calibration image at the
memory device (130) at or associated with the server. The stored calibration
image may be labeled as a calibration image for this particular user (U1) together

with the user-given name for the calibration image. The calibration image is a
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reference that is used for determining approximate lighting conditions (L1). After
processing the calibration image, the result, color code embeddings of the
calibration image, is compared to color code embeddings of a global reference
image. While the calibration image and the global reference image represent a
sample tooth of known color, preferably Al color, a difference e can be calculated
between the color code embeddings of the calibration image and the embeddings

of the global reference image.

Calculation of the difference ‘e’ can be expressed with a mathematical
representation. Let the lighting conditions in the calibration image be L1, and the
model tooth shown in the calibration image has shade Al. Thus, color code
embeddings of the calibration image are associated with parameters (L1+A1).
Color code embeddings of the corresponding global reference image is associated
with parameters Global(L+A1l). The difference in the color code embeddings is
then defined as e=Global(L+A1) - (L1+A1). This difference e is then stored and
used for calibration in training, testing phases while generating and/or testing the

training database as well as in the production phase.

Calibration image is used to enable compensation of differences in lighting and
thereby indirectly cancelling differences in factors affecting colors seen in the
image, including but not restricted to ambient light, camera clarity, indoor air
quality problems. However, it should be noticed that the color shade determining
system is capable of adapting the color shade determining such that lighting
conditions in production images do not have to be exactly the same as in the

calibration image.
The user is provided with two alternatives in the step 302.

In the first alternative, the user may choose to generate his own, private training
database by performing a training process in the step 303. This training process
will be explained in detail later. The term training database refers to a processed

training database that is operable to define tooth color shades.
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Second alternative is that the user enables use of global training database, which
is provided in the global training database by the system provider, ready to be

used by any user.

Preferably, if the user selects use of global training database, use of the private
training database is no longer enabled, and the system will subsequently only use
the global training database provided by the system provider and the user device
is auto-calibrated using the above explained calibration technique. If the user
initially selects use of a private training database, he retains the option to change
to use of the global training database as illustrated with the arrow back to the
selection step 302. Such re-selection may occur at any step after first selecting

use of private training database.

For protecting user privacy, the images recorded in the training databases include
no patient identification information. When training images taken by a user are
included in his/her private training database, the images include label indicating
the user identity (U1l). Recorded images represent a tooth or a part of a tooth
from which the user or the patient is not possible to be identified. No mix of
private and global training database is allowed without user’s permission. Only
the administrators of the system providing company can access the global

training database using his administration permission login to the system.

In one embodiment, illustrated with step 313, inclusion of private training
database into the global training database may be enabled. However, such
inclusion can only be performed by administrators of the system in response to
acceptance of such inclusion by the respective user, and any user identification
(U1) of the included private training database is removed in this process. Global
training database should never include any identification of users from whom

such training database originates from to protect user’s privacy.

After training database has been selected and, in case of use of the private
training database was selected, required training has been performed, the system

is ready to be used for determining tooth color shade. In the step 304P, a
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production image, in other words an image acquired by the user using his mobile
device and representing a patient’s tooth of unknown color, is obtained an
uploaded to the server as explained in connection to figures 2a to 2d, and the
server application performs color shade determination on basis of intelligent
comparison of the production image with the private training database.
Correspondingly in the step 304G, a production image, in other words an image
acquired by the user using his mobile device and comprising teeth of unknown
color, is obtained, processed at the user device and uploaded to the server, which
performs color shade determination on basis of intelligent comparison of the
production image with the global training database. The major process steps are
thus the same, except that the training database is selected differently on basis
of the user’s choice. As explained in connection to figures 2a to 2d, the acquired
image may be cropped in the user device or the appropriate area of the image
that includes the selected tooth is marked on the image before uploading the
image to the server for processing. The matrix dividing the selected tooth into a
plurality of areas to be processed may be defined at the user device or at the
server. The image to be uploaded may be appropriately labeled by the user device
and/or by the server. If user identity is associated in the uploaded image, it can
be stored as a label associated with the image. Also, a label indicating lighting
conditions may be associated with the uploaded image. If there are more than
one calibration images stored for the particular user, the user preferably selects
one lighting condition among the venue and/or lighting condition names
associated with and thus identifying his/her calibration images, and the respective
lighting condition label (L1) is associated with the uploaded training images and
production images using the user application, that best matches the current

lighting conditions.

Likewise, steps 305P and 305G are mutually similar, in response to uploading the
production image to the server, he receives information that indicates the

automatically defined tooth color shade.
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The user may repeat steps 304G and 305G or steps 304P and 305P for a plurality
of production images. The user may also choose, at any point, to obtain another
calibration image. This may occur for example when he/she first time uses the

user application at a new venue.

Figure 4 illustrates an exemplary high-level process of determining tooth shade

as seen by the system.

In the step 401, the system receives and analyzes a calibration image from a

registered user (U1).

When the uploaded calibration image is analyzed at the server, a fingerprint of
the user is created that comprises a unique identification of the user (U1), his
unique calibration lighting condition (L1) and information associated with color
code embeddings associated to the predefined color (Al) of the standard Al tooth
as it appears in the calibration image. The data structure stored on the server

thus comprises information U1 + L1 + Al.

Bitmap format is preferred for all image types, since compression of the image
reduces colors in the image, which would subsequently reduce quality of the color
shade determining. Image coding preferably utilizes one of color spaces
commonly used in computer graphics, such as RGB (Red-Green-Blue), CMYK
(Cyan-Magenta-Yellow-Black) or YCbCr. Lighting condition is defined by analyzing

the calibration image.

One possible method of defining a lighting condition (L1) is to first process the
calibration image using K-means clustering algorithm, which is known in the art
of image processing. The calibration image or each cell of the calibration image
may be simplified into a limited size color code embeddings matrix using the K-
means clustering algorithm. For example, the calibration image or each cell of
the calibration image may be simplified into a 1x12 color code embeddings
matrix. The determined lighting condition (L1) may be stored as a label

associated with the image. For example, when a 1x12 matrix is used as lighting
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condition, the label comprises the 1x12. In an exemplary embodiment, the 1x12
matrix may be defined as follows: first 3 items of the 1x12 matrix may include
the proportions of the 3 most often detected colors in the image. The remainder
of the 1x12 matrix may then comprise data indicative of the respective colors.
For example, RGB coding may be used. 3 items of the 1x12 matrix may be
indicative of RGB values, for example the value of R of the first, most often
detected color corresponding to the first of the first 3 items, then the value of G
of the first color and then B of the first color. Similarly, another 3 items of the
1x12 matrix may represent RGB values of the second in order most often
detected color. The remaining 3 values are the 1x12 matrix may represent RGB
values of the third in order most detected color and its RGB values. In an
alternative embodiment, the most often detected colors defined in the label may
be arranged in any order; in other words, the colors do not have to be in order

of proportions of appearance of the colors.

Various labels associated with the images may have a predefined format or free
text form, and they may include but are not limited to a label identifying at least
one of a venue name and a time of day or time of year. The label may also be a
combination of a free text defined by the user and one or more system provided
labels having predefined form, which may or may not be shown to the user.
Further, the calibration image metadata stored as labels associated with the
image may include information on location where the calibration image was
taken. This enables the user application to subsequently automatically select or
propose to the user to select the appropriate calibration image for each
subsequent training and/or production image on basis of the location. Location
data may be actual geographical location defined for example on basis of a GPS,
GNSS, GLONASS or alike positioning system available in the user device, but
location information may also be defined in any other way known in the art, for

example on basis of available local area network names.

If the user selects to use a private training database, the server next receives a

plurality of training images in the step 402 and processes them to generate a
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fully functional private training database. If the user selects using global training
database, step 402 may be omitted. The private training database preferably
comprises processed training database based on a plurality of training images
that are taken by the same user (U1) and that have the same lighting conditions
(L1). When acquiring training and production images, the location may be
suggested by the user application on basis of detected current location of the user
and on basis of locations for which calibration images have been provided.
Selection can be fully automatic, or the user may manually select and/or accept
a suggestion made by the user application. If there are several mutually very
close locations to select from, the application preferably gives a list of the most
likely locations in some order of preference from which the user may select the
correct one. Such listing and selection may be necessary if the user for example
operates in the same building but in different rooms and/or in different floors, so
that geographical location is not significantly different. Details of handling of
training images will be described later in connection to the figure 5. Global training
database comprises training database that is based on a plurality training images
acquired and uploaded by either the system provider or by anonymous users,
which training database comprises training database for a plurality of different

lighting conditions.

After processing the calibration image, the system is ready to receive production

image in the step 403, representing a tooth with unknown color.

The production image is then analyzed in the step 404 to determine the color
shade of the tooth. Color shade analysis is performed using a process that will be

disclosed in more detail in connection to the figure 6.

After analyzing the color shade of the tooth, the result is communicated and/or
provided back to the user in the step 405. Communication may be performed for
example by showing in the user interface of the user application the determined
color shade of the tooth or, when a matrix (220) is used, the determined color

shade of each cell in the matrix. The application also enables the user to export
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tooth color information as an export file in any applicable computer coding format
known in the art. For example, a pdf-document may be exported. Such exported
file comprising tooth color information can subsequently be used in
communication with a dental laboratory that manufactures the artificial tooth. For
example, the exported file may be attached to an email, or the exported file can
be automatically transferred to other computer systems over any type of data
exchange capable interface known in the art of computer networks and/or mobile
devices. Exported and/or communicated tooth color information may further

comprise color code embeddings of the analyzed production image.

Figure 5 illustrates an exemplary process of handling a training image when
training of a training database is performed. This process may be referred to as
a light calibration method. Same process may be applied to training both the
private training database and the global training database, although the source

of the received training image may be different.

When the training, in other words acquisition of a plurality of training images to
create a training database, is performed by the user, the user (Ul) can start
training his own private database by acquiring a plurality of training images using
his camera in his own lighting conditions (L1) corresponding to those of a
previously acquired calibration image. The user (U1) preferably acquires images
of teeth of different colors, for example model teeth with different known colors
according to a standard tooth color shade system. Before or after acquiring a
training image, and preferably before uploading the training image, the user
labels the training image with a known color shade according to the model tooth.
For example, when is used, model teeth may have colors Al, A2, A3, A3.5, A4,
B1, B2, B3, B4, C1, C2, C3, C4, D2, D3, D4, and the respective training images
are labeled accordingly. Only single-color teeth or standard colored model teeth
should be used for training. The acquired training image and the respective tooth
color information is uploaded and stored in the private training database

associated with the server.
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The global training database is trained in a similar manner, but preferably a
plurality of training images taken for each of a plurality of different lighting

conditions and known tooth colors.

In the step 501, the training image is received at the server. The received training
image is labeled with information regarding the known standard color of the
model tooth shown in the training image. If the training image is used for training
private training database, the training image will also be tagged with information

regarding the user and his initial lighting conditions.

In the step 502, the lighting information associated to this training image is
obtained by the server. In this method, lighting information preferably comprises
the lighting label L1 associated with a calibration image and the difference e that

was defined on basis of the respective calibration image.

In the step 503, an unsupervised learning algorithm is used to analyze the
training image. The same unsupervised learning algorithm may be used for
defining colors in all image types. For example, K-means clustering algorithm
known in the art may be used, which finds groups in the data. K refers to number
of groups. The algorithm works iteratively to assign each data point of the image,
in other words each pixel of the image, to one of K groups based on the features
that are provided. Data points are clustered based on feature similarity. When

processing training images, the results of the K-means clustering algorithm are:

1. Centroids of the K clusters, which can be used to label new data
2. Labels for the training database (each data point is assigned to a single
cluster)

In the current invention, unsupervised learning is applied to convert a large
matrix, for example a bitmap acquired with the camera into a smaller matrix,

which in our case includes predominant color codes in the acquired image.
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In the step 504, as a result of the K-means clustering algorithm, color code
embeddings of the training image are first defined. The defined training image
color code embeddings are then adjusted by deducting the difference e defined
on basis of the calibration image from the defined color code embeddings. Thus,
for an Al tooth training image a color code embedding EMBS=(L1+Al)-e is
stored, for an A2 color tooth training image a color code embedding
EMBS=(L1+A2)-e is stored, for an A3 color tooth training image a color code
embedding EMBS=(L1+A3)-e is stored, and so on. For example, when K-means
clustering algorithm is used, input to the K-means clustering algorithm is
preferably a cropped tooth image that only comprises a single tooth or majority
of a single tooth. For example, the uploaded image may have size of 500x500
pixels. As indicated above, instead of action known as cropping, using the user
interface, the user may determine in any other way an area that represents an
area showing the one tooth, and the system may automatically crop before the
image is uploaded. For accurate tooth color shade determining lips, gum and
other teeth must be cropped away or limited outside the selected area that is to
be processed by the K-means clustering algorithm. Further, the area shown in
the received image is preferably handled as a matrix of a plurality of cells. Output
of the K-means algorithm may be for example a 1x12 matrix called as color code
embeddings, which only contains K=12 different color codes. This color code
embeddings matrix represents then 12 most likely color code embeddings of the
selected tooth. When the selected tooth is handled as a matrix of a plurality of
cells, the output of the K-means algorithm is color code embeddings for each of
the plurality of cells. These embeddings are then adjusted by deducting the

difference defined on basis of the corresponding calibration image.

After storing a plurality of adjusted color code embeddings for a plurality of
training images representing sample teeth of known color in approximately same
lighting conditions L1, the training database is ready to be utilized by a supervised
learning algorithm to determine color shade of a tooth with unknown color in the

approximately same lighting conditions.
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In the step 505, a supervised learning algorithm is applied for determining color
shade of a tooth. This step can be used for testing quality of the training data and
adding new training images in the training data as well as for determining color
shade of a tooth in a production image. Testing refers to obtaining images of
known color shade tooth, but not indicating this color to the application. Thus,
the application will handle the image as it was a normal production image, and

the user may compare the result to the actual known color of the sample tooth.

Preferably, Support Vector Machine (SVM) algorithm is used as the supervised
learning algorithm. The objective of the SVM algorithm is to find a hyperplane in
an N-dimensional space (N-number of features) that distinctly classifies the data
points, namely the color code embeddings received from the K-means clustering
algorithm. SVM is found to be particularly useful to identify matching color code
embeddings with the lowest distance to the training image color code embeddings
in order to predict the shade of the teeth. For example, if the user has trained
the model with one image of Al color model tooth, the comparison is done during
the testing stage to that one training image only. If the user has trained the model
using a plurality of images of Al color model tooth, for example 50 images, the
color code embeddings will be compared with color code embeddings of all those
Al tooth color training images as well as to color code embeddings of training
images representing any other standard color mode teeth, such as A2, A3 and so

on.

If the acquired image was a training image, the training process utilizes the
combination of the unsupervised training algorithm in the step 503 and the
supervised training algorithm, and the analyzed new training image is included in
the supervised training model at the step 505. If the acquired image is a
production image, it is not included in the training model, but obtained color

shade information is communicated back to the user.

If acquired image was a testing or production image, the uploaded image does

not have associated any information on the expected color of the tooth shown in
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the uploaded image. After defining initial color code embeddings for the uploaded
image, the color code embeddings are then adjusted by deducting the difference
defined on basis of the calibration image from the defined color code embeddings.
Supervised training algorithm is then applied to adjusted color code embeddings
of the uploaded image, comparing it to all color code embeddings in the
respective training database. As a result, the supervised training algorithm
decides which tooth color shade has the closest distance to that of the uploaded

image and provides this determined color shade as the result to the user.

The acquired private training database may be merged with a global training
database after a check has been performed to the private training database by
administrators of the system provider. This avoids uploading erroneously tagged
or otherwise erroneous images in the global training database. When merging a
private training database with the global training database, identity of the user is
preferably removed from the training images. In the process of merging, identity
of the user is removed by not saving the identity information (U1) of the record
as it has become unnecessary and potentially would be used for user identification

afterwards.

After acquiring sufficient amount of training images, for example at least 10
training images, the user can start acquiring and uploading actual production
images, each representing a tooth of a patient for color shade determination using
his own private training database. Alternatively, the user can select use of a global
training database.

The server application is configured to compare calibration information of the user
and the private training database with the global training database. If the server
application detects on basis of such comparison that the global training database
includes enough images taken in lighting conditions L1, the application may
propose to the user that he could use the global training database instead of the

private training database. Sufficient number of images may be for example at
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least 400 images, preferably at least 500 images and more preferably at least

500 images.

Tooth color shade may also be an indication of an abnormality in the tooth.
Training images can also be taken from a real tooth with abnormality, such as
abnormal color or shape of the tooth that indicates for example that the tooth is
dead, it has caries or any other tooth disease. Instead of selecting a standard
model color, the user may label the image as representing a tooth with
abnormality. The label given by the user preferably names the type of
abnormality. Preferably, the uploaded image is in this case cropped to represent
the area with the abnormality. The training image is then stored in the training
database similarly to any other training image. Thus, the same training database
may provide means for determining tooth color shade and/or an indication of
possible abnormality. Alternatively, different training databases may be defined

for different purposes/uses.

In an alternative embodiment, the steps of figures 4 and 5 are performed in the
similar manner, but light calibration and training are done in an alternative

manner.

In the alternative embodiment, no global reference image is used for calibration.
Instead of calculating a difference e between the color code embeddings of the
calibration image and the global reference image, the color code embeddings of
the calibration image are used as such, and a difference is calculated between
the color code embeddings of the calibration image and the training image.
Calibration image stored in the database is associated with information (L1+A1)
that corresponds to the color code embeddings of the calibration image. In the
training phase, color code embeddings for the obtained training images are
adjusted in the step 504 by deducting the color code embeddings of the
calibration image as such from the color code embeddings of the training image.
Thus, a training image representing a model tooth with shade Al in lighting

conditions L1 will initially receive color code embeddings (L1+A1). Adjusted color
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code embeddings for model tooth of color Al are obtained then by calculating
EMBS = (L1+A1)-(L1+A1), which ideally gives ideally a value of 0. In practice,
the value may, however slightly deviate from 0. Adjusted color code embeddings
for model tooth of color A2 are obtained by calculating EMBS=(L1+A2)-
(L1+A1)=(L1+A1+x)-(L1+A1)=x. Value “x” thus represents distance of the color
embeddings of an image of A2 colored sample tooth from the calibration image.
Likewise, adjusted color code embeddings for model tooth of color A3 are
obtained by calculating EMBS=(L1+A3)-(L1+A1)=(L1+A3+y)-(L1+Al)=y. Value
“v” thus represents distance of the color embeddings of an image of A3 colored
sample tooth from the calibration image. Similar calculations are performed to all
training images representing different model tooth colors. This method may be
referred to as “"magnitude comparison” and this variant of the method, the
magnitude difference between the Al and other shades are stored and used for
the analysis. The alternative embodiment is particularly useful when global
training database is used, since it does not restrict selection of applicable training
images to any specific lighting conditions. However, either of the embodiments

may be used with global and private training databases.

Since received and stored values are just relative difference in magnitude in
comparison to the A1 model tooth and approximately similar lighting conditions
L1, lighting and color components are cancelled from the adjusted color code
embeddings that are stored and used by the supervised learning algorithm. Thus,
these magnitude difference representing color code embeddings stored can be
used by any user, and the magnitude differences may thus be used for processing
any production images of any user in any lighting conditions. Like any color code
embeddings, magnitude difference may be defined as a vector. The magnitude
difference vector is preferably of same form and size as the color code

embeddings.

In analysis of further testing and production images, color code embeddings of
an image in any lighting conditions can be obtained according to equation
EMBS=(L1+Ax)-(L1+A1)=(L1+Al1+x)-(L1+Al1)=x. The supervised learning
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algorithm may then be applied in the phase 505 to determine the shade of the
tooth shown in the uploaded image by finding the color code embedding in the
training database that has the lowest distance to this obtained color code

embeddings “x".
Figure 6 illustrates a process of defining tooth color shade.

In the step 601, an image is received that shows at least one tooth or teeth of a

subject. The color shade of the tooth is unknown.

In the step 602, applicable calibration image in the selected training database,
private or global, is selected on basis of at least one of user and lighting

information.

In the step 603, K-means clustering similar to explained in connection to phase
440 is applied on the received image for obtaining color code embeddings in the
received image. In the preferred embodiment, the color code embeddings are all
associated with colors of a single tooth. However, the same principle may be used
for detecting symptoms of a dental disease based on color of tongue or gums, or
extraordinary color of the tooth, which may be indicative of for example dental
caries. Further, the same principle can be used for or detecting the change of the
color in the tooth/teeth over time by detecting the color from the same user on
regular basis. The color of the tooth of the user may change over time due various
reasons. The reasons include but are not limited to recurring user actions to
improve tooth whitening or alternatively user diet may impact the color of the
tooth. For such complementary application, respective part of the image should
be selected that represents the respective tooth of interest, the tongue or part of

the gums.

In the step 604, the obtained color code embeddings are adjusted to remove or
reduce effects of lighting in the obtained color code embeddings. As explained
above, depending on the method used, the adjustment may be performed either

by deducting the difference e from the obtained color code embeddings or by
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deducting color code embeddings of the calibration image from the obtained color

code embeddings. The result of the step 604 is adjusted color code embeddings.

In the step 605, the adjusted color code embeddings are compared to trained
color code embeddings among the training images in the applicable training

database.

In the step 606, the color code embeddings of a training image is selected that
has the lowest distance to the unknown image’s color code embeddings. The
tooth color associated with the selected training image with the lowest distance
is deemed to represent the color of the tooth in the uploaded image. The color
code embeddings are preferably selected in iterative manner. In a series of
iteration steps the most likely color code embeddings out of a subset of possible
color code embeddings are suggested as the selected color code embeddings.
When a three-field color coding, such as RGB or YCbCr is used for color coding, a
1x12 matrix may be used for color code embeddings. Iteration may start with all
possible colors, and the amount of possible colors is reduced until just 16
possibilities for color code embeddings are left. Out of these 16 possibilities, three
most likely, in other words the three most commonly appearing color code
embedding options are selected. Naturally, instead of the 16 possibilities used in
the example, any integer number of color code possibilities may be used. The
three most likely color code embeddings are included in the 1x12 color code
embeddings matrix. Preferably, three fields of the matrix indicate the relative
amounts of the three most common color code embeddings, and the remaining
fields are reserved for indicating the color coding for these. For example, three
fields of the matrix may be used to include RGB or values or YCbCr color code
values of each of the three most common three colors. If a four-color model such
as CMYK is used for color coding, the color code matrix may be for example of
size 1x15 to allow using four fields in the matrix for each one of the three most

common color code embeddings.
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In the step 607, tooth color information indicative of the determined tooth color
shade is communicated to the user. The tooth color information may comprise
the color code associated with the selected training image that corresponds to
the most likely color shade of the tooth. The determined tooth color information

may also comprise the determined color code embeddings.

In the optional step 608, at least part of the tooth color information is exported
from the system, preferably in a digital format, to another data processing system
or application of the user. By exporting the tooth color information, this
information can be made available for other systems or applications for further
analysis. When at least part of the tooth color information is exported, it may be
further processed and/or analyzed by the user or by a system or application of
the user for any purpose. For example, tooth color information may be exported

to another application and/or to archives of the user for later use.

According to an embodiment, at least part of the tooth color information may be
exported into an application facilitating manufacturing of artificial tooth or teeth.
In another embodiment, at least part of the tooth color information may be stored
into another user application to be subsequently used as basis of tooth color
shade comparison. A tooth color shade comparison application may be used for
example to detect changes in tooth color shade for example due to whitening or
color changes due to diet. In yet another embodiment, the tooth color information
may be determined to indicate that the tooth may, based on its color, have some
abnormality. This is possible, if the training database comprises training images
of teeth with abnormality. Indication of likelihood of an abnormality may also be
provided to the user, so that he may for example examine the tooth in more
detail.

When tooth color information is exported, the step 607 may be omitted, since
the tooth color shade information can be made available to the user via the other

application or system that receives the exported tooth color information.
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Main intelligence of the system resides at the server, more precisely at the server
application running on the server. The user application running in the mobile
device needs a data connection to the server. The user application acts as a user
interface, allowing the user to obtain and upload images as well as tag tooth

colors in the training images, and to receive tooth color information.

When the system is tested, every single trained color code embedding from the
SVM model is compared to the color code embeddings that corresponds to test
images captured for testing and the color code embedding with the lowest
distance is the resulting tooth color shade. Thus, the resulting tooth color shade
may be expressed by referring to a particular tooth color as defined in the used
standard tooth color shade system. Testing ensures that the system works as

intended and the color shades are detected accurately.

It is apparent to a person skilled in the art that as technology advanced, the basic
idea of the invention can be implemented in various ways. The invention
and its embodiments are therefore not restricted to the above examples, but

they may vary within the scope of the claims.
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Claims

1. A computer-implemented method of defining color shade of a
tooth (210) using a camera of a mobile communication device (100a,
100b, 100c¢), characterized by

- receiving (601) an image (200’, 200”) of a tooth (210) of a subject,
wherein the received image comprises a part of an image (200) acquired
with a plain camera of the mobile communication device (100a, 100b,
100c¢);

- obtaining indication of lighting conditions of the received image (200’,
2007);

- selecting (602) applicable training images from a training database,
wherein each training image comprises an image of a model tooth with

known color;

- comparing (605) the obtained color code embeddings to all color code
embeddings of the selected training images to find the training image with
color code embeddings having lowest distance to received image’s color
code embeddings; and

- defining (606) the color shade of the tooth (210) in the received image
to be equal to the color shade of a model tooth shown in the training
image having the lowest distance of color code embeddings to those of
the received image;

characterized in that the method comprises:

- applying (603) K-means clustering to the received image (200’, 200”)
to obtain color code embeddings of the received image, wherein area of
the received image is divided into a matrix (220) with a plurality of cells,
each cell representing one part of the tooth (210), and wherein color code
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embeddings are defined for each cell of the matrix (200), said color code
embeddings being a matrix representing predominant color codes in the
respective cells of the received image;

- before the step of comparing (605), adjusting (604) the color code
embeddings of the received image (200’, 200") based on the indication of
lighting conditions, wherein a) the adjusting the color code embeddings
comprises deducting from the obtained color embeddings of the received
image (200’, 200") a difference between color code embeddings of a
global reference image and color code embeddings of a calibration image
acquired with the mobile communication device (100a, 100b, 100c¢) in
lighting conditions that approximately correspond to the lighting
conditions in the received image, or wherein b) the adjusting the color
code embeddings comprises calculating a magnitude difference between
color code embeddings of the received image (200’, 200”) and color code
embeddings of a calibration image acquired with the mobile
communication device (100a, 100b, 100c) in approximately similar
lighting conditions, wherein said global reference image and said
calibration image represent a tooth with known color; and

- after the step defining (606) the color shade, communicating (607) tooth
color information indicative of the defined tooth color shade back to the
mobile communication device (100a, 100b, 100c) from which the image
(2007, 200"") was received.

2. The method according to claim 1, wherein the training database is one
of a private training database (125a, b, ¢) and a global training database
(120).

3. The method according to any of claims 1 to 2, wherein the received
image is associated with a label indicating lighting conditions in which the
received image (200’, 200”) was acquired.
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4. The method according to claim 1, wherein the applicable training
images in option a) comprise a plurality of training images each associated
with a label that indicates that the respective training image has been
acquired in approximately similar lighting conditions with the received
image and the calibration image and a label indicating actual color shade
of a model tooth shown in the respective training image.

5. The method according to claim 1, wherein applicable training images in
option b) comprise a plurality of training images associated with
magnitude difference information, and the training image having the
lowest distance is defined by comparing the magnitude difference of the
received image and magnitude differences associated with the applicable

training images.

6. The method according to any of the preceding claims, further

comprising

- exporting at least part of the tooth color information to another
application or data processing system.

7. The method according to any of the preceding claims, further
comprising at least one of:

- providing the defined tooth color information to be used as basis for
manufacturing an artificial tooth or artificial teeth that have the defined
color shade,

- comparing the defined the color shade to a color shade of the same tooth
of the same subject obtained previously for determining change of color
shade of the tooth, and
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- providing an indication that the defined tooth color information indicates

an abnormality in the tooth.

8. A computer-implemented method of defining color shade of a tooth
(210) using a camera of a mobile communication device (100a, 100b,
100c¢), the method comprising:

- acquiring an image (200) of teeth of a subject with a plain camera of the

mobile communication device;

- receiving, via the user interface of the mobile communication device
(100a, 100b, 100c), determination of an area in the acquired image that

comprises one tooth (210);

- pre-processing the acquired image to produce an image (200’, 200") of
the one tooth (210) for uploading;

- associating a label with the image that indicates lighting conditions in
which the image was acquired; and

- uploading the image of the tooth to a server for performing the method
according to claim 1; and

- receiving (607) by the mobile communication device (100a, 100b, 100¢)
tooth color information indicative of the defined color shade of the tooth
(210) of the subject comprised in the uploaded image (200’, 200").

9. The method according to claim 8, wherein the training database is one
of a private training database (125a, b, ¢) and a global training database
(120).

10. The method according to any of claims 8 to 9, wherein the method
further comprises associating, before uploading, the uploaded image
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(200, 200") with a label indicating lighting conditions in which the image

was acquired.

11. The method according to any of claims 8 to 10, further comprising at
least one of:

- providing the defined tooth color information to be used basis for
manufacturing an artificial tooth or artificial teeth that have the defined
color shade,

- indicating a result of comparison of the defined the color shade to a color
shade of the same tooth of the same subject obtained previously for
determining change of color shade of the tooth, and

- providing an indication that the defined tooth color information indicates
an abnormality in the tooth.

12. A computer program product having instructions which when
executed cause a computing device or system to perform a method
according to any one of claims 1 to 7 or any one of claims 8 to 11.

13. A data-processing apparatus comprising means for carrying out the
method according to any one of claims 1 to 7.

14. A mobile communication device comprising means for carrying out the

method according to any one of claims 8 to 11.

15. A data-processing system comprising a data-processing apparatus
according to claim 13 and a mobile communication device according to

claim 14.
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37

PATENTTIVAATIMUKSET

1. Tietokoneella toteutettu hampaan (210) véarisdvyn maarittelymenetelmad kayttden

matkaviestinlaitteen (100a, 100b, 100c) kameraa, tunnettu siita, ettd

- vastaanotetaan (601) kohteen hampaan (210) kuva (200°, 200"), jossa
vastaanotettu kuva kasittda osan pelkalld matkaviestinlaitteen (100a, 100b, 100c¢)
kameralla otetusta kuvasta (200);

- hankitaan indikaatio vastaanotetun kuvan (200’, 200”) valaistusolosuhteista;

- valitaan (602) soveltuvat harjoituskuvat harjoitustietokannasta, jossa kukin

harjoituskuva kasittda kuvan mallihampaasta, jonka véri on tunnettu;

- verrataan (605) hankittuja varikoodiupotuksia kaikkiin valittujen harjoituskuvien
varikoodiupotuksiin, jotta 18ydetdan harjoituskuva, jonka varikoodiupotukset ovat

I&hinn& vastaanotetun kuvan varikoodiupotuksia; ja

- méaaritellaén (606), ettd vastaanotetussa kuvassa olevan hampaan (210) varisdvy
on sama kuin sen mallihampaan vérisavy, jonka varikoodiupotukset ovat lahinna

vastaanotetun kuvan tietoja;
tunnettu siitd, ettd menetelma kasittaa:

- kaytetéddn (603) K-means-klusterointia (K-means clustering) vastaanotettuun
kuvaan (200’, 200”) vastaanotetun kuvan varikoodiupotusten (color code
embeddings) hankkimiseksi, jossa vastaanotetun kuvan alue jaetaan matriisiksi
(220), jossa on useita soluja, kunkin solun edustaessa hampaan (210) yht& osaa,
ja jossa vdrikoodiupotukset méaritellddn matriisin  (220) kullekin solulle,
mainittujen varikoodiupotusten ollessa matriisi, joka edustaa vallitsevia

vérikoodeja vastaanotetun kuvan vastaavissa soluissa;

- ennen vertailuvaihetta (605), sdadetdan (604) vastaanotetun kuvan (200°, 200™)
vérikoodiupotuksia perustuen ilmaistuihin valaistusolosuhteisiin, jossa a)
varikoodiupotusten sdatdminen kasittda, ettd vdhennetdan vastaanotetun kuvan
(200, 200") hankituista varikoodiupotuksista globaalin referenssikuvan
varikoodiupotusten ja matkaviestinlaitteella (100a, 100b, 100c¢) otetun, suunnilleen
vastaanotettua kuvaa vastaavissa valaistusolosuhteissa otetun kalibrointikuvan
varikoodiupotusten vélinen erotus, tai jossa b) varikoodiupotusten s&atdminen
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kdsittdd, ettd lasketaan vastaanotetun kuvan (200, 200”) hankittujen
varikoodiupotusten ja matkaviestinlaitteella (100a, 100b, 100c) otetun,
suunnilleen  vastaavissa  valaistusolosuhteissa  otetun  kalibrointikuvan
varikoodiupotusten magnitudiero, jossa mainittu globaali referenssikuva ja

mainittu kalibrointikuva esittavat hammasta, jonka véri on tunnettu; ja

- varisédvyn on maarittelyvaiheen (606) jalkeen viestitdén (607) mééritetyn hampaan
vérisdvyn ilmaiseva hampaan véritieto takaisin matkaviestinlaitteelle (100a, 100b,
100c), jolta kuva (200’, 200") vastaanotettiin.

Patenttivaatimuksen 1 mukainen menetelmd, jossa harjoitustietokanta on joko
yksityinen harjoitustietokanta (125a, b, ¢) tai globaali harjoitustietokanta (120).

Jonkin patenttivaatimuksista 1-2 mukainen menetelm&, jossa vastaanotettuun kuvaan
littyy leima, joka iimaisee valaistusolosuhteita, joissa vastaanotettu kuva (200, 200")
otettiin.

Patenttivaatimuksen 1 mukainen menetelm&, jossa soveltuvat harjoituskuvat
vaihtoehdossa a) kasittdvat useita harjoituskuvia, joista kuhunkin liittyy tunniste, joka
ilmaisee, ettd vastaava harjoituskuva on otettu suunnilleen samanlaisissa
valaistusolosuhteissa kuin vastaanotettu kuva, seké kalibrointikuva ja tunniste, joka

ilmaisee vastaavassa harjoituskuvassa nakyvan mallihampaan todellisen varisdvyn.

Patenttivaatimuksen 7 mukainen menetelm&, jossa soveltuvat harjoituskuvat
vaihtoehdossa b) kasittavat useita harjoituskuvia, joihin liittyy magnitudierotieto, ja
harjoituskuva, jolla on pienin etéisyys, maaritelladn vertaamalla vastaanotetun kuvan

magnitudieroa ja soveltuviin harjoituskuviin liittyvid magnitudieroja.
Jonkin edeltévista patenttivaatimuksista mukainen menetelma3, joka lisaksi késittéd

- viedd&n ainakin osa hampaan Vvéritiedosta toiseen sovellukseen tai

tiedonké&sittelyjarjestelmaan.

Jonkin edeltavistd patenttivaatimuksista mukainen menetelmd, joka liséksi kéasittédd
ainakin yhden seuraavista:

- tarjotaan méaéaritelty hampaan véritieto kaytettdvaksi maaritellyn varisdvyn

omaavan tekohampaan tai tekohampaiden valmistamisen perustana,
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verrataan madriteltyd varisdvyd saman kohteen saman hampaan aiemmin

hankittuun varisdvyyn, hampaan varisdvyn muutoksen maérittelemiseksi,

tarjotaan indikaatio, ettd maaritelty hampaan vérisdvytieto ilmaisee, ettd hammas

on epdnormaali.

Tietokoneella toteutettu menetelmd hampaan (210) varisdvyn maérittelemiseksi
kayttden matkaviestinlaitteen (100a, 100b, 100c) kameraa, joka menetelma kasittaa:

hankitaan kuva (200) kohteen hampaista kayttden pelkkd& matkaviestinlaitteen

kameraa;

vastaanotetaan matkaviestinlaitteen (100a, 100b, 100c) kayttéliittymén kautta
ma&aritelma alueesta otetussa kuvassa, joka késittda yhden hampaan (210);

esikasitellaén otettua kuvaa, jotta saadaan tuotettua lataamista varten kuva (200’,
200") yhdesté hampaasta (210);

litetddn kuvaan tunniste, joka ilmaisee valaistusolosuhteita, joissa kuva otettiin; ja

ladataan hampaan kuva palvelimelle patenttivaatimuksen 1 mukaisen

menetelman suorittamiseksi; ja

vastaanotetaan (607) matkaviestinlaitteella (100a, 100b, 100c) varitieto, joka
ilmaisee kohteen ladatussa kuvassa (200’, 200") olevan hampaan (210)

mé&aritellyn varisdvyn.

Patenttivaatimuksen 8 mukainen menetelmd, jossa harjoitustietokanta on joko
yksityinen harjoitustietokanta (125a, b, ¢) tai globaali harjoitustietokanta (120).

Jonkin patenttivaatimuksista 8-9 mukainen menetelma, jossa menetelma liséksi
késittdd, ettd ennen lataamista liitetdédn ladattuun kuvaan (200’, 200”) tunniste, joka

ilmaisee valaistusolosuhteet, joissa kuva otettiin.

Jonkin patenttivaatimuksista 8-10 mukainen menetelmd, joka liséksi k&sittda ainakin

yhden seuraavista:

tarjotaan maaritelty hampaan varitieto kaytettédvdksi méaritellyn vérisdvyn
omaavan tekohampaan tai tekohampaiden valmistamisen perustana,
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- verrataan madriteltyd vérisdvyd saman kohteen saman hampaan aiemmin

hankittuun varisdvyyn, hampaan varisdvyn muutoksen maérittelemiseksi,

- tarjotaan indikaatio, ettd maaritelty hampaan vérisdvytieto ilmaisee, ettd hammas

on epdnormaali.

Tietokoneohjelmatuote, jossa on ohjeet, jotka suoritettaessa saavat tietokonelaitteen
tai -jarjestelmdn suorittamaan jonkin patenttivaatimuksista 1-7 tai jonkin

patenttivaatimuksista 8-11 mukaisen menetelman.

Tiedonkasittelylaite, joka kasittda valineet jonkin patenttivaatimuksista 1-7 mukaisen

menetelm&n suorittamiseksi.

Matkaviestinlaite, joka kasittdd valineet jonkin patenttivaatimuksista 8-11 mukaisen

menetelm&n suorittamiseksi.

Tiedonkésittelyjarjestelmd, joka késittdd patenttivaatimuksen 13 mukaisen
tiedonk&sittelylaitteen ja patenttivaatimuksen 14 mukaisen matkaviestinlaitteen.
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