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EAST RANDOMACCESS DRAM MANAGEMENT 
METHOD 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of application 
Ser. No. 10/075,001, filed Feb. 13, 2002, entitled FAST 
RANDOMACCESS DRAM MANAGEMENT METHOD, 
which prior application is incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. The present invention relates to the management of 
a DRAM. 

0004 2. Discussion of the Related Art 
0005. It is generally known that, when a memory with a 
very fast access is desired, an SRAM is used. However, such 
a memory takes up a relatively large Surface area Since from 
6 to 8 transistors are necessary to form an elementary 
memory cell. 
0006 Conversely, DRAMs have surface areas that can be 
much Smaller, each elementary cell essentially including one 
transistor and one capacitive element. 
0007. However, it is often desired to form a memory 
having both the small surface area of a DRAM and the fast 
access features of an SRAM. It is for example desired to 
form a 144-Mbit single-chip memory with a possibility of 
access at each cycle of a clock having a 6.4-ins period 
(frequency on the order of 150 MHz). 
0008. The basic limitation of a DRAM is that the read or 
write access time of Such a memory takes up Several clock 
cycles, typically four clock cycles. This, essentially to take 
into account phases of preloading before each reading or 
Writing of data and of rewriting after each reading of data, 
as well as to take into account relatively long Switching 
times of the Sense amplifiers of Such a memory due to the 
low available signal level. 
0009. The general diagram of a system using a DRAM 
via a memory controller is very Schematically illustrated in 
FIG. 1. 

0010) A DRAM 10 includes a great number of elemen 
tary blocks 11 and must be associated with read and write 
decoders (not shown). When a user (or a user program) 
desires access to memory 10, it must provide at least four 
indications: 

0011 a R/W indication indicating that it desires to 
read from or write into the memory, 

0012 an address indication (a) to indicate to which 
memory cell it desires access, 

0013 an indication Data in or D in of the data that 
it desires to write (when it requires access in write 
mode), and 

0014) 
order. 

a request Signal REQ to validate the acceSS 

0.015 When the memory access is an access in the read 
mode, data will be provided over an output bus Data out or 
D out. 
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0016 Further, the memory must be periodically refreshed 
and receives a refresh control Signal RF. 
0017 Indications R/W, (a), REQ, and D in are provided 
to a control block 12, which transmits the data to be written 
and which turns the input data essentially into data enabling 
access to a row (RAS or Row Access Strobe), data enabling 
access to a column (CAS or Column Access Strobe), row 
address data (GR), and column address data (GC). 
0018 Further, the memory must be periodically refreshed 
and receives a refresh control Signal RF. 
0019. In fact, a row addressing is first performed, which 
operation takes Some time. Then, once on a given row, it is 
possible to have access at the clock rate to various elements 
in the same row. This property is often used to enable fast 
access to DRAMs by properly gathering the input data 
according to the expected outputs, So that these data are 
preferentially Successively located on a same line (So that 
the Searched words are on a same page). 
0020. The case where the positions of the data to which 
acceSS is Successively desired are fully random and in which 
it is not possible to previously gather these data in a same 
page is here considered. Such is the case, for example, in 
communication applications on fast communication net 
WorkS Such as the Internet. 

SUMMARY OF THE INVENTION 

0021. Thus, an object of the present invention is to 
provide a management mode with fast acceSS in the read and 
write mode of a DRAM, compatible, in particular, with the 
case where the positioning in the memory of Successive data 
is completely random, that is, where it is not possible to 
arrange the data and/or the read and write control Signals in 
advance in the memory So that the Successive data to which 
access is desired are located in a same page (on a same row). 
The present invention also aims at a memory architecture 
allowing Such a management mode. 
0022. To achieve this object and others, the present 
invention provides a method of fast random access manage 
ment of a DRAM-type memory, including the Steps of 

0023 dividing the memory into memory banks 
accessible independently in read and write mode, 

0024 identifying the address of the bank concerned 
by a current request; 

0025 comparing the address of the bank concerned 
by a current request with the addresses of the N-1 
banks previously required, N being an integral num 
ber of cycles necessary to execute a request; and 

0026 if the address of the bank concerned by a 
current request is equal to the address of a bank 
corresponding to one of the N-1 previous requests, 
Suspending and Storing the current request until the 
previous request involving the same bank is 
executed, otherwise, executing it. 

0027 According to an embodiment of the present inven 
tion, the Suspension operation includes Stacking the requests 
in a memory of first-in/first-out type. 
0028. According to an embodiment of the present inven 
tion, for the data reading, the method further includes the 
Steps of 
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0029 storing in an output FIFO register the data 
read during the first M cycles of memory use; and 

0030) providing an output datum of the FIFO reg 
ister, M cycles after each read request. 

0031. According to an embodiment of the present inven 
tion, the memory is periodically refreshed line by line and 
bank by bank, and the method includes the Step of compar 
ing the address of the bank to be refreshed with the addresses 
of N-1 ongoing requests and of the N following requests and 
delaying the refreshment if the address of the bank to be 
refreshed corresponds to one of the bank addresses of the 
2N-1 requests. 
0032. According to an embodiment of the present inven 
tion, the method includes the Steps of resuming the refresh 
ment and interrupting the request Succession after a deter 
mined number of refresh cycle interruptions have occurred. 
0.033 According to an embodiment of the present inven 
tion, the method includes the Steps of: 

0034) storing N requests following the current 
request, 

0035 if the execution of the current request is 
Suspended, executing one of the following requests 
not in conflict with the request being executed; and 

0036 if the executed request is a read request, 
arranging back the read information in the order of 
the executed read requests. 

0037 According to an embodiment of the present inven 
tion, the memory banks are distributed into Sets accessible in 
parallel, whereby each Set Statistically only needs to proceSS 
half of the requests. 
0.038 According to an embodiment of the present inven 
tion, the memory banks are distributed into Several groups, 
the banks of a Same group Sharing the same bus, and two 
requests can be simultaneously transmitted to two distinct 
groupS. 

0.039 The foregoing objects, features and advantages of 
the present invention, will be discussed in detail in the 
following non-limiting description of Specific embodiments 
in connection with the accompanying drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0040 FIG. 1 illustrates a possible organization of a 
DRAM associated with a controller; 
0041 FIG. 2 illustrates the organization of a DRAM 
according to the present invention; 
0.042 FIG. 3 is a timing diagram illustrating the man 
agement method according to the present invention; 
0.043 FIG. 4 illustrates an alternative implementation of 
the method according to the present invention; 
0044 FIG. 5 is a timing diagram illustrating the opera 
tion of the device of FIG. 4; 
004.5 FIG. 6 shows another alternative embodiment of 
the present invention; 
0046 FIG. 7 shows another alternative embodiment of 
the present invention; and 
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0047 FIG. 8 shows another alternative embodiment of 
the present invention. 

DETAILED DESCRIPTION 

0048. As illustrated in FIG.2, a DRAM-type memory 20 
according to the present invention is divided into a great 
number of memory cell banks, each bank 21 being associ 
ated with an address decoder (not shown), that is, each block 
is coupled with a data input bus Data in, with a data output 
bus Data out, with a row address validation input RAS, with 
a column address validation input CAS, with a row address 
input (GDR, and with a column address input (GDC. The bus 
control Signals are provided by a controller 22 which 
receives signals D in, REQ, R/W, and (a) from a user or a 
user program via a FIFO-type register 23. 
0049 Controller 22 includes a block 24, intended for 
determining from an input address (G) to which bank 21 the 
corresponding memory cell belongs, to couple the above 
mentioned buses to this bank. This address is called a bank 
address and each input address is split up into a bank address 
(ab, and into a row address (GR and a column address (GC 
within the determined bank. 

0050. According to the present invention, block 24 is 
further used for, when a new address is required by the user, 
comparing the address of the involved bank to the N-1 
preceding bank addresses, N being the number of cycles 
required to execute a read or write instruction. Comparison 
output 25 is sent back to FIFO register 23 to block therein 
the last instruction and the next instructions as long as the 
bank address located at the top of the FIFO register cannot 
be processed. 
0051 FIFO register 23 should have a sufficient size to 
contain Successive instructions to form a buffer in the case 
where Several instructions designating banks already used 
are Sent in a row. For example, if ten instructions concerning 
the same bank are Sequentially sent, and the processing 
duration of an instruction is four cycles, the buffer should 
contain thirty Successive instructions. 
0052. It should be understood that the FIFO register will 
empty back each time no instruction is Sent in a cycle, which 
is currently designated by computerists as the Sending of a 
no-operation instruction (Nop). 
0053. In fact, FIFO register 23 can have a relatively 
limited Size Since, if the memory is for example divided up 
into 64 blocks and the processing duration of an instruction 
is four cycles, the probability for an access to fall in an 
already unoccupied bank is (1-3/64)100=95%. 
0054 The way in which a memory according to the 
present invention operates is better illustrated in relation 
with FIG. 3. The first line shows clock pulse cycles num 
bered from 1 to 14. The second line shows the aimed address 
(G), the first (capital) letter indicating the address of a bank, 
and the Second (Small) letter indicating the address of a cell 
within a bank. The next lines show the states of five memory 
bankSA, B, C, D, E in which readings are to be performed. 
The last line shows output data D out. Readings are 
assumed to be Successively required at addresses Aa, Bb, Cc, 
Dd, Ae, Ef, Cg, Ch, Bi, Aj, Nop (no operation), Dk, Fl, Gm. 
0055. At the first clock cycle, address Aa is required and 
the reading at address a of bank A Starts. Bank A is occupied 
by this reading at address a for four cycles. 
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0056) 
0057) 
0058 
0059 At the fifth cycle, address e is desired to be read 
from, again in bank A. This is possible since four cycles 
have elapsed Since address a has been fetched in bank A. 
Bank A is thus available and the reading from address e 
Starts in bank A. 

At the Second cycle, a reading is started in bank B. 
At the third cycle, a reading is started in bank C. 
At the fourth cycle, a reading is Started in bank D. 

0060. At the sixth cycle, a reading is started at address f 
of bank E. 

0061. At the seventh cycle, a reading is started at address 
g of bank C. 
0062) A problem arises at cycle 8 where address h of bank 
C is requested while address g of bank C has already been 
requested at cycle 7. The System operation is then Suspended 
and the reading from address h of bank C only Starts at cycle 
11 (three cycles after the time when this reading has been 
requested). During this time, the requests are stored in FIFO 
23. 

0.063. Then, in the given example, the other operations in 
bank A, bank D, bank F, then bank G occur with no 
difficulty. It should be noted that at cycle 11, no operation 
has been requested, which is designated by indication Nop. 
Thus, at cycle, 11, while the reading from address h of blank 
C is started, three instructions are stored in FIFO register 23 
but, due to the fact that at this cycle, no instruction has been 
requested, only two instructions will be Stored. 
0064) Line D out shows that at the end of cycle 4, datum 
DAa is read. Data DBb, DCc, DDd, DAe, DEf, and DCg are 
then Successively obtained on terminal D out. But only four 
cycles after the reading of datum DCg can datum DCh be 
read Since Successive instructions for reading from bank C 
have arrived at cycles 7 and 8. 
0065 Thus, the provision of read/write decoders associ 
ated with each of the DRAM banks, in association with 
FIFO register 23, enables providing the DRAM according to 
the present invention with one read or write instruction per 
clock cycle, the execution of the instructions being SuS 
pended if Several requests are addressed to the same bank. 
As mentioned, this does not result in the input FIFO latch 
indefinitely filling up Since it empties again each time, 
during a clock cycle, no request (Nop) is addressed. 
0.066. This is the first object of the present invention. 
However, the present invention provides other aspects 
enabling further improvement of the System operation. 
0067. In the case where sequences of access to data of a 
Same bank Should frequently be encountered, that is, a case 
of not really random access, the bank address may be 
provided to be transformed by a combination of address bits 
obtained by means of XORs to obtain “pseudo-random” 
address Sequences. 
0068 1. Obtaining of a Constant Latency 
0069. In some applications, the length of the delay 
between a request for reading from the memory and an 
output of the read data matters little. What matters is that the 
read data are Sequentially output at the rate at which they 
have been requested. For this purpose, the present invention 
provides adding a FIFO-type register 27 (FIG. 2) to the data 
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output. This register is first filled. It will then empty at 
the-clock rate while new read data will fill it. A device 
linking the input FIFO register with the output FIFO register 
ensures that the output FIFO register provides an output with 
an interval of a number of clock pulses after a read request, 
but that the output is inhibited if no read instruction is sent 
as an input at the request corresponding to this delay. For this 
purpose, it will be enough to provide in association with 
each request Signal a validation of the output FIFO register 
with a delay corresponding to the number of initial register 
filling cycles. This shifting is illustrated in FIG. 2 by a 
(delay) block 28. 
0070 2. Refreshment Mechanism 
0071 ADRAM-type memory requires periodically per 
forming a refresh operation on each cell or rather on each 
row. This has the disadvantage that there can be a conflict 
between the ongoing refreshment and a requested read or 
write request. The present invention provides a Solution to 
Solve this conflict without loosing any cycle time. 
0072 For this purpose, the present invention provides 
arranging at the input of the control circuit, at the output of 
FIFO register 23, a shift register. 
0073. In FIG. 4, this shift register is designated by 
reference 31 and for example includes 2N-1 stages if the 
execution time of an instruction is N clock cycles. This 
register will, in particular, include the addresses of the banks 
corresponding to the Successive requests. 
0074 The refreshment is determined by a counter 32, 
which increments a bank number 33 and a page number to 
provide bank addresses RFbank and page addresses RFpage 
to be refreshed. The bank number accessible over a bus 34 
is compared by a comparator 35, output 36 of which 
indicates whether the bank number which is desired to be 
refreshed is one of the banks under addressing or to be 
addressed during the next N cycles. If the output indicates 
that there is a coincidence, a logic refresh block 37 receives 
a signal for inhibiting the refreshment (INHIB). The refresh 
ment is then Suspended as long as the conflict remains. When 
the request of a bank posing a problem is executed, the 
refreshment resumes and a refreshment request RF is pro 
vided by logic block 37. 
0075) Further, the system includes a safety mechanism 
for avoiding for the refreshment to be interrupted for too 
long a period if ever the conflict would remain for too long, 
that is, if Several Successive requests were addressed to the 
bank which is desired to be refreshed at the considered time. 
This safety system includes a counter 38 which is started at 
the rate of counter 32 as Soon as a signal INHIB appears. 
When counter 38 reaches a predetermined count correspond 
ing to the maximum duration for which it is tolerable to 
interrupt a refreshment, a validation signal VAL is provided 
to logic circuit 37 and this block provides a signal 39 which 
interrupts the progreSS of the System and of the various 
pipelines to carry out the refreshment. The read/write opera 
tions are resumed after the refreshment has been performed. 
0076) Thus, logic block 37 associated with counter 38 
performs the following operations illustrated in FIG. 5. At 
an initial Step 41, it is checked whether a refreshment request 
(RF) comes from counter 32. If so, at 42, it is checked 
whether the bank to be refreshed is available. If so, the 
refreshment is carried out at 43 then, at 44, the refreshment 
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request is deleted and the System returns to Step 41. If, at Step 
42, a signal INHIB is seen to be present, that is, the bank to 
be refreshed is not available, counter 38 is started at 45. If 
the counting of this counter has not reached a determined 
threshold, the loop returns to Step 41. If the counting has 
expired, the processing logic System provides, at Step 46, on 
an output 39, an order for interrupting the pipeline, that is, 
the memory request process is interrupted. At Step 47, the 
considered bank is refreshed. At Step 48, the pipeline is 
Started again. At Step 49, the refreshment request is inter 
rupted, after which the System returns to Step 41. Logic 
block 37 may be a programmed logic wired circuit. 
0077 3. Execution in Disorder of Memory Access 
Requests 
0078 Referring to the timing diagram of FIG.3, it can be 
Seen that, at cycle 8, when request Ch, non immediately 
executable, is called, this request is followed by requests Bi 
and Aj which could be immediately executed, blocks B and 
A being free at the times when these requests appear. 
0079 According to an aspect of the present invention, it 
is provided to immediately start the execution of requests B 
and A at the time when the appear, then to Start the execution 
of the request in bank C only afterwards. Of course, to avoid 
for this to disturb the System at the output level, a reorga 
nizing register, which will receive the information according 
to which the input request execution order has been modi 
fied, to output them in their request order, is provided. 
0080. The system shown in FIG. 6 stores in a register 50 
the Q requests which follow the last request to be executed. 
These requests are placed in register 51 in their order of 
arrival according to the normal operating mode of a shift 
register. In register 50, a multiplexer 52 is arranged upstream 
of each of stages 51. Stages 51 and multiplexers 52 are 
connected So that the output of any one of Stages 51 can be 
selected by a multiplexer 53, the output of which enables 
control of the execution of the corresponding request. Mul 
tiplexers 52 and 53 are controlled by a logic block 54. 
0081. A register 55 receives the output of multiplexer 53 
and Stores the N requests under execution. It is checked in 
a block of QX N comparators 56 (similar to comparator 35 
of FIG. 4) whether the content of each of the stages of shift 
register 50 corresponds to the content of one of the Stages of 
register 55. This information is sent to logic block 54, which 
controls multiplexers 52 and 53 to successively execute the 
requests corresponding to the content of the Stages of 
register 50 in the order of the first register having a content 
which does not correspond to a bank memorized in register 
55. Logic circuit 54 conventionally ensures other functions 
necessary to the proper System operation and especially 
includes an output 57 for controlling the above-mentioned 
reorganizing register. 
0082) When a Subsequent request is executed before a 
previous request which corresponds to an occupied bank, 
this request is eliminated from the pipeline. The unselected 
requests placed before that which have been Selected remain 
in their position and the unselected requests placed after the 
Selected request are shifted by one position unit of the 
pipeline. This is done by adequately controlling the multi 
plexers 52 arranged between each stage 51 of register 50. 
The design of a logic circuit 54 to implement these functions 
is within the abilities of those skilled in the art, who can 
obtain this result by wired circuit means or by a programmed 
logic. 
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0083. The multiplexers associated with the control logic 
System also enable refilling the upper registers of the pipe 
line from the FIFO register in the case where the FIFO 
register has remained empty during Some clock cycles 
because no request has been input. 
0084. The only case where a clock cycle cannot be used 
is that where the next Q accesses (including the current 
access) all involve used banks. 
0085 Thus, the probability of not being able to use a 
current cycle is equal to (N-1)/PI and the probability of 
success is equal to 1-(N-1)/PI. 
0.086 4. Joint Use of Two Memories 
0087. Other DRAMs of the type previously described 
may be used together with half of the number of banks 
provided previously in each of these memories to keep an 
unchanged total capacity, by providing two input FIFO 
registers. In this case, in average, half of the requests is sent 
to each memory. This provides the possibility to easily 
empty the input FIFO register associated with each of the 
memories in the case where it has started to fill up. Thus, the 
rapidity or bandwidth of the system is doubled. More 
Specifically, the uSable bandwidth of each memory becomes 
that corresponding to half the number of banks and the 
bandwidth of the general memory is double. 
0088 5. Two-Input Memory 
0089. The system described hereabove only operates if 
the memory bandwidth is not used at 100%, that is, if 
Sometimes no request (Nop) is encountered. Otherwise, the 
FIFO register would fill up in the long run. The improvement 
described hereafter enables the System to operate even if a 
valid request is present at each clock cycle (no Nop). The 
principle is that the input FIFO register is enabled to empty 
faster than it fills up by executing, when possible, two 
memory accesses per clock cycle. This improvement 
enables reducing the data loss factor to less than 10" per 
cycle. 
0090 According to another improvement of the present 
invention, the memory is divided into Several bank groups. 
The banks in a same group share the same bus. Each group 
uses a different bus than the other groups. The System could 
operate, actually more efficiently, with one block per group, 
but the bus routing would then occupy a very large Surface 
area. The dividing into bank groups is thus chosen according 
to an efficiency/Surface area compromise. A control System 
enables executing two accesses in parallel, provided that the 
accesses belong to different bank groups. The System uses a 
mechanism similar to that described at point 2 hereabove in 
relation with a refreshment mechanism to Select two 
requests in the pipeline from among the requests which do 
not use an already-used bank. The Selection of the Second 
acceSS uses, in addition to the already-described criteria, the 
fact that the Second access must not be in the same bank 
group as the first one. The entire control System uses a clock 
with a double frequency to read two requests from the FIFO 
register while one request is introduced. 
0091. The memory is shared into G bank groups. The 
different banks in a group share the same address and data 
buses. 

0092. Two different banks can be simultaneously 
addressed if and only if they do not belong to the same group 
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(a single bus per group). The more groups there are, the more 
interconnections are required, but the more probable it is to 
be able to perform two accesses in parallel. 
0.093 For example, a 32-bank memory may be organized 
in two groups of Sixteen banks, in four groups of eight 
banks, or in eight groups of four banks. The organization in 
four groups of eight banks will probably be the best com 
promise between performance and complexity (number of 
interconnections). 
0094. As illustrated in FIG. 7, the memory access 
requests are Stored in input FIFO register 23 at each main 
clock cycle (frequency F). A logic execution order Selection 
circuit (EOS), more specifically shown in FIG. 8 and rated 
at frequency 2F by a Secondary clock, reads at most two 
requests from the FIFO register as long as the FIFO register 
is not empty and that there is enough room in its Q request 
registers. 

0.095 At the system initialization, assuming that an 
access request is input in the FIFO register at each main 
clock cycle, the EOS reads a request from the FIFO register 
at each main cycle (it cannot read two, Since the FIFO 
register is emptied each time it reads a request) and Stores it 
in one of the Q registers. 
0096) Multiplexers between the pipeline register enable 
the EOS to directly fill the registers of higher level from the 
FIFO register to avoid having to wait for several clock 
cycles to refill the pipeline when the FIFO register has been 
emptied due to the absence of any request. These multiplex 
erS also enable eliminating from the pipelines a request 
which has been selected (this has been previously described 
in relation with register 51 of FIG. 6). 
0097. The EOS includes two request outputs 61 and 62 to 
Simultaneously execute two accesses in the memory. For 
each of them, at each main clock cycle, the EOS Selects one 
request from the Q requests present in the registers. For this 
purpose, the bank addresses of all the Q requests are 
compared with the bank addresses of all the requests cur 
rently processed. The maximum number of these current 
requests is equal to 2(N-1), given that a request is executed 
in N cycles and that two requests can be simultaneously 
executed. 

0098. Upon initialization or at the first request executed 
after the EOS pipeline has been deleted, the content of the 
2(N-1) register is invalidated. 
0099. The request selection algorithm executed by the 
EOS control logic circuit as concerns its left-hand output 61 
is the following: 

0100 if the bank address of the request placed at the 
top of register Q is not equal to the address of any 
one of the current accesses, this request is Selected to 
be output to the left; 

0101 otherwise, if the condition is satisfied for the 
next one of the Q registers, this request is Selected, 
and So on; 

0102 otherwise, if the condition is satisfied for the 
last one of the Q registers, this request is Selected; 

0.103 otherwise, no request is selected in this main 
clock cycle. 
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0104. The request selection algorithm executed by the 
EOS logic control circuit for its right-hand output 62 is 
identical, except that the following condition is added to the 
condition that the request does not involve a bank already 
under use: 

0105 the request chosen for the right-hand output 
must not address a bank of the same group as that 
which is addressed by the left-hand output. 

0106) Each of the two outputs of the EOS is sent to 
refreshment generation block 64, which Selects banks that 
can be refreshed and the time when it should be done 
without interfering with the memory accesses, as discussed 
previously. Then, the requests are transferred to the memory 
after generation of signals RAS and CAS. Each output of the 
pipeline can be sent to any one of the G bankS via the G 
multiplexers (it should be reminded that the EOS has 
Selected its outputs So that they aim at distinct banks). 
0107. In most cases, the EOS can immediately execute all 
the requests which are read from the FIFO register so that 
the EOS will read a single request of the FIFO register at 
each main clock cycle instead of two, Since the FIFO register 
will be emptied at each cycle. 

0108) When several consecutive (or almost consecutive) 
requests aim at the same block, in most cases, the EOS can 
reorganize these requests So that at least one request can be 
executed at each main clock cycle. 
0109) However, it may happen that the number of con 
secutive (or almost consecutive) requests involving the same 
block is too high (that is, greater than Q) to enable the EOS 
to find executable requests at each clock cycle. In this case, 
a single request for n clock cycles (nsN) will be executed. 
Then, at a time, none of the Q registers will be free. The EOS 
will not be able to read a request from the FIFO register, and 
if incident requests keep on arriving, the FIFO register will 
fill up. However, this situation will last until the time when 
the requests address different banks again. Then, the EOS 
will be able to read and execute two requests from the FIFO 
register at each clock cycle. The FIFO register will then 
empty again and the normal activity of one request per cycle 
and of a single request in the FIFO register will be resumed. 

0110. The various elements of FIGS. 7 and 8 have only 
been briefly described. This has been done to make the 
description lighter. These drawings, which should be easily 
understood by those skilled in the art, will be considered as 
being an integral part of the present description. 

0111 Of course, the present invention is likely to have 
various alterations, modifications, and improvements which 
will readily occur to those skilled in the art, especially as 
concerns the sizes of the various banks. 

0112 The present invention may also apply to memories 
other than DRAMs operating with the same principle of 
execution of a request in Several clock cycles. 
0113 Such alterations, modifications, and improvements 
are intended to be part of this disclosure, and are intended to 
be within the Spirit and the Scope of the present invention. 
Accordingly, the foregoing description is by way of example 
only and is not intended to be limiting. The present invention 
is limited only as defined in the following claims and the 
equivalents thereto. 
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What is claimed is: 
1. A method of fast random access management of a 

DRAM-type memory, including the steps of: 
dividing the memory into memory banks accessible inde 

pendently in read and write mode, 
identifying an address (Gb) of the bank concerned by a 

current request, 

comparing the address of the bank concerned by a current 
request with addresses of N-1 banks previously 
required, N being an integral number of cycles neces 
Sary to execute a request; and 

if the address of the bank concerned by a current request 
is equal to the address of a bank corresponding to one 
of the N-1 previous requests, Suspending and Storing 
the current request until the previous request involving 
the same bank is executed, otherwise, executing it. 

2. The method of claim 1, wherein the Suspension opera 
tion includes Stacking the requests in a memory of first-in/ 
first-out type. 

3. The fast access DRAM management method of claim 
1, further including for the data reading, the Steps of 

Storing in an output FIFO register the data read during the 
first M cycles of memory use; and 

providing an output datum of the FIFO register, M cycles 
after each read request. 

4. The fast access DRAM management method of claim 
1, wherein the memory is periodically refreshed line by line 
and bank by bank, and including the Step of comparing the 
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address of the bank to be refreshed with the addresses of 
N-1 ongoing requests and of the N following requests and 
delaying the refreshment if the address of the bank to be 
refreshed corresponds to one of the bank addresses of the 
2N-1 requests. 

5. The fast access DRAM management method of claim 
4, including the Steps of resuming the refreshment and 
interrupting the request Succession after a determined num 
ber of refresh cycle interruptions have occurred. 

6. The fast access DRAM management method of claim 
1, including the Steps of: 

Storing N requests following the current request; 
if the execution of the current request is Suspended, 

executing one of the following requests not in conflict 
with the request being executed; and 

if the executed request is a read request, arranging back 
the read information in the order of the executed read 
requests. 

7. The fast access DRAM management method of claim 
1, wherein the memory banks are distributed into Sets 
accessible in parallel, whereby each Set Statistically only 
needs to proceSS half of the requests. 

8. The fast access DRAM management method of claim 
1, wherein the memory banks are distributed into Several 
groups, the banks of a Same group sharing the same bus, and 
wherein two requests can be simultaneously transmitted to 
two distinct groupS. 


