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Special purpose and general purpose processors

(57) A data processing system includes data processing apparatuses formed with VUPU architecture by
combining a general-purpose data processing unit (2) and a special-purpose data processing unit (1) equipped
with a data path unit (20) for specialized data processing that is executed according to special-purpose
instructions, and equipping the general-purpose data processing unit (2) with a communication function unit
{12) for communicating with the general-purpose data processing unit (2) in another data processing
apparatus. The data processing apparatuses are combined to form a system with a plurality of specialized
circuits. Therefore, a data processing system in which parallel processing is performed by a plurality of
specialized circuits can be provided economically and in a short time. An address range determines to which
apparatus data should be transmitted. Arbitration means may be used to control access to data memory areas.
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2374692

DATA PROCESSING SYSTEM, DATA PROCESSING APPARATUS
AND CONTROL METHOD FOR A DATA PROCESSING APPARATUS

The present invention relates to a data processing apparatus
that is equipped with a special-purpose data processing unit including
a data path on which computational processes are _executed by
hardware, and also to a data processing system that has such data

processing apparatus.

During the paét decades, there have been great increases in the
size and packing density of large-scale integrated circuits (hereafter,
referred to as “LSIs”). In recent years, systems capable of extremely
advanced functioning have been produced on silicon as system LSIs
and other such processors. Along with these advances and aside from
the development of high-speed, high-performance standard or
general-purpose LSIs such as the Pentium (registered trademark) line
of processors produced by Intel, there has been an increase in demand
for system LSIs for specialized purposes that are designed so as to give
high performance for the specialized computation for which the LSIs
are used. There has also been an increase in demand for system LSIs
that are more cost—effective than general-purpose.LSIs but still achieve
satisfactory performance for a chosen application. One example of
such LSIs are the LSIs used in mobile phones and the like where low
power consumption is required. Another example are LSIs that are
suited to the transfer of data or packets in real time, such as those used

in network devices. Yet another example are LSIs that are suited to
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the compression and decompression of image data for use when
transferring image data. In this way, the demand for specialized LSIs
is especially prevalent in fhe fields of communication networks and
domestic information appliances, such as digital television.

In response to such demands, the techniques for producing
dedicated or special purpose system LSIs are in development.
When a large-scale dedicated system LSI is required, the functioning of
the system LSI, which is to say, the specification, is first written out
using a high-level programming language such as C or JAVA
(registered trademark). As a result, a processor that is equipped with
a compiling fuhction or the like that can execute the code written in the
high-level programming language, or a processor that is otherwise
suited to such developing environment using the high-levél language, is
required. A specialized processor that is equipped with a function for
performing a special-purpose instruction for a desired purpose may be
equipped with a specialized circuit that can handle the processing
written in the high-level language. This makes it possible to provide a
system LSI with very high cost-performance.

On the other hand, one conventional technique for increasing
processing speed is to perform parallel processing using a
multiprocessor arrangement. If a single program written in C
language can be divided to produce a plurality of processes that can be
executed in  parallel, a large increase in processing speed can be
achieved. As another problem, computational processes which are
rarely installed in the general-purpose processor cost. many clock
cycles when executed in the general-purpose processor. By designing
a system so that such processes are executed by specialized or _
dedicated data processing circuits using special-purpose instructions,

and then having such processes performed in parallel by the
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specialized or special-purpose data processing circuits, processing
speed becomes highly increased.

When a specification or system written in C Ianguage_is
divided into a plurality of processes for processing by specialized
circuits designed for these processes, each specialized circuit shall
have a communication function for informing the processing states of
each other for controlling the processes to be executed in parallel.

It is also necessary to provide a function for controlling the
processing in the specialized circuits based on the results of such
communication. Depending on the application in which the processor
is used, a variety of calculations needs to be performed. Therefore,
specialized circuits that have at least both functions for coping with
each of these calculations and for coping with the operation in parallel
shall be developed in each application or system.

As a result, while it is thought that a system LSI that performs
parallel processing using specialized circuits would be able to operate
at a high processing speed, the designing and testing of such a system
LSI are very time-consuming and incur a huge cost. This makes it
difficult to provide such LSIs in a timely fashion and results in poor

cost-performance, with there being no conventional solution to this

probiem.

An embodiment of the present invention may provide a
data processing system and a data processing apparatus that can
quickly and economically develop system LSIs in which a plurality
of specialized circuits operate in parallel. The embodiment may
also provide a data processing system and a data processing
apparatus that can quickly and economically develop system LSIs
in which a plurality of processes produced by dividing a program
written in a high-level programming language such as C can
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be distributed and executed in parallel.

A further embodiment of the present invention may provide a daﬁa
processing system and a data processing apparatus that can quickly
and economically provide a system equipped with a plurality of
specialized circuits in the form of a large scale system written in C
language or the like, the system using a communication function and
being able to cope with code that has been written in C language or

JAVA without the system designer having to consider the hardware.

The applicant of the present invention has disclosed a data
processing apparatus that is equipped with customizable
special-purpose instructions in USP 6,301,650. This data processing
apparatus includes a VU unit that is a special-purpose data processing.
unit and a PU unit that corresponds to a RISC processor that can
execute standard data processing. We refer to such architecture as
VUPU architecture and in the VUPU architecture, unlike the PU unit, the
VU unit can operate using multicycles so that extensive processing can

be performed according to spec1al purpose instructions.

In certain embod_ments of tms 11'1ver1’c1or1,, daLa processmg appara_uses

are prov1ded the data processmg appa.fatuses bemg formcd w1th VUPU

: arch;tecture by combining a general-purpose data processing unlt and a

special-purpose data processing unit equipped with a specialized
circuit which is a data path unit or portion for specialized data
processing that is executed according to special-purpose instructions,
and equipping the general-purpose data processing unit with a
communication function for communicating with the general-purpose
data processing unit in another data processing apparatus. Further,

these data processing apparatuses are combined to form a system with
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plurality of specialized circuits. In this way, a data processing system
in which parallel processing is performed by a plurality of specialized
circuits can be provided economically and in a short time.

Program functions in some system specified by a high-level
language such as C language can be converted into separate
special-purpose instructions executed by special-purpose data
processing units, so that the system specified by C Ianguagé are
divided into a plurality of processes and executed at high speed in
parallel in the present data processing system. This means that a
data processing system with high performance can be provided
economically a_nd in a short time.

Therefore, a data processing system according to a first aspect of the

- present invention includes a plurality of data processing apparatuses, ~atlleast

two of the data processing apparatuses being type 1 data processing
apparatuses, a type 1 apparatus being an above mentioned VUPU type
processor that includes: at least one special-purpose data processing
unit that includes a data path portion for specialized data processing
that is executed according to at least one special-purpose instruction;
a general-purpose data processing unit for executing standard
processing according to general-purpose instructions; and an
instruction issuing unit for issuing instructions to the at least one
special-purpose data processing unit and the general-purpose data
processing unit, based on a program that includes the at least one
special-purpose instruction and general-purpose instructions. Further,
in the type 1 data processor for the processing system of this aspect,
the general-purpose data processing unit of the type 1 data processing
apparatuses includes a communication means for exchanging data
with the general-purpose data processing unit of at least one other

type 1 data processing apparatus. In the scope of this invention, a
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data processing apparatus corresponding to the type 1 data processing
apparatus itself that has the at least one special-purpose data
processing unit, the general-purpose data processing unit and the
instruction isSuing unit, and a control method using the commuhication
means are also included.

A special-purpose data processing unit of the present
invention may be equipped with a data path unit that is specialized or
dedicated circuit, which has been specially designed for the intended
application, etc., so that special processing can be executed at high
speed according to special-purpose instructions. On the other hand,
the general-purpose data processing unit does not need to handle the
special-purpose instructions and so only needs to be able to interpret
and execute basic instructions or general-purpose instructions. As a
result, by combining the special-data processing unit and the
general-purpose data processing unit, the standard data processing
unit, that is general-purpose data processing unit, can be used
alongside special-purpose data processing units that correspond to a
variety of applications without the ability of the general-purpose data
processing unit to handle a wide range of programs being sacrificed.

In the VUPU architecture, the special-purpose data processing
unit and the general-purpose data processing unit can be controlled
based on a program that includes special-purpose instructions and
general-purpose instructions. Therefore, the general-purpose data
processing unit can controlled the special-purpose data processing unit,
and the standard processing in the general-purpose processing unit
can be performed based on the processing result of the
special-purpose data processing unit. As a result, by providing the
general-purpose data processing unit with the communication means

that is required to perform parallel processing, a communication
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function can be incorporated into the apparatus separate from the
specialized circuits, making it possible to control the communication
function using a program.

Therefore, in a data processing system of this invention that
includes a plurality of specialized circuits, the communication function
required for having the specialized circuits operate in parallel need not
affect the specialized circuits and can be easily provided using a
standard construction that can be flexibly controlled by a program.
This makes it possible to reduce the time required to design and
develop data processing systems in which parallel processing is
performed by a plurality of specialized circuits, so that such systems
become provided at low cost. Since a program can control the
communication function, such systems can flexibly cope with changes
and corrections made at a later stage.

By a data processing arrangement of this invention, a system may
be provided that includes a plurality of data processing apparatuses for
processing a single data stream using the special-purpose data
processing units of the apparatuses. Also, a system may be provided that
includes a plurality of data processiﬁg apparatuses for procesSing a '
plurality of data processing streams using the Special-puipose data
processing units of a plurality of data processing apparatuses. _A
Therefore, it becomes possible to provide, as a system LSI, a suitable
data processing system and a data processing apparatus that can
perform parallel processing for a plurality of processes produced by
dividing a process specified in a high-level language such as C
language.

When an entire system is specified in a high-level 'Ianguage such
as C language and then divided into a plurality of processes that -

are assigned to data processing apparatuses of the present
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invention, there is the problem of how data is to be exchanged among
the data processing apparatuses. In the art of data exchanging
between processors, two widely-used conventional methods are
applicable. One method uses buses and the other method uses
specialized communication hardware macros. In a data processing
system of the present invention, above-mentioned specialized

communication hardware can be applied as the communication means.

However, these methods have the disadvantage that it is difficult for a

developer who writes C language code to directly control and manage
the data transfers by the above-mentioned specialized communication
hardware. When the bus method is used, it is difficult to directly refer
to the bus, which is hardware, from the C language level. As
described above, it should be obvious that it is advantageous for
programmers of a high-level language such as C language to be able to
write code without having to directly consider the hardware. When
data communication is performed using specialized communication
hardware macros, the communication function is achieved by
specialized hardware, so that it is difficult to perform precise control
through programming at the C language level. In other words, the
inter-processor data communication mechanisms that are currently
widely used are constructed in a bottom-up fashion based on hardware
requirements. Such mechanisms have not needed to be closely linked
to C language, resulting in poor linkage between the mechanisms and
C language.

However, in order to design a system LSI based on a
specification described in C language according to the data processing
system of the present invention, it is preferable to use a top-down
design method for converting the system specified in C language into

an LSI. Itis preferable for the transferring of data to be performed
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freely without the programmer having to consider the hardware when
writing C language code. If such communication means are provided,
with a data processing system of the present invention, a system LSI
is designed by producing a group of data processing apparatuses that
are equipped with specialized circuits corresponding to a plurality of C
language processes produced by dividing an entire system specified in
Clanguage. When the system specification is divided into the plurality
Clanguage processes, if the transfer of data can be programmed at the
C language level without considering the hardware, the division into
the plurality of C language processes become proceeding smoothly.
For this reason, a hardware architecture for transferring data according
to C language code without consideration of the hardware is required.
As a result, with the present invention, when inputting and
outputting data according to general-purpose instructions, the address
used when inputting and outputting data can be set so that data is
inputted into the data memory of another data pi'ocessing apparatus or
is outputted to the data memory of another data processing apparatus.
A data processing apparatus of the present invention may have a code
memory area (such as a program storage region in a memory, a code
RAM or a code ROM) for storing a program and a data memory area
(such as a data storage region in a memory or a data RAM) into and out
of which data can be inputted and/or outputted according to at least
one of general-purpose instructions. When the input address for
inputting according to a general-purpose instruction is in a
predetermined address area or range, the communication means
exchanges data with another data processing apparatus by inputting
data from the data memory area of the other data processing
apparatus, that includes the data memory area are allocated or

assigned to the other data processing apparatus. Also, when the
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output address for outputting data according to a general-purpose
instruction is in a predetermined address range, the communication
means may exchanée data with another. data processing apparatus by
outputting data to the data mémory of the other data processing

apparatus. Therefore, a control method of the present invention for

a data processing apparatus may have a communication step for exchanging

data with another data processing apparatus when the input address or
output address for inputting or outputting data according to a
general-purpose instruction is in a predetermined address range.
When data communication that inputs and outputs data into or
out of the data memory area of another data processing
apparatus is performed, it is possible to use a PUT or PUSH (hereafter
collectively referred to as a "PUT-type”) type arrangement for writing
data in the data memory area of the other data processing apparatus
with which communication is being performed. A GET-type
arrangement is also applicable for reading data from the data memory
area of the other data processing apparatus with which communication
is being performed. With both types of arrangement, data transfer
can be controlled at the C language leVel. With a communication unit
or a communication step of the PUT-type data processing apparatus,
data is transmitted to another data processing apparatus when an
output address is a predetermined address or in a predetermined
address range. Accordingly, in the transmitting side processor, at
least one region in a data memory area of another data processing
apparatus that is to receive data is treated as virtually existing memory
area on a same level as the data memory area of the transmitting side |
data processor. As a result, when the output destination for data is in
the predetermined address range, data is written into the data memory

area in the other data processing appa'ratus.
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On the other hand, the communication means or
communication step in a receiver data processing apparatus that
communicates with the PUT-type data processing apparatus receives
data from the transmitter data processing apparatus and stores the
data at a corresponding address in the data memory area of itself. As
a result, the received data is stored in the data memory area of the
receiver data processing apparatus. This means that by reading data
from address at the data was written in a program with C language
code, the received data can be used by the general-purpose data
processing unit of the received data processing apparatus. As a result,
operations that transfer data between a transmitter and a receiver data
processing apparatus is performed using C language.

In the communication process, a given address (start address
and/or end address) may be provided and set in advance. The
communication means will exchange the data when the address is
equal to or higher than the given address, among another data
processing apparatuses, while when the address is below the given
address, the data is written into the data memory area in the data
processing apparatus itself. In order to perform such control, a
register is useful for storing information on the data processing
apparatus with which communication is to be performed. The
information includes, such as identification information for the data
processing apparatus to which data is to be transmitted, a start
address from which data transfer to this data processing apparatus is
to start, and an address at which the transfer is to end, and is stored in
this register in advance.

In the communication unit or the communication step of the
GET-type data processing apparatus, data may be received from another __. 

data processing apparatus when an input address ié a prédetermined
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address range. Accordingly at least one region in a data memory of
another data processing apparatus that is to transmit data is treated as
virtually existing on a same level as the data memory in the receiving
side data brocessing apparatus. As a result, when the input source for
data is in the predetermined address range, data can be read or input
from the data memory area in another data processing apparatus.

The communication unit or communication step in a
transmitting data procéssing apparatus that communicates with a
GET-type data processing apparatus may supply data from a
corresponding address in its data memory when data is requested by
the receiving side or receiVer data processing apparatus. Therefore,
data written at a predetermined address range in the data memory
area according to C language code is transferred to the receiver data
processing apparatus. This means that with the GET-type
arrangement also, operations that transfer data between a transmitter
and a receiver data processing apparatus can be made using C
language.

When a system is constructed by combining a plurality of data
processing apparatuses using communication units, it is possible for all
PUT-type or all GET-type data processing apparatuses to be used.

A system may be also constructed so that one data processing
apparatus opefates as a upper (parent or master) and the data
processing apparatuses that communicate with the parent data
processing apparatus operate as lower (child or slave) data processing
apparatuses. In such system, the constructions of the data
processing apparatuses used as the master (parent) and slaves
(Children) can be all PUT-type or all GET-type. It is also possible to
used a communication unit, in a child data processing apparatus, that

has a unit for transmitting data to the parent data processing
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apparatus when an output address is in a predetermined address range
and a unit for receiving data from the parent data processing apparatus
when an input address is in a predetermined address range. Such
type 1 processor becomes a first PUT/GET-type apparatus. In the |
same way, it is also possible to use a communication unit, in a parent
data processing apparatus, that has a unit for transmitting data to a
child data processing apparatus when an output address is in a |
predetermined address range and a unit for receiving data from a child
data processing apparatus when an input address is in a predetermined
address range. Such type 1 processor becomes a second
PUT/GET-type apparatus. |

The ﬁrst PUT/GET type apparatus has the advantage of efficient -
use of memory space since the region into which data is inputted and
outputted when transferring data between the child and parent
apparatuses is concentrated in the parent apparatus. On the other
hand, the second PUT/GET type apparatus has the advantage that the
region into which data is inputted and outputted when transferring
data between the child and parent apparatuses is distributed among
the child apparatuses, making the child apparatuses more independent
and further increasing the benefits of distributed processing.

In order to transfer data without errors, the memory region into
which transferred data is written and out of which transferred data is
read should preferably be designed so that a simultaneous input or
output of data by the other (transmitter or receiver) data processing
apparatus is not possible. In a data processing apparatus of the
present invention, the timing at which data is transferred can be
controlled by programs, so that programs for the receiver and
transmitter data processing apparatuses can be made in C language so

that the data processing apparatuses are controlled and so prevented
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from making simultaneo’us memory accesses. Alternatively, the
communication unit may be equipped with an arbitration unit for
delaying an operation of a unit for storing data when the
general-purpose data processing unit is presently reading data from a
dedicated reception region in the data memory area in which the unit
for storing data is to store data, and for delaying an operation of the
general-purpose data processing unit that reads data from a dedicated
reception region when the unit for storing data is presently storing data.
It is also useful for an arbitration uni£ tovdelay an operation of the
means for supplyihg data when the general-purpose data processing
unit is presently writing data into a dedicated transmission region in
the data memory area from which the unit for supplying data obtains
data, and to delay an operation of the general-purpose data
processing unit that writes data in the dedicated transmission region
when the unit for supplying data is presently supplying data. Also, a
method for controlling a data processing apparatus according to the
present invention. may perform control in the same way as the
arbitration units described above.

The present invention may provide a data processing
system that includes a plurality of data processing app'ara'tuses that
each include at least one special-purpose data processing unit and a
general-purpose data processing unit equipped with a communication
unit. By using this system, a system LSI in which a plurality of
specializéd circuits operate in parallel can be provided in a short time
and at a low cost. With the present invention, a communication
function for communication among data processing apparatuses in a
distributed processing system equipped with specialized circuits may be
realized by hardware that is closely linked to and corresponds to a

high-level language, such as C language or JAVA (registered
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trademark). Accordingly, the transferring of data from one'process to
another process can be specified in C language. This makes it easy to
produce a distributed processing system composed of a plurality of

processes that are divided from some process specified in C lahguage.
As a result, from a specification of C language, a distributed-processing

system LSI equipped with a plurality of high-speed specialized circuits

- may be designed and produced in a short time and at a low cost.

Also, by providing at least one special-purpose data processing
unit of at least one type 1 data processing apparatus (which'is to say,
a data processing with of a VUPU architecture) with a function for
exchanging data with a type 2 data processing apparatus (such as a
conventional standard or RISC processor), even greater flexibility may pe
achieved when constructing a data processing system according to the

present invention including such type 1 data processing apparatus.

These and other advantages and features of the
invention will become apparent from the following description thereof
taken in conjunction with the accompanying drawings which illustrate a
specific embodiment of the invention by way of example only. In the drawings:
FIG. 1 shows a data processing apparatus (VUPU) according to
the present invention that is equipped with a PU and a VU;
FIG. 2 shows how a process specified in C language is divided
into a plurality of processes; |
FIG. 3 shows a data processing system in which distributed
processing is performed by data processing apparatuses;
FIG. 4 shows execution states of each VUPU in the data
processing system shown in FIG. 3; _
FIG. 5 shows how a program of C language is divided for
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execution by distributed processing;

FIG. 6 shows a different example of a data processing system
that performs distributed processing using data processing
apparatuses according to the present invention;

FIG. 7 shows a yet another example of a data processing system
that performs distributed processing using data processing
apparatuses according to the present invention;

FIG. 8 shows a yet another example of a data processing system
that performs distributed processing using data process'ing
apparatuses according to the present invention;

FIG. 9 shows a representation of the pi’ocedure for converting
functions in C language in VUPUSs;

FIG. 10 shows the overall construction of a VUPU that includes a
communication function according to the present invention, focusing
on a PU; '

FIG. 11 shows how memory area is ‘used when data is
exchanged between two VUPUs;

FIG. 12 shows the overall construction of a data processing
system in which a parent VUPU exchanges data with a plurality of child
VUPUs; |

FIG. 13 shows memory maps for each of the PUs in the data
processing system shown in FIG. 12;

FIG. 14 is a flowchart showing the processing performed by the
communication unit;

FIG. 15 shows the'timing with which the inputting and
outputting of data is performed for a reception RAM;

FIG. 16A and FIG. 16B show examples of programs where the
processing by the communication unit is controlled using C language;

FIG. 17A and FIG. 17B show state signals used for performing
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arbitration and signal lines corresponding to these state signals;

FIG. 18A and FIG. 18B show examples of programs where C
language is used to control the processing for a communication method
where state signals are written into a reception RAM;

FIG. 19A and 19B show state signals used in a communication
method where state signals are written into a reception RAM and signal
lines corresponding to these state signals;

FIG. 20 shows the overall construction of @ VUPU that includes a
communication function according to the present invention, the VUPU
having a VU(COM) equipped with a function for communication with
other CPUs and the drawing focusing on the PU;

FIG. 21 shows the construction of a VUPU that includes a
communication function according to the present invention, the VUPU
having a GET-type communication function and the drawing focusing
on the PU; |

FIG. 22 is a flowchart showing a simpilification of the processing
by the communication unit of the VUPU shown in FIG. 21;

FIG. 23 shows a VUPU that has a first PUT/GET-type
communication function according to the present invention;

FIG. 24 shows a VUPU that has a second PUT/GET-type
communication function according to the present invention; and

FIG. 25 is a block diagram showing the overall construction of a
system that has a VUPU with a second PUT/GET-type communication

function as a parent device.

The following describes an embodiment with reference to
the attached drawings. FIG. 1 shows a simplification of a data

processing apparatus 10 of the present invention, which includes a
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special-purpose data processing unit (a specialized data processing
unit or a special-purpose instruction executing unit, hereafter referred
to as the “VU”) 1 that is designed so as to perform specialized
processing and a general-purpose data processing unit (a standard
processing unit or a general-purpose instruction executing unit,
hereafter referred to as the “PU”) 2 that has almost standard
construction. This data processing apparatus 10 is a programmable
processor that includes a specialized circuit, and so includes a fetch
unit (hereafter referred to as the “FU"”) 5 that fetches instructions from
an executable control program (program code or microprogram code)
4a stored in a code RAM 4 and provides the VU 1 and PU 2 with decoded
control signals. In the present éxample, the FU 5 corresponds to an
instruction issuing unit.

The FU 5 includes a fetch subunit 7 and a decode unit 8. The
fetch subunit 7 fetches an instruction from an address in the code RAM
4 according to the previous instruction, a state of state registers 6, or
an interrupt signal @i. The decode unit 8 decodes the fetched
instruction, which may be a special-purpose instruction or a
general-purpose (standard) instruction. The decode unit 8 provides
the VU 1 and the PU 2 respectively with decoded contro! signals @v
produced by decoding special-purpose instructions and decoded
control signals ¢p produced by decoding general-purpose instructions.
An exec unit status signal ¢s showing the execution state is sent back
from the PU 2, and the states of the PU 2 and the VU 1 are reflected in
the state registers 6.

The PU 2 is equipped with a general-purpose execution unit 11,
which includes general-purpose registers, flag registers, and an ALU
(arithmetic logic unit), etc., and a communication unit 12, which is

capable of exchanging data with another PU 2. The PU 2 executes
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general-purpose processing while inputting and outputting data to and
from a data RAM 15 that is used as a temporary storage area. The
constructions of the FU 5, the PU 2, the code RAM 4, and the data RAM
15 are similar to the equivalent components in a standard processor,
with only their functioning being different. For this reason, a
construction composed of the FU 5, the PU 2, the code RAM 4, and the
data RAM 15 can be referred to as the “processor unit 3”. Therefore,
the data processing apparatus 10 of the present embodiment has the
processor unit (PUX) 3 and VU 1 and the processor unit (PUX) 3
controls.the VU 1.

As mentioned above, the VU 1 executes a special-purpose
instruction @v that is received from the FU 5. To do so, the VU 1
includes a unit 22 for pe‘rforming decoding so as to recognize whether
an instruction supplied by the FU 5 is the speciail-purpose instruction or
decoded signal of that instruction (hereafter referred to as a V
instruction) v, a sequencer (finite state machine or “FSM”) 21 that
outputs, using hardware, control signals that have predetermined data
processing performed, and a data path unit 20 that is designed so as to
perform the predetermined or dedicated data processing in accordance
with the control signals received from the sequencer 21. The VU 1
also includes a register 23 that can be accessed by the PU 2. The data
that is required by the processing of the data path unit 20 is controlled
and/or supplied by the PU 2 via an interface register 23, with the PU 2
being able to refer to the internal state of the VU 1 via this interface
register 23. The result produced by the processing performed by the
data path unit 20 is supplied or announced to the PU 2, with the PU 2
using or referring this result to perform further processing.

The data procéssing apparatus 10 has a program including

general-purpose instructions (called “P instructions”) and
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special-purpose instructions (called “V instructions”) stored in the code
RAM 4. These instructions are fetched by the FU 5 and control signals
@p or ¢v produced by decoding these instructions are supplied to the
VU 1 and the PU 2. To the VU 1, both of the control signals ¢p and ¢v
are supplied and out of the control signals ¢p and ¢v, the VU 1
operates when it is supplied with the control signals ¢v that is the
special-purpose instruction executed by the VU 1. On the other hand,
the PU 2 is designed so as to be only supplied with the control signals
@p produced by decoding a general-purpose instruction. The PU 2 is
not supplied with controi signals ¢@v produced by decoding a
special-purpose instruction and instead is issued with control signals
indicating a nop instruction that does not cause the PU 2 to operate.
In this way, processing by the PU 2 can be skipped.

The VU 1 may be changed depending on factors such as the
application to be executed, with the special-purpose instructions to be
executed by the VU 1 also changing depending on the application.
This is to say, the VU 1 is a specialized circuit that is suited to a certain
application, with it being easy to design the circuit so as to interpret
control signals produced by decoding a V instruction. On the other
hand, a nop instruction is outputted to the PU 2 since the PU 2 does not
need to handle the specialized instructions for which the VU 1 is
designed. The PU 2 only needs to be able to execute basic instructions
or general-purpose instructions, so by applying PU 2 alongside VUs 1,
a system suit to various applications is supplied without the processing
performance for standard procedures being affected. Since in the
system, by the PU 2 or PUX 3, the VUs 1 are controlled and processes
using their processing results are performed.

An architecture (VUPU architecture) of the data processing

apparatus 10 shown in FIG. 1, that has a VU 1, which is equipped with
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a specialized circuit for the specialized processing (such as that
required for real-time response), and a PU 2, which is a
general-purpose component, is useful for developing a systerh LSI or
as a processor. It is also possible to design a system LSI or processor
with the architecture that contains multiple combinations of VUs 1 and
PUs 2. Hereafter in this specification, a processing unit or processing
apparatus that is realized by a combination of a VU 1 and a PU2is
referred to as a “VUPU".

The VUPU 10 is a processing unit generally &vith the merits that
can be designed and produced in a short time without affecting the

real-time response capability of the processing unit, and it can cope

with adjustments and corrections that are made at a later date or stage.

The present construction is not restricted to including only one VU 1.
Instead, a plurality of VUs 1 can be provided and the program code can
include a plurality of special-purpose instructions that are executed by
the respective VUs 1 for realizing specialized processing required by an
application. Also, the VU 1 does not need to just perform specialized
computations, but can be provided as a specialized circuit for a specific
program function in the program. This makes it possible to execute

the program efficiently.

In addition, the PUs 2 in the present embodiment are provided'

with a communication unit 12 that can exchange data with another PU
2. Since one VUPU 10 can communicate with another VUPUs 10, the
VUs 1 in a plurality of VUPUs 10 can be operated in parallel. By having
such an architecture, a data processing system that has a plurality of
VUPUs 10 becomes adaptable to an extremely wide range of uses.

| In FIG. 2, the process specified in C language is considered. In
the illustrated case, the process is composed of a upper (hereafter

parent or master) process C1 and lower (hereafter child or slave)
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processes C2 and C3 that receive data from the process C1 and return
calculation results based on this data. In this case, the processes C1,
C2, and C3 are assigned to three VUPUs 10, as shown in FIG. 3. As
mentioned above, VUPU 10 can apply not only to perform specialized
computations but also to perform a specific program function in the
program, so that processing speed of the usual C-language program
can be increased.

In each VUPU 10 in FIG 3, the PU 2 is equipped with a
communication function. As shown in FIG. 4, the VU1 that is assigned
the parent process (process C1) and equipped with VU(C1) for
performing the process C1, transfers data to the VUPU 10 assigned the
child or slave process C2 and equipped with VU(C2) for performing the
process C2, so that processing by the VU(C2) commences in parallel
with processing by the VU(C1). The VU(C2) returns the processing
result to the VU(C1) so that the VU(C1) can execute further processing
based on this processing result. ‘

In the same way, from the VUPU 10 with VU(C1), data is
transferred to the VUPU 10 that is equipped with VU(C3) for performing
the process C3 and assigned, so that the VU(C3) can commence
processing in parallel with the VU(C1). Also, when there is a process
that can be executed in parallel by the VU(C2) and the VU(C3), a
further increase in parallelism can be achieved, which further improves
the processing speed. If only one of the VUPUs 10 is operable at a
given time, parallel processing is not achieved, and the only effect
gained is that a process that was originally written in C language can be
performéd by a specialized circuit. On the other hand, with the VUPU
10 of the present invention, it is possible for a plurality of processes
that are executed by specialized circuits to be executed in barallel,

resulting in a large increase in processing speed. As a result, in this
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‘ embodiment, a specification in C language is divided into a plurality of

processes and each processes is assigned, as shown in FIG. 3, to each
VUs in a plurality of VUPUs 10 composing a data processing system
such as the system LSI 30. Therefore, there is the benefit that the
processes and functions are performed by specialized circuits and the
further benefit of the possibility of these specialized circuits operating
in parallel. This means that a system LSI 30 with an extremely high
processing speed can be produced.

As shown in FIG. 5, when a specification 51 written in C
language is provided, the specification can be divided into a plurality of
processes 52 for which some degree of parallel execution is possible.
After this, the data path unit 20 and the sequencer 21 that form the
specialized circuits can generate one or more VUs 1 that can execute all
or parts of the processes 52 and provide the generated VUs 1 as VUPUs
10. By combining VUPUs 10 that have been generated in this way to
form a system LSI 30, the system LSI 30 capable of processing with a
high degree of parallelism can be provided. In a VUPU 10, processing
that is not suited to execution by the specialized circuits can be
executed by the PU 2 tha'c functions as a general purpose processor, so
that parallel processing is not only restricted to the processes by the
specialized circuits and can also be achieved for the processes
performed by standard processors.

FIGS. 6 to 8 show a number of examples of data processing
systems 30 that are composed of the VUPUs 10 of the present

embodiment that have communication functions. It is thought that in
many cases, a data processing system 30, with the construction
described in the present embodiment where a plurality of VUPUs 10 are
provided on a single or common chip, will be able to efficiently execute

the processing for a specialized application. In the data processing
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system 30 shown in FIG. 6, a processor 31 that has an architecture
suited to communication with the PUs 2 of the VUPUs 10 is centrally
located, with a plurality of VUPUs 10 being connecting using an
appropriate communication means. As one example, a required
series of processes, such as the compression or decompression of a
bitstream 39 composed of image data, can be successively executed by
a plurality of VUs 1 that are operated in parallel, so that image
processing is performed at high speed. The VUs 1 that perform
processing are controlled by the PUs 2, with the PUs 2 exchanging data
with other PUs 2 so that appropriate processing can be performed for
the synchronizing of processing, arbitration, and the handling of errors.
These VUPUs 10 each execute separate pieces of program code, so that
by the data processing system 30, a processor or processing system
that processes a single data flow by multi-instructions is provided.

The data processing system 30 shown in FIG. 7 includes a VUPU
10 and VUPU 10A having a VU(COM) that provided with a
communication function for receiving and transmitting data via a
standard bus to connect the VUPUs 10 and a conventional or other type
(a second type) of processor 32 that has a different architecture to the
VUPUs 10. A data processing system 30 shown in FIG. 8 is an
example of a system that has, in addition to the VUPUs 10, VUPUs 10B
that have two types of VUs, a VU(COM) and one of VU(C1) and VU(C2),
as interfaces between the VUPUs 10 and another type of processor,
processor 32. Using PUs 2 that have a communication function, a
system including a plurality of VUPUs 10 can be flexibly constructed, so
that system LSIs with suitable constructions for a variety of different
applications can be realized.

By operating a plurality of VUPUs 10 in parallel as described

above, a system LSI capable of extremely fast processing can be

24



10

15

20

25

realized. To do so, as shown in FIG. 9 it is necessary to divide a
function or the specification 51 written in C language into a plurality of
processes 52 and to produce a plurality of VUPUs‘10. At this point,
there is the problem of how data communication is to be performed
between the VUPUs 10. A method where data communication is
performed between the processor via buses and a method where
communication is performed via specialized communication hardware
macros are often used. These methods are also applicable in the data
processing system 30 of the present embodiment.

However, when buses are used, it is difficult to directly refer to
the buses (which are hardware) at the C language level, and when
division has been performed into a plurality of processes 52 in C
Ianguage,'precise control cannot be performed for the communication
function at the C language level. It is preferable for the transfer of
data to be performed without programmers of C language having to
consider hardware, so that a data processing system including a
plurality of VUPUs 10 can be developed in a shért time and at low cost.
In other words, when the specification is divided into a plurality of C
language processes, if the transferring data are possible in C language
level without the programmer having to consider the hardware, the
process dividing the specification into a plurality of C language
processes can proceed smoothly. This can result in a decrease in the
load or time of step 53. In the step53, based on these processes
produced by division at the C language level, parts or the processes
that are executed by specialized circuits are converted into RTL, the
specialized circuits are designed and manufactured using the RTL,
program codes that includes special instructions for activating the
specialized circuits and general-purpose instructions for other standard

processing are produced, and tests are performed.
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For this reason, a communication function realized by a
hardware architecture where data transfer can be performed freely
using C language without having to consider the hardware is very
attractive. This type of communication function is, not restricted in
the program of C language, useful in a specification described using
JAVA, which facilitates distributed and parallel programming, or
another high-level language those are favorably used to produce a data
processing system realized as a system LSI. In this way, it is possible
to provide a data processing system having and data processing
apparatuses that are suited to provide a system LSI that are capable of
parallel execution of a plurality of processes produced by dividing a
specified process.

FIG. 10 shows an example of the VUPU 10 of the present

embodiment , focusing on the PU 2. As described above with reference to

FIG. 1, the PU 2 includes an execution unit 11 for executing control
signals @p produced by decoding general-purpose instructions in a
program stored in the code RAM 4 and a communication unit 12
equipped with a communication function. When an address AO that
the execution unit 11 has outpdtted in order to access the data RAM 15
is an address in a predetérmined range or area, thé communication
unit 12 performs an input/output operation for a reception data RAM or
RAM area 15X or a transmission data RAM or RAM area 15Y that differ
from a standard RD/WR data RAM or RAM area 15N. The
communication unit 12 also exchanges data with other VUPUs 10 by
reading out data that has been written in its own reception data RAM
15X and obtaining data from the transmission data RAM 15Y of another
VUPU. In other words, the processor PUX 3 of the VUPU 10 in this
example has what is known as a “Harvard Architecture” where a code

RAM 4 and data RAM 15 are separately provided. By sharing one part
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of a data RAM with other VUPUs 10 or being equipped with a data RAM
that is shared with other VUPUs 10, data can be transferred to other
VUPUs by means of an input/output address. This means that by

'appropriately setting the input/output addresses in C language,

communication between the VUPUs 10 can be controlled.

Such communication methods can be roughly classified into a
PUT or PUSH type where output data is written into the reception data
RAM 15X of the VUPU 10 to receive the communicated data and a GET
type in which input data is obtained from the transmission data RAM
15Y of the VUPU that is to transmit the outputted data.

The VUPU 10 shown in FIG. 10 is an example that uses the
PUT-type communication method. In addition to the standard RD/WR
data RAM 15N from/into which data are inputted and outputted, the
VUPU 10 has a reception RAM (reception data RAM) 15X that is
read-only for the execution unit 11 in this VUPU 10. The

communication unit 12 is also equipped with a transmission interface

13 that transmits output data DO to another VUPU 10 and a reception
interface 14 that writes input data DI that has been received from
another VUPU 10 into the reception data RAM 15X,

The transmission interface 13 is equipped with a transmission
control unit 13C. When an address AO outputted when the_execution
unit 11 writes data in accordance with a program 4a is equal to or
above a given address stored in a configuration register 13R, the
transmission interface 13 writes the data into the data RAM (reception
RAM) of another VUPU 10 via a transmission buffer 13B. From the
viewpoint of the program 4a, by using the same operation that writes
data into the data RAM 15N provided in the same VUPU 10, data can be
transferred to a virtual transmission data RAM 15Z that does not exist

in reality. This non-existent transmission data RAM 15Z is achieved by
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the data RAM 15X that is present in another VUPU 10 with which
communication is being performed. Therefore, the data RAM 15X in
the other VUPU 10 is exclusively used for transmission data from the
view point of the data transmitting VUPU 10 and the data RAM 15X is
exclusively used for reception data from the view point'of the data

receiving VUPU 10. Therefore, in the receiving VUPU 10 with which

'communication is performed, the data RAM 15X is read-only for the

execution unit 11.

The reception interface 14 is equipped with a reception control
unit 14C and writes input data DI (from the viewpoint of the transmitter,
the output data DO) received from another VUPU 10 into the reception
RAM 15X. The transmission cdntrol unit 13C and the reception control
unit 14C are respectively equipped with configuration registers 13R
and 14R. The transmission configuration register 13R stores the
information that is required for transmitting the data outputted by the
execution unit 11 to the receiver VUPU, such as identification
information (an ID) for the VUPU to receive the data, a transmission
start address, a transfer size, and a transmission end address. The
reception configuration register 14R stores the data that is required for
receiving the data, such as an ID showing the receiving VUPU itself,
that is the source of transmitting the data, given addresses such as a
reception start address and/or a reception end address. When the
address for the non-existent or virtual transmission data RAM 15Z in
the transmitting VUPU and the reception address for the data RAM 15X
in the receiving VUPU 10 do not match, the conversion of addresses will
be performed in transmission or in reception using a correspondence
table stored in the configuration register 13R or 14R.

The content of the transmission configuration register 13R and

the reception configuration register 14R can be set in accordance with
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the program 4a via a general-purpose register 11R of the PU 2, for
example. As a result, input and output addresses for which

transmission and reception are to be performed and the initial

- conditions for address conversion can be set using C language.

From the content of the address stored in the reception
configuration register 14C, it is possible to judge for the data DI that is
inputted into the execution unit 11 whether the data DI is to be read
from the reception data RAM 15X or from the standard RAM 15N.
Output data DO from the reception RAM 15X and output data from the
RD/WR data RAM 15N are provided as the data DI for the execution
unit 11 via a selector 16 that is controlled by signals received from the
reception control circuit 14C. Therefore, by the addresses, the
program 4a controls input‘and/or output of data in the data RAM 15N in
which data can be inputted and outputted and data in the reception
RAM 15X in which data is written by a transmission source. Other
processing for the data is performed in exactly the same way.

The transmission interface 13 is also equipped with an
arbitration circuit 13A and transmits a signal gput that shows a data
write state. At the start of transmission, it is necessary to check that
the receiver of the data is not reading out data at that point. This can
be recognized from a signal gbusy that shows a data read state for the
reception RAM 15X in the VUPU to which data is to be transmitted.
The number of signals gpbusy showing the data read state that is equal
to the number of processors (no. of IDs) are required for safely
transmitting data. The reception interface 14 is also equipped with an
arbitration circuit 14A, so that when data is being read from the
reception data RAM 15X, data cannot be received from another VUPU
10. When data is being read in the reception data RAM 15X when a

signal gput showing a data write state is received, a signal @busy
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showing the read state is outputted. The @put signal showing the

write state and the ¢gbusy sighal showing the read state that are

“handled by the transmission interface 13 and the reception interface 14

are transmitted in opposite directions but are the same type of signals.
These signals are usually expressed as level signals.

The reception data RAM 15X in the present example is a
dual-port RAM, though it is also possible for the reception data RAM
15X to be realized by a single port data RAM. When a dual port RAM is
used, a read operation can be performed while data is being received,
which improves the parallelism of the system and méy make it possible
to omit the arbitration circuit described above. However, in view of
the possibility of the write address Al being the same as the read
address RAI, it is still preferable to use the arbitration circuits 13A and
14A and the Signals @put and @busy described above. When omitting

the arbitration circuits, in view of the possibility of the write address Al

~ being the same as the read address RAI, a circuit that can output the

input data DI as the read data RDO while bypassing the RAM is
required.

In this specification, the overall transmission/reception
mechanism described above is called an IVC (Inter-VUPU
Communication) mechanism.

FIG. 11 shows how data is exchanged between two VUPUs 10
that are equipped with an IVC mechanism, using memory maps 19 for
the PUs in the respective VUPUs 10. As can be understood from FIG.
11, in a PUT-type IVC mechanism, when the address in a range of Al to
A2, data is transferred by writing the data in the data RAM 15X of the
other VUPU. Therefore, the data RAM 15X of the other VUPU is the
virtual RAM 15Z acting as transmission RAM 15Y. In this method, the

efficiency with which the data RAMs are used is increaséd, and data is
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not stored in more than one RAM, which also helps prevent the
occurrence of discrepancies in the data. Also, when the address isin a
range A3 to A4, data that has been written in the data RAM 15X by the
PU of another VUPU 10 is obtained. As a result, processings are
performed using the transferred data in the PU 2.

FIG. 12 shows an example of a data processing system 30 in
which four VUPUs 10, which are equipped with a PUT-type IVC
mechanism, are connected. In the system shown in FIG. 12, one
VUPU 10, the VUPU 10p, is the parent or master (upper), with the other
three VUPUs 10, the VUPUs 10c, being children or slaves (lower). The
same data is transferred from the parent VUPU 10p to all of the child
VUPUs 10c, with the child VUPUs 10c separately transferring data to
the parent VUPU 10p. In order to do so, the parent VUPU 10p is
equipped with a number of reception RAMs or reception RAM regions
15X that is equal to the number of child VUPUs 10c, while each child
VUPU 10c is equipped with one reception RAM or reception RAM region
15X. As a result, the parent VUPU 10p can receive data from the child
VUPUs 10c in parallel and store the received data respectively, so that
the data are used 'respectively when requirements are occurred during
the execution of a program. On the other hand, it is also possible to
equip the parent VUPU 10p with only one reception RAM 15X. In this
case, the programs of the parent VUPU 10p and the child VUPUs 10c
have to be produced so that the parent VUPU 10p receives data from
the child VUPUs 10c in order separately.

Also, in the system 30 shown in FIG. 12, a channel 35 that is
equipped with four paths for transmitting data is provided between the
parent VUPU 10p and the child VUPUs 10c. These data transfer path
lines between the processors themselves can be formed using a

conventional signal communication process. Also, by increasing the
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number of channels, it becomes possible to construct the system so
that direct communication becomes performed between and/or among
the child VUPUs 10c. In this way, variety communication paths
become possible freely and easily using the VUPUs with the IVC
mechanism of the present embodiment.

FIG. 13 shows the memory construction in the PU of each VUPU
in the data processing system 30 shown in FIG. 12. As described
above, using VUPUs 10 equipped with the PUT-type IVC mechanism,
further increasing in the distributed nature of the system and
increasing in the usage efficiency of the data RAMs are achieved, even
for the case where data is transferred in a one-to-N system. As one
example, for the PU (PU-A) in the parent VUPU 10p, the transmission
RAM region in the memory map 19 does not exist in reality in the
parent VUPU 10p, with the physical data RAM corresponding to these
addresses being distributed among the child VUPUs 10c. In the same
way, for the PUs (PU-B, PU-C, and PU-D) in the child VUPUs 10c, the
transmission RAM regions in the memory map 19 do not exist in reality
in the child VUPUs 10c¢, with the physical data RAM corresponding to
these addresses being provided in the parent VUPU 10p. |

The operations of the communication unit 12 that realizes the
IVC mechanism of the present embodiment are shown by the flowchart

given in FIG. 14. Before communication commences, the

“configuration information such as the ID of the VUPU to which data is to

be transmitted, the start address of the data to be transmitted (an
address assigned to a non-existent transmission RAM), a start address
in the reception RAM 15X and others are set in the transmission
configuration register 13R. Also the configuration information such as
the ID of a VUPU that is to transmit the data, a start address of the data

to be transmitted, a start address of the reception RAM and others are
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set in the reception configuration register 14R. At the C language
level, for example, the settings of the transmission configuration
register 13R and the reception configuration register 14R can be set
using inline assemble. This processing can also be achieved by setting
the required function as a subroutine.

When an input/output address is outputted in accordance with
the program, in step 61 the communication unit 12 judges the
input/output address of data. When the input/output data does not
have an address or within the address region that is assigned to the
standard data RAM 15N, in step 62 the communication unit 12 judges
from the address whether the process is an input process or an output
process. In the case of an input process, in stép 63 the
communication unit 12, by the arbitration circuit 13A, waits until
transmitted data is not being written into the reception RAM‘15X, which
is to say, the communication unit 12 waits for the end of a write as
shown by the write state signal pput. After this, in step 64 the
communication unit 12 reads data from its own reception RAM 15X,
At the same time, the communication unit 12 sets the read state signal
¢busy at “read” or “on” for prohibiting writing. The communication
unit 12 sets the read state signal pbusy at the “end” or “off” state once
the read is completed.

On the other hand, on judging in step 62 that the current
process is an output, in step 65 the communication unit 12 waits, by
the arbitration circuit 14A, for the read state signal pbusy to change to
the “end” or “off”. After that, the communication unit 12 transmits the
output data (an address, data, and a write enable signal showing that
the address and are valid) to the recipient VUPU 10 in step 66. At the
same time, the communication unit 12 sets the write state signal @put

at the “write” state for prohibiting read operations. The
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communication unit 12 restores the write state signal ¢put to the
“write ended” or “off” state when the write is complete. In this way,
by using a control method where data is stored in the data RAM 15X of
a recipient VUPU 10 by an input/output address, data exchanging
becomes easy between or among a plurality of VUPUs 10 by merely
controlling or managing the input/output addresses of data in C
language level code.

FIG. 15 is a timing chart showing how data from PU-A is written
in the reception data RAM 15X of PU-B. 1In cycle 1, the read state
signal gbusy of PU-B is set at ON, so that the transfer data does not
become vaiid and so is not written in the memory. Also, note that a
write is only performed an interval of one cycle after the read state
signal pbusy has changed to OFF. As a result, in cycle 3 the write state
signal @put of PU-A is switched to ON, and the transfer data is
transferred to the reception data RAM 15X of the recipient PU-B by
means of an address A, data D, and a write enable signal WE. If valid
data is transmitted while the write state signal ¢put is being outputted,
this data is written in the reception data RAM15X. In the present
example, valid .data is shown in cycle 3 and cycle 5.

With the IVC mechanism of the present: embodirﬁent, the
processing shown in FIG. 14 can be achieved through inclusion in fhe
firmware of the communication unit 12 or by gate logic. It is also
possible for all of the data transfer, including the processing shown in
FIG14, to be controlled through programming at the C language level.
FIG. 16A shows transfer procedures of the PU-A for transmitting the
data that are described in C language level. FIG. 16B shows the
transfer procedures of the PU-B for receiving the data that are
described in C language level. In the program 71 of the PU-A, in step

71a the transmission start address is set in the transmission
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configuration register 13R. Next, in step 71b the transmission for
writing data into the reception RAM of the recipient is commenced. At
this point, as shown in step 71c, processihg that performs a check for
the read state signal gbusy of the recipient and sets the write state
signal @put at ON may be achieved by a function call to a subroutine.
Once the signal has been checked and the various settings have been
made, in step 71d the data to be written in is transmitted. When the
transmission of data ends, in step 71e the end processing is perfdrmed,
though as shown in step 71f, processing such as the setting of the write
state signal gput at OFF may be achieved by a subroutine.

On the other hand, in the program 72 of PU-B, in step 72a the
reception start address is set in the reception configuration register
14C. Next, in step 72b the processing for reading the data from the
transmitter that has been written in the reception RAM is commenced.
At this point, as shown in step 72c, processing that performs a check
for the write state signal @put of the transmitter and sets the read state
signal @busy at ON may be achieved by a function call to a subroutine.-
Once the signal has been checked and the various settings have been
made, in step 72d the transferred data is read and in step 71e the read
end processing is performed.. Here also, as shown in step 72f,
processing such as the setting of the read state signal gpput at OFF may
be achieved by a subroutine. The setting of the write state signal qput
and the read state signal gpbusy at ON and the checking of the states of
these signals are achieved by register operations. Therefore, a
suitable method for performing these processes may be subroutines
called using function, with the register settings being made by
assemblers separately.

In this way, a communication method that is achieved by the

IVC mechanism of the present embodimentcan perform the transfer of.
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data using code expressed at the C language level. As described
earlier, by dividing a spedfication (original specification) described in C
language into a plurality of C language processes and producing VUPUs
10 for performing the processes, it is possible to design a system LSI
that performs parallel processing and distributed processing for the
original specification written in C language. When doing so, the
exchanging of data can be directly expressed at a C language level,
thereby facilitating the production of VUPUs. As a result, by the IVC
mechanism of the present embodiment,a large decrease is made in the
time taken to design and manufacture, from the Original specification
written in C language, a system LSI that is equipped with a plurality of
specialized circuits and is capable of parallel processing. Hence, it
becomes possible to provide the system LSIs at low cost.

FIG. 17A and FIG. 17B show the transmission of state
information between the PU-A that transmits data and the PU-B that
receives the data via the signal lines for performing such transmission.
As shown FIG. 17A, the read state signal @busy and the write state
signal @put are provided as information that is sent on separate
dedicated signal lines. This means that as shown in FIG. 17B, a signal
line 77 for transferring data has to be provided in addition to a read
state dedicated signal line 75 and a write state dedicated signal line 76
that correspond to these dedicated signal lines.

On the other hand, there is also a method that uses the
reception data RAM 15X for the transmission of the state information in
place of dedicated signal lines. With the above method that uses
dedicated signal lines, it is necessary to perform operations from the C
language level via register operations made using assemblers.
However, when the reception data RAM 15X is used, a part of reception

data will have certain meanings, so that the all of the transfer
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processing are performed or controlled by data operations made from
the C language level.

FIG. 18A shows an example where the transfer procedure of the
PU-A that transmits the data is expressed at the C language level, while
FIG. 18B shows an example where the transfer procedure of the PU-B
that receives the data is expressed at the C language level. In the
program /1 of the PU-A, in step 71a the transmission start address is
set in the transmission configuration register 13R and in step 71g the
address at which the read state signal pbusy of the recipient is stored
is designated using an address in the reception RAM 15X of this PU-A.
When the PU-B that is to receive the data is currently reading the
reception RAM 15X, a flag is raised at an address at which the read
state signal pbusy is stored in the reception RAM 15X of the transmitter.
Accc)rdingly, when a VUPU commences the transmission for writing
data into the reception RAM of the recipient, first, in step 71h, the state
of the recipient is checked by referring to an address in the VUPU’s own
re‘ceptfon RAM 15X at which the read state signal @busy is stored;
Next, in step 71i, a flag is set at the reception start address of the
reception RAM '15X of the recipient to indicate the start of a write. In
this example, since the data stored at the reception start address show
the write state signal gput, the data ¢put is stored in step 71i, in step
71j the data to be written in is transferred, and in step 71k data for
clearing the flag at the reception start address in the recipient is
transmitted, thereby completing the write operation.

Oh the other hand, in the program 72 of PU-B, in step 72a the
reception start address is set in the reception configuration register
14C and in step 729 an address at which the read state signal @busy is
stored in the reception RAM 15X of the transmitter is set. When the

processing that reads data from the transmitter that has been written
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in the reception RAM 15X is commenced, in step 72h, a check is

- performed for the data at the reception start address at which the write

state signal @put is stored, then in step 72i data is transmitted and a
flag is set at the address in the reception RAM 15X at which the read
state signal @busy is stored. After this, in step 72j the transferred
data is read, and in step 72k data is sent to the address in reception
RAM 15X at which the read state signal @busy is stored so as to clear
the flag.

In this method, in addition to the data transmitting or receiving,
writing and reading state information are held in the reception data
RAM 15X of both VUPUs 10. Since communication is performed
between the VUPUs 10, holding these information in the reception RAM
15 is not a particular restriction for the present embodiment.. The state of
the VUPU 10 with which communication is being performed is written in
the r_eceptibn data RAM 15X of each VUPU 10 as data, so that during a
data read process at the C language level it is possible to check
whether a read state or write state of the other device has ended.

FIG. 19 shows the transmission of state information between
the PU-A that transmits data and the PU-B that receives the data in this
example via the signal lines for performing such transmission. In this
example, as shown FIG. 19A, dedicated signal lines are not required for
the read state signal @busy and the write state signal ¢pput. This |
means that as shown in FiG. 19B, the communication channel 35 can
be composed of only signal lines 77 for transferring data. Using only
the interfaces of the signal lines 77, the transferring procedure or
protocol is performed. However, all of this procedure or protocol
needs to be included in the program, so that for example, the program
needs to include an operation where the number of times data transfer

has been performed is shown by a sequence number and a check is
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performed to see that all of the required transfers have been
performed.

FIG. 20 shows another example of a VUPU according to the
present invention. This VUPU 10B is equipped with a VU(COM) that is
equipped with a function for 'communicating with the standard
processor 32 shown in FIG. 8. The VUPU 10 of the present embodiment is
assumed to use an IVC mechanisml for performing communication
between VUPUs, though many of the processors that are currently in
widespread use have a unique bus protocol or communication
mechanism, so that by also having communication performed between
such processors and VUPUs 10, it becomes possible to construct a data
processing system 30 with even greater flexibility. In other words,
even when a distributed processing system is cons_truCted of a plurality
of VUPUs using an IVC mechanism, there are many cases where it is
desirable to use one or more conventional processors alongside the
plurality of VUPUs in the system. In such cases also, the VUPU of the
present invention can be effectively used.

The VU(COM) 1B in the VUPU 10B shown in FIG. 20 is equipped
with a bus bridge function 26 that operates as an interface between the
communication unit 12 and the bus of another CPU 32, and a dual port
data RAM 25 that is used as a buffer during communication. Also, in
the VUPU IQB, since a VUPU interface that iskachieved through the
transfer of register data between the PU and the VU is provided, the
data transferred between the PU 2 and the VU 1B can be performed
using the VUPU interface. Consequently, the dual port data RAM 25
acts as a transmission data RAM for transmission to another CPU 32,
transmission is performed from the PU 2. On the other hand,
reception is performed by connecting, using the bus bridge, the

reception interface 14 of the communication unit 12 and the system
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bus of the CPU 32, the CPU 32 writes data into the reception data RAM
15X.

In the VUPU 10B includes a VU(COM) 1B for communication,
while the above IVC function is designed to write data in the reception
RAM of the other recipient VUPU, the VUPU 10B writes data in its own
transmission data RAM 25. Therefore, the VUPU 10B is equipped with
an existent, not a non-existent, transmission data RAM. From that
viewpoint, the efficiently use of data RAM that is one of the many
merits of the IVC function is hardly obtained. However, it becomes
possible to construct the distributed system 30 using a plurality of
VUPU 10 and one or more conventional processors. Achieving such
system having a different types of processors coexist theréin is a large
merit, moreover, in the same system, those various type of processes
execute in parallel. ,

In addition to the system including PUT-type communication
unifs 12, the IVC function is also be achieved by providing transmission
RAMs 15Y in place of the reception RAMs 15X and using GET-type
cdmmunication units 12. FIG. 21 shows an example of the VUPU 10,
focusing on the PU 2, having a GET-type communication unit 12,

When the communication unit 12 is a GET-type, the VUPU 10 is
provided with a transmission data RAM 15Y that becomes reception
data RAM for other VUPUs 10 with which communication is performed.
The communication unit 12 is equipped with the transmission interface
13 and the reception interface 14. The respective control units 13C
and the 14C in the interface 13 and 14 respectively being equipped
with the transmission configuration register 13R and the reception
configuration register 14R in which the conditions for transmission and
reception is set. That is, the fundamental construction and operation -

are the same as that of the PUT-type described.
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When data is to be written into the communication data RAM
15Y, the arbitration circuit 13A of the GET-type communication unit 12
sets the write state signal ¢busy to ON or the write state, and, by
transmitting this signal to other VUPUs 10 with the ID of this VUPU,
notifies other VUPUs of the write state. On the other hand, the
reading of data from transmission data RAM 15Y is performed using a
request signal or read state signal ¢get received from a VUPU with
which communication is being performed. A transmission control unit
13C that includes the arbitration circuit 13A, when it has received the.
request signal qpget and reading becomes possible, sets the write state
signal ¢busy into readablé and transmits it along with the ID of the
VUPU 10 for notifying the VUPU 10 with which communication is
performed is now ready for reading. As a resulf, the reception
interface 14 of the other VUPU 10 with which communication is being
performed transmits an address and reads the required data. In this
system, when the PU 2 reads data from a device with which
communication is being performed, the request signal ¢get is used to
check the busy signal gbusy (it should be obvious that a ready signal
¢ready may be used alternatively) for supplying the reading PU 2 itself.
After this, the data corresponding to the address given to the reception
interface 14 is got from the other VUPU 10 and supplied to the PU 2 via
a selector- 16 controlled by its receptibn' control unit 14C. _,

Like the reception data RAM 15X described above, it is possible
to realize the transmission data RAM 15Y by a dual port data RAM. In
this case, a write operation can be performed during transmission,
which improves the parallelism of the system. However, when the
VUPU is not provided with the arbitration function, it is necesséry to
provide a circuit that allows the input data DI is directly output as the

output data DO bypassing the memory itself in case the read address
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and the write address is the same.

The operations of the communication unit 12 that realizes the
GET-type IVC mechanism of the present embodiment are shown by the
flowchart given in FIG. 22. Before communication commences, the ID
of the VUPU to which data is to be transmitted, a start address in the
reception RAM 15Y, the start address of the data to be received (an
address assigned to a non-existent reception RAM) and others are set
in the transmission configuration register 13R. The ID of a VUPU that
is to receive the data, a start address of the transmission RAM, a start
address of the data to be received ahd others are set in the reception
configuration register 14R. At the C language level, the processes of
settings to these configuration register 13R and 14R are described
inline assemble. Also, this processes are pro.vided as subroutines that
act as program function.

When an input/output address is outputted in accordance with
the program, in step 81 the communication unit 12 judges the
input/output address of data. When the input/output data does not
have an address or within a range of address that is assignedtoa
standard data RAM, in step 82 the communication unit 12 judges from
the address whether the process is an input process or an output
process. In the case of an output process, in step 83 the
communication unit 12 confirms data is not being read from the
transmission RAM 15Y, which is to say, the communication unit 12 waits
for the end of reading shown by the read state signal ('the request
signal) pget. After this,‘ in step 84 the communicatién unit 12 writes

data into its own transmission RAM 15Y. At the same time, the

“communication unit 12 sets the write state signal ¢busy at “write” or

“on” for prohibiting reading. The communication unit 12 sets the

write state signal @busy at the “end” or “off” once the write is
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completed.

On the other hand, on judging in step 82 that the current
process is an input, in step 85 the communication unit 12 outputs the
request signal gget in “read” or “on” and waits for the write state signal
¢busy to change to “write ended”, then receives the data from the
transmitter VUPU 10 in step 86. When the read ends, communication
unit 12 sets the request signal @get in the “end” or “off” state. In this
way, in the GET-type system also, by the control method where data
are obtained from the data RAM 15Y of the transmitter VUPU 10 with
input/output addresses, data can be easily exchanged between or
among a plurality of VU_PUé 10 by merely controlling or managing the
input/output address_es of data at the C language level. This
arbitration processes or protocol may be included in the firmware or be
realized by gate Ibgic of the communication unit 12. As already
described above, it is also possible for all of the data transfer to be
controlled through programming at the C language level. |

With both the PUT-typé communication method and the
GET-type communication method described above, data becomes
accessible directly from C language. = Therefore, a VUPU can exchange
data with another VUPU by reading or writing data in the data RAM of
the other VUPU using the same operation as when performing access to
its own data RAM. A data processing system 30 that uses VUPUs 10
designed to use the PUT-type communication method is suited to
distributed processing where a parent VUPU 10p or another processor
transfers the same or common data to a plurality of child VUPUs 10c.
The child VUPUs 10c performing multiple accesses'to the transferred
data and processing it for performing the distributed processing. A
data processing system 30 that uses VUPUs 10 designed to use the

GET-type communication method is suited to distributed processing
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where little data is supplied to the child VUPUs 10c from a parent VUPU
10p or another processor, however, each child VUPUs 10c refers to the
data independently for performing the distributed processing.

It is also possible to construct a data processing system where
both PUT-type operations and GET-type operations are performed. In
a data processing system 30, when distributed processing is performed
by a plurality of child VUPUs 10c, the child VUPUs 10c refer to data in a
parent VUPU 10p a little at a time each other, and when processing
being performed, the results of this processing is restored in the parent
VUPU 10p. In this system 30, memory becomes effectively used by
having data transferred from the parent VUPU 10p to the child VUPUs
10c using the GET-type communication method and having the data
returned from the child VUPUs 10c to the parent VUPU 10p using the
PUT-type communication method. This system will have only one
transmission/reception data RAM that is provided in the parent VUPU
10p. Also, among the various system using the VUPU 10 of the
present embodiment the data processing system 30 for distributed
prOcéssing including a single parent VUPU 10p and a plurality of child
VUPUs 10c is an extremely simple but very effective base or typical
system construction of this invention. Therefore, a data processing
system, where only the parent VUPU 10p has memory or memories for
transferring data and the memory or memories are shared by other
VUPU 10c¢, is one of the fundamental construction for performing
effective distributed processing using the VUPU 10 of the present
invention.

FIG. 23 shows an example construction of above system in
which the parent VUPU 10p includes both the transmission data RAM
15Y and the reception data RAM 15X. In this parent VUPU 10p, the

transmission interface 13 of the communication unit 12 has the
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GET-type construction described above, controls the transmission data
RAM 15Y, and performs data transfers based on request signals ¢get
received from the various child VUPUs 10c. The reception interface 14
has the PUT-type construction, and performs data writes based on
write request signals @put received from the various child VUPUs 10c.

The arrangement of the parent VUPU 10p shown in FIG. 23
corresponds to a first PUT/GET type system. In the first PUT/GET type
system, the communication unit 12 in each of the child VUPUs 10c is
equipped with a transmission interface that transmits data to the
parent VUPU 10p when the output address is an address or in a range
that is set in advance and a reception interface that receives data from
the parent VUPU 10p when the input address is an address or in a range
that is set in advance. With such VUPUs 10c, the memories 15X and
15Y that form the IVC mechanism can be centralized in the parent
VUPU 10p used as the master device, making the usage of memory
space in the system highly efficient.

FIG. 24 shows an example construction of a parent VUPU 10p
that does not have a transmission data RAM 15Y or a reception data
RAM 15X. An overview of a system constructed of this parent VUPU
10p and corresponding child VUPUs 10c is shown in FIG. 25. A
transmission unit 13 in a communication unit 12 of this parent VUPU
10p transmits data to a child VUPU 10c when the output address is an
address or a range that is set in advance, while a reception unit 14
receives data from child VUPUs 10c when the input address is one of
different addresses or ranges that are set in advance. The system
shown FIG. 25 is the second PUT/GET-type system described above.
In this system, the transmission RAM 15Y and the reception RAM 15X
for inputting and outputting the data to be transferred are distributed

among the child VUPUs 10c, so that mény memories are required.
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However, each of the child VUPUs 10c can proceed independently
with the distributed processing, thereby increasing the independence
of the processing of each child VUPU 10c. Also, in this example, the
transmission control unit 13C of the transmission interface 13 acts also
as the control unit of the reception interface 14, so that the

communication unit 12 becomes a simplified construction of only cne

transmission/reception control unit cbnﬁfglling the dataAtr;nmsuéortati(;n.

While the above describes a construction where a standard RAM
15N, a reception data RAM 15X and a transmission data RAM 15Y are
provided separately; these can correspond to assigned regions of a
single data RAM. Namely, memory area or regions for transmitting or
receiving can be assigned to the individual memory unit or a part of the
common memory unit. However, there are advantages described
above, if dual port RAMs or multi-port RAMs are applied as the reception |
data RAM and a transmission data RAM. Therefore,‘ in the data
processing system where the amount of transfefred data does not need
to be large, it is preferable for the reception data RAM and the
transmission data RAM to be realized using separate data RAMs so that

dual port RAMs or multi-port RAMSs are applicable.

As described above, with the present‘ invention a data
processing apparatus (VUPU) has a special-purpose data processing
unit (VU) and a general-purpose data prbcessing unit (PU). The PUis
equipped with a communication function, so that a data processing
system in which parallel processing by a plurality of VUs (which is td say,
specialized circuits) becomes possible can be developed in an
extremely short time and a low cost. The process of converting an
entire specification given as a system LSI into hardware is extremely
laborious and requires so much time and expense as to be

uneconomical in most cases. However, with a2 VUPU of the present
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invention, functions that are suited to conversion into hardware can be
extracted in suitable units from the specification given as a system LSI,
and only functions which are shown to support faster processing during
simulations can be converted into hardware in fhe form of VUs. As a
result, limited or only parts of the specification are realized in hardware,
thereby simplifying the design and develop processes and minimizing
costs. It also becomes possible to maximize the effects of having
parts of the processing achieved by hardware. In addition, the VUs
produced for processing parts of the specification operate in parallel.
That means processes divided from the original specification are
distributed among-a plurality of VUs and performed in parallel, so
thereby making it possible to provide an economical data processing
system with high processing efficiency and high processing speed.

Also, with a VUPU of the present invention, processes such as
repeated calculations can be extracted in functional units and realized
by VUs, which makes high speed processing possible. In addition, the
PU, which is a standard processor, performs other processing. That
suppresses increases in cost due to having processing by hardware and
increases in the time required for system design. There is a further
benefit in the changes to the specification and changes at different
stages in the development process are managed flexibly.

By equipping the PU that is controlled at the program level with
the communication function, it becomes possible to perform control
over parallel processing at the program level, making it possible to
perform extremely flexible control. As a result, a system LSI can be
designed and developed in an extremely short time based on a
specification written in a high-level language.

To design a data processing system with VUPUs for realizing the

original process specified in a high-level language such as C language
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by divided the original process into a plurality of processes performed
by the VUPUs, data transportation or communication between or
among the VUPUs is necessary. Especially, for designing data transfer,
requesting, returning results and other processing between the divided
processes, it is essential to use the communication method where
there is a close correspondence between the data transfers and a
high-level language such as C language or JAVA. With the present
embodiment described above, by merely setting an address, data can be
transmitted to a reception‘ data RAM in a VUPU that is to receive the
data or data can be obtained from the transmission data RAM of a VUPU
that is to provide the data. Such communication between VUPUs
directly performed from C language level as the same method as when
accessing a memory makes the transmission and reception of data
between the processors free in the level of C language . This makes it
extremely easy to design the system in which a plurality of processes
that are expressed using C language are executed in parallel. This
means that the communication mechanism disclosed by the present
embodiment is ideal for constructing a fast data processing system that
uses a plurality of the VUPUs described above.

Although the present invention has been fully described by way
of examples with refefence to accompanying drawings, it is to be noted
that various changes and modifications will be apparent to those skilled
in the art. Therefore, unless such changes and modifications depart
from the scope of the present invention, they should be construed as

being included therein.
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What is claimed is:
1. A data processing system including a plurality of data processing
apparatuses, at least two of the data processing apparatuses being
type 1 data processing apparatuses, a type 1 data processing apparatus
comprising: '

at least one special-purpose data ‘processing unit that includes a
data path portion for spécialized data processing that is executed
according to at least one special-purpose instruction;

a general-purpose data processing unit for executing standard
processing according to general-purpose instructions; and

~an instruction issuing unit for issuing instructions to the at least

one special-purpose data processing unit and the general-purpose data
processing unit, based on a program that includes the at least one
special-purpose instruction and general-purpose instructions,

wherein the general-pdrpose data processing unit of the type 1
data processing apparatus includes communication means for
exchanging data with the general-purpose data processing unit in at

least one other type 1 data processing apparatus.

2. A data processing system according to Claim 1,
wherein at least one of the at least one special-purpose data
processing unit is equipped with a function for exchanging data with a

type 2 data processing apparatus.

3. A data processing system according to Claim lor 2,
wherein the type 1 data processing apparatuses are each
equipped with a code memory area for storing the program and a data

memory area for inputting and/or outputting data in accordance with

49



O 0N Y U

10
11

N A W N R

un Hh W N =

O 0 N O U1 A W N =

at least one of the general-purpose instructions, and

~ when one of an input address for an input of data and an output
address for an output of data according to one of the general-purpose
instructions is in a predetermined address range, the communication
means in a type 1 data processing apparatus exchanges data by
performing one of an input and an output of data for the data memory

area assigned to another type 1 data processing apparatus.

4, A data processing system according to any preceding claim,
wherein the communication meéns of the type 1 data

processing apparatus is equipped with transmission means for

transmitting data to another type 1 data processing apparatus when

the output address is in a predetermined address range.

5. A data processing system according to any preceding claim,
wherein the communication means of the type 1 data

processing apparatus is equipped with reception means for receiving

data from another type 1 data processing apparatus when the input

address is a predetermined address range.

6. A data processing system according to any preceding claim,

wherein the type 1 data processing apparatuses comprise at
least one upper data processing apparatus and at least one lower data
processing apparatus that communicates with the at least one upper
data processing apparatus, and

the communication means of the lower data processing
apparatus includes:

transmission means for transmitting data to the at least one

upper data processing apparatus when the output address is in a
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predetermined address range; and
reception means for receiving data from the at least one upper
data processing apparatus when the input address is in a

predetermined address range.

7. A data processing system according to any preceding claim,

wherein the type 1 data pfocessing apparatuses comprise at
least one upper data processing apparatus and at least one lower data
processing apparatus that communicates with the at least one upper
data processing apparatus, and

- the communication means of the upper data processing

apparatus includes:

transmission means for transmitting data to at least one lower
data processing apparatus when the output address is in a
predetermined address range; and

reception means for receiving data from at least one lower data
processing apparatus when the input address is in a predetermined

address range.

8. A data processing system according to any preceding claim,

wherein the cbmmunication means of the type 1 data
processing apparatus includes means for storing, when data is received
from another type 1 data processing apparatus, the data at a

corresponding address in the data memory area.

9. A data processing system according to Claim 8,
wherein the communication means of the type 1 data
processing apparatus further includes arbitration means for delaying

an operation of the means for storing data when the general¥purpose
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data processing unit is presently reading data from a dedicated
reception region in the data memory area in which the means for
storing data is to store data, and for delaying an operation of the
general-purpose data processing unit that reads data from the
dedicated reception region when the means for storing data is

presently storing data.

10. A data processing system according to any preceding claim,
wherein the communication means of the type 1 data

processing apparatus includes means for supplying, when data is

requested from another type 1 data processing apparatus, the data

from a corresponding address in the data memory area.

11. A data processing system according to Claim 10,

wherein the communication means of the type 1 data
processing apparatus further includes arbitration means for delaying
an operation of the means for supplying data when the
general-purpose data processing unit is presently writing data into a
dedicated transmission region in the data memory area from which the
means for supplying data obtains data, and for delaying an operation of
the general-purpose data processing unit that writes data in the
dedicated transmission region when the means for supplying data is

presently supplying data.

12. A data processing system according to-any preceding claim, further
comprising a data processing subsystem being composed of a plurality of
special-purpose data processing units of a plurality of type 1 data

processing apparatuses for processing a single data stream.
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13. A data processing system according to: any of claims 1to 11, further

comprising a plurality of data processing subsystems, each data processing

subsystem composed of a plurality of special-purpose data
processing units of a plurality of type 1 data processing apparatuses for

processing a data stream.

14. A data processing apparatus, comprising:

at least one special-purpose data processing unit that includes a
data path portion for specialized data processing that is executed
according to at least one special-purpose instruction;

a general-purpose data processing unit for executing standard
processing according to general-purpose instructions; and

‘an instruction issuing unit for issuing instructions to the at least
one special-purpose data processing unit and the general-purpose data
processing unit, based on a program that'includes the at least one
special-purpose instruction and general-purpose instructions,

wherein the géneral—purpose data processing unit includes
communication means for exchanging data with the general-purpose

data processing unit in another data processing apparatus.

15. A data processing apparatus according to Claim 14, further
comprising: |

a cod.e memory area for storing the program; and

a data memory area for inputting and/or outputting data in
accordance with at least one of the'general-purpose instructions,

wherein when one of an input address for an input of data and
an output address for an output of data according to the at least one of
the general-purpose instructions is in a predetermined address range,

the communication means exchanges dataAwi-th another data
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processing apparatus by performing one of an input of data and an

output of data.

16. A data processing apparatus according to Claim 14 or 15,
wherein the communication means includes transmission
means for transmitting data to another data processing apparatus

when the output address is in a predetermined address range.

17. A data processing apparatus according to Claim 14, 15 or 16,
wherein the communication means includes reception means
for receiving data from another data processing apparatus when the

input address is in a predetermined address range.

18. A data processing apparatus according to any of claims 14 to 17,
wherein the communication means includes means for storing,
when data is received from another data processing apparatus, the

data at a corresponding address in the data memory area.

19. A data processing apparatus according to Claim 18,

| wherein the communication means further includes arbitration
means for delaying an operation of the means for storing data when
the general-purpose data processing unit is presently reading data
from a dedicated reception region in the data memory area in which
the means for storing data is to store data, and for délaying an
operation of the general-purpose data processing unit that reads data
from the dedicated reception region when the means for storing data is

presently storing data.

20. A data processing apparatus according t0 any of claims 14 to 19,
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wherein the communication means includes means for
supplying, when data 'is requested from another type 1 data processing
apparatus, the data from a corresponding address in the data memory

area.

21. A data processing apparatus according to Claim 20,

wherein the communication means further includes arbitration
means for delaying an operation of the means for supplying data when
the general-purpose data prdcessing unit is presently writing data into
a dedicated transmission region in the data memory area from which
the means for supplying data obtains data, and for delaying an
operation of the general-purpose data processing unit that writes data
in the dedicated transmission region when the means for supplying

data is presently supplying data.

22. A method of control of a data processing apparatus equipped with
(1) at least one special-purpose déta processing unit that includes a
data path portion for specialized data processing that is executed
according to at least one special-purpose instruction, (2) a
general-purpose data processing unit for executing standard
processing according to general-purpose instructions, (3) an
instruction issuing unit for issuing instructions to the at least one
special-purpose data processing unit and the general-purpose data
processing unit, based on a program that includes the at least one
special-purpose instruction and general-purpose instructions, (4) a
code memory area for storing the program, and (5) a data memory
area for inputting and/or outputting data in accordance with at least
one general-purpose instructions,

the method comprising a communication step in which data is
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exchanged with another data processing apparatus when, according to
the at least one general-purpose instructions, one of an input address
for an input of data and an output address for an output of dataisina

predetermined address range.

23. A method of control according to Claim 22,
wherein the communication step includes a step for
transmitting data to the other data processing apparatus when the

output address is in é predetermined address range.

24. A method of control according to Claim 22 or 23,
wherein the communication step includes a step for receiving
data from the other data processing apparatus when the input address

is in a predetermined address range.

25. A method of control according to Claim 22, 23 or 24,
wherein the communication step includes a step for storing data
that has been received from the other data processing apparatus at a

corresponding address in the data memory area.

26. A method .of control according to Claim 25,

wherein in the communication step, the step for storing data is
delayed when the general-purpose data processing unit is presently
reading data from a dedicated reception region and, when the step for
stbfing data is presently being performed, an operation of the
general-purpose data processing unit that reads data from the

dedicated transmission region is delayed.

27. A method of control according t0 any of claims 22 to 26,
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wherein the communication step includes a step for supplying
data that has been requested by another type 1 data processing

apparatus from a corresponding address in the data memory area.

28. A method of control according to Claim 27,

wherein in the communication step, the step for supplying data
is delayed when the general-purpose data processing unit is presently
writing data into a dedicated transmission region and, when the step
for supplying data is presently being performed, an operation of the
general-purpose data processing unit that writes data into the

dedicated transmission région is delayed.

29. A data processing system according to claim 1 and substantially

as hereinbefore described with reference to the accompanying drawings.

30. A data processing apparatus according to claim 14 and substantially

as hereinbefore described with reference to the accompanying drawings.
31. A method of control, of a data processing apparatus, according to

claim 22 and substantially as hereinbefore described with reference to

the accompanying drawings.
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