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(54) Title of the Invention: Real-time visual feedback for user positioning with respect to a camera and a display
Abstract Title: An image capturing device using abstracted imagery and visual feedback to guide user into

correct pose

(57) A method for capturing images of a user (e.g. head or
face). The method involves capturing an image or
photograph with a camera, 304, processing the image in
real time to generate abstracted imagery (e.g. blurred,
obscured, pixelated or cartoon-like line drawings), 308, of
the user. Further displaying the abstracted imagery back
to the user on a display, 306, and providing visual
feedback, 310, to guide them to the desired position with
respect to the camera. An image is then captured once
the user is in position and is sent on to an application
without showing the image to the user. The apparatus
claim further includes the features of a mobile device,
302, with a CPU. A second method claim replaces the
feature of positioning the user with respect to the camera
with positioning the user with respect to the display. The
image of the user may be displaced to appear centred in
the display when the user is off centre.
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REAL-TIME VISUAL FEEDBACK FOR USER POSITIONING WITH RESPECT TO A
CAMERA AND A DISPLAY

{001} An increasing proportion of electronic devices used both in consumer and work
contexis incorporate cameras which face the user. Such devices include personal computers
and laptops, tablets, smartphones, set-top boxes, point of sale systems and physical aceess
contrel systems. In general, these cameras are imtended for use with visual communication
services — such as Skype video person-to-person calls — or 1o ensble the user to fake
photographs and videos of themselves 1o caplure a moment and perhaps to share. FPor these
uses, it is highly desirable for users 1o be able o see their own image as it is being captured
and/or ransmitted. Reasons for doing so may include the ability to ensure that a person’s
facial preseniation is attractive enough to share, or that the detail shown in the image is good
gnough for the purpose intended. In such cases, the user will normally be careful to position
the camera at & distance and at an angle that will convey a good 1mpression of therr face and

which is pleasing to their own eye.

{0021 There exists another class of uses for a front facing camera which can be described as
face verification and facial recognition. Face verification is when the image is used for
authentication of the user. Such authentication might be required in order {o gain access 1o an
online servige, or access to online data, or the ability to tansact or to pay. It might be
required in order o gain physical access to an object such as a key, {0 open a secure box or
locker, or to be permitted access through a door. Another example is when the image is used
o identify the user by face recognition, or to conlirm the similarity of the user's image with
an identity document that has just been presented or accessed. This might take place as part
of the Know Your Customer procedures reguired when enrolling in a financial service or for
access to transport or medical services.

{0031 The kvown approaches suffer frown the problems that at times the speed and vatore of
transaction does not allow for careful assthetic optinvization of the user’s pose.

{004] The present invention therefore secks to provide systems, methods and computer
program products to provide rapid visual feedback to a user to enable suitable positioning of
the face for this class of uses of the front camers of a device.

{0031 According to the invention there is provided a method of capturing tmagery according

to Claim 1.



[0061  Systems, methods, and computer program produets described herein provide near
real-time feedback to a user of a camera-enabled device to guide the user to capture self-
imagery when the user is in a desired position and orientation with respect the camera and/or
the display of the device. The desired position and orientation optimizes aspects of self-
imagery that are captured when the imagery 13 not primarily intended for the user’s
consumption, nstead serving a purpose of or with respect to an application running on the
mobile device and/or on a local or remote system in data communication with the device. The

feedback can be abstracted 1o avoid biasing the user with acsthetic considerations.

10071 In these uses the image or video of the user captured by the camera is normally not
seen by the user, nor by anyone known to him, but is instead to be analysed by a computer in
order io determine the identity, authenticity, veracity, health or emotion of the user. Here the
important consideration may instead be that the face is close to the camera, or ovigsted at a
particular angle or positioned in a particular position or positions relative to the
camera. Current methods provide too wmuch visual fesdback information to the user,
disrupting the alignment process with extrancous detail. In the method of the invention
redundant detail 15 removed, leaving what 1s necessary for the user to rapidly conclude the
alignment operation. The sohution of the invention advantageously improves the quality and
gase of the user experience. Known methods require users to position their faces in
unfamiliar parts of the sereen, which adds user complexaty resulting 1o lower success rales
and/or a slower process. These known methods suffer from the problem that the camera
shows users their own faces, which can induce anxiety and distraction arising from the user’s
own looks as seen from an unflattering distance and angle leading to less secure alternative

methods being adopted.

[008] In general, in one aspect a method of capluring Imagery of 4 user comprises capioring
positioning 1magery of the user with a camera; processing the positioning imagery
substantially in real time {o generale abstracted positioning imagery of the user; displaying
the abstracted positioning imagery of the user on a display facing the user, wherein the
abstracted positioning imagery provides visual feedback for guiding the user to move 1o a
desired position with respect to the camers, without the abstracted positionming imagery also
providing sufficient visual information for the user to assess a8 visual guality of the
positioning imagery; and when the user is positioned in the desired position with respect fo

the camera, capturing application imagery of the user; and providing the captured application



imagery of the user to an gpplication without displaying the captured application imagery o

the user.

{009 Various exemplary embodiments include one or more of the following features. The
ahstracted positioning imagery provides visual feedback for guiding the user to move to 2
desired position with respect to the display, and wherein the application imagery of the user is
captured when the user is positiosed in the desived position with respeet to the display. The
display is capable of illuminating parts of the user that are closest to the display and included
within a field of view of the camera when the user 18 in the desived position with respect to
the camera. A normal to a centroid of the display intersects a head of the user at a point less
than approximately two inches (five centimetres) from a tip of a nose of the user when the
user is iy the desired position with respect to the camera.  The user is located at a closest
comiortable distance from the display when the user 1s in the desired position with respect to
the camera. The camera is angled upwards towards the user when the user is in the desired
position with respeet to the camera. Displaying the abstracted imagery includes displacing
inagery of the nser to appear centered in the display when the wser 1 offtcenter in the
captured positioning imagery. Each of the captured imagery and the application imagery
includes still images and/or video imagery. The display 19 used to illuminate the user during
capture of the application imagery of the user. The camera and the display are connected to a
local computer-based system having a network connection, and receiving at the logal
computer-based system data via the network connection for controlling the display, and
during capture of the application imagery, using the local computer-based sysiem o control
the display using the data recctived gt the computer-based system via the network connection,
The received data cause the display to act as a souwrce of controlled illumination of the user.
The abstracted positioning imagery includes one or more of the following: hines representing
substantial changes i brightness at small spatial scales in captured positioning imagery of the
user; blurred imagery of the user; and circular features with colors based on colors of the
captured positioning imagery, The user is alerted when the application tmagery is captured.
Assessing a visual quality of the positioning imagery includes assessing an aesthetic quality
of the positioning imagery. Afler capturing apphbcation imagery of the user, displaving
second abstracted positioning imagery of the user on the display facing the user, wherein the
second abstracted positioning imagery provides visual foedback for guiding the user to move
t0 a second desired postition with respect to the camers; and when the user is positioned in the

second desired position with respect to the camers, capluring second application imagery of



the user, and providing the second captured application imagery of the user to the application
without displaying the captured application imagery to the user. A line connecting the first-
mentioned desired position and the second desired position is substantially parallel to a plane
of the display. A displacement between the fisstomentioned desired position and the second
desired position enables the application 1o use the first-mentioned captured application
imagery and the second captured application magery to extract three-dimensional

information about the user.

{0010] In general, in another aspect, a mobile device comprises: a CPU; and a memory
storing instructions for execution by the CPU, wherein execution of the insiructions oo the
CPU implements a method of capturing imagery of a user of the mobile device, the method
comprising: capturing positioning imagery of the uwser with a3 camera; progessing the
positioning imagery substantially in real time to generate abstracted positioning imagery of
the user; displaying the abstracted positioning imagery of the user on a display facing the
user, wherein the abstracted positioning imagery provides visual feedback for guiding the
user to omove to a desired position with respect to the camera, without the abstracted
positioning imagery also providing sufficient visual information for the user fo assess a visual
quality of the positioning imagery; when the user is positioned in the desired position with
respect to the camers, capturing application imagery of the user; and the captured application
imagery of the user to an application without displaving the captured application imagery to

the yser.

(00117 In general, 1o a further aspect, 8 method of capturing imagery of 4 user comprises;
capituring positioning imagery of the user with a camera; processing the positioning imagery
substantially in real time to generate abstracted imagery of the nser; displaying the abstracted
imagery of the user on a display facing the user, wherein the abstracted imagery provides
visual feedback for guiding the user to move to a desired position with respect to the display,
without the abstracted imagery also providing sufficient visnal information for the user to
assess a visual quality of the captured positioning imagery; and when the user is positioned in
the desired position with respect to the display, capturing application imagery of the user: and
providing the captured application imagery of the user to an application without displaying
the captured application imagery 1o the user.

100121 Various embodiments include one or more of the following features, The absiracted
imagery 1s based in part on a position of the camera with respect to the display. The position

of the camera with respect to the display is inforred from analyzing the caplured positioning



imagery to determine at least one of a pose and a gaze of the user. The position of the camera
with respect to the display is inferred from snalyzing the captured positioning imagery when
the user 18 directed o look gt g displayed visual element on the display. One use of the
invention 1s to authenticate or verify a face, in particular that the face i3 a Hive individual
This has wide application with one area of application being in the field of access control.
One further use of the invention is for diagnostic purposes — {o defermine the physical and/or
mental health of a pattent. A further use isto infer the emotion only, in order to determine
either-whether a person authenticating 1s under some form of duress, in the form of a physical
or emotional threat that might cause stress or fear. Alternatively, it 13 possible to use the
reaction of a person to a stimulus, such as an application experience, a picce of media content

ot some marketing content, for purposes of market research or service design improvement.

Exemplary embodiments of the invention will now be described in greater detail with

reference to the drawings iy which:

100131 Figure 1 15 high level block diagram of a mobile device-based system for captuning

tmagery of a user while providing abstracted visaal foedback to the user.

{0014} Figure 2 1s a high level blogk diagram of g computor-based systemy with separate
camera and display for capturing imagery of a user while providing abstracted visual

feedback totheuser,

[0015] Figure 3 is an illustration of a screen shot of a display of a camerg-enabled device that

i3 providing abstracted visual feedback to the user.

{0016} Figure 4A is a side view illustrating visual feedback for an optimal positioning of a
user with regpect to a display of a mobile device having a vertically offset and laterally
centered camera.

{00177 Figure 4B is a front view of the mobile device of Figure 4A illustrating visual
feedback for optimal positioning of a user with respect to the display of the mobile device of
Figure 4A.

{00187} Figure 5A is a side view illustrating visual feedback for an optimal positioning of a

user with respect to a display of a2 mobile device having a vertically and laterally offset

Camerd.



(00191 Figure 5B is a fromt view of the mobile device of Fipure SA illustraling visual
feedback for an optimal postiioning of a user with respect o the display of the mobile device

of Figure SA.

[0020] Figure 5C s a front view of the user shown in Figore SA illustrating an optimal

positioning of the mobile device of Figure 5A.

DETAILED DESCRIPTION

{0021} An mereasing number of applications requare the capture of a person’s head or {ace
without displaying the image 1o the user at all except under special circumstances. These
applications analyse an Image of the user’s face in order to infer information ahout the user
that is useful to a service provider or a service or software which delivers value to a user.

One class of such applications examines the facial image in order o infer information about
the user’s identity, by comparing the image (o a previously stored image. Another class of
such applications infers information ahout the authenticity of the user’s image, to determine if
a real human being 18 1n front of the camera rather than a physical or digital facsimile of the
person. Another class of such applications infers information about the user’s state of
emotion or of health, by analyzing dotails of the {eatures, facial muscle movement, heartbeat
or other information contained in an image of thelr head. The image may be captured by a
front-facing camera embedded in a mobile device carried by a user of the mobile device,
Figure t illustrates such a system, with device 102 having embedded display 104 and camera
106 tacing user 108, The device may be in data communication via network 110 with remote
sever 112, Alternatively, as tllustrated in Figure 2, the image may be captured by camera 202
mounted above or otherwise adjacent 10 external display monitor 204 of computer-based
system 206, such as g laptop computer, personal computer, or workstation, with user 208
positioned within the field of view of the camera and near the display. The computer system
may be connected via network 210 to remote server 212, In such applications, displaying a
faithfully reproduced image of the user’s head or face may be counterproductive, or
unnecessarily consume computational resources. However, although the user’s image is not
displayed, an application may stull need to capture imapgery of the user’s face that moets
ceriain constraints. TFor example, in some applications, ¥ may be bmporiant to caplure an
inage of the user close up in order to ensure that their face 13 well illominated by the screen.

To achieve this, the user should be positioned closer to the screen, and thus also closer to an



embedded camera, than is usual when capturing an image with a pleasing and undistorted
perspective.  As an cxample, an image captured from a distance of 30 cm gt an angle of 30
degrees below the horizontal generates an unpleasant, even ugly portrail that g user would
tend to avoid. Similarly, 1 an application needs to capture a good image of the user’s
nostrils, the camera viewpoint should be located at a much lower angle than is customarily

used for pleasing {acial imagery.

100221 o geoeral, for the apphoations discussed hevetn, the optivoal relative position between
a front-facing camera and the user’s head or face should be determined by the application for
which the tmagery is intended rather than by aesthetic considerations. Such considerations
mclude the resolution of the captured tmagery, the facial features or background elements
included within the field of view captured, and ambient lighting of the nser’s face, An
application may further dictate an optimal position of the user’s head with respect to a source
of controlled tllumination of the user’s face, In the vanous embodiments described herein,
the source of controlled illumination is a display screen, such as a monitor of a laptop or
deskiop computer, or a buili-in display of g moebile device, such as smartphone, phablet, or
tablet. Forapplications that involve illumination of the user’s face by light emitted from the
display, the optimal positioning of the user’s head may be predominantly determined by the
position relative to the display. Other sources of countrolled llumination may include an
external light source, such as an LED in data communication with the device or with the
laptop, deskiop computer, or remote Systern that is receiving the imagery from the front-

facing camera.

[3023] An image of the user may be captured but not shown to the user nor to anyons they
know when the captured tmage 18 10 be used for a range of gpplications that involve analyzing
the appearance or context of the user or some part of their visage to derive information about
that user. Such information may include their identity, their similarity to a previously
captured image, thelr nature as a real human being rather than a photograph, video, printed
head, or synthetic image, of their state of health or emotion as inferred from an image
analysis of their facial features, facial wuscle movements, heartbeat or other information

comtained in the image of their face or head.
100241 In such applications, even though the user may not see the captured imagery, it may
be neeessary to provide the user with sufficient visual feedback to enable the user to position

his or her head or face, or some part thereof, in & way that is optimal for the application, but



which may not correspond to normal positioning in front of the deviee’s camerg, nor one that

produces gesthetically pleasing results,

(002571 While optimal positions for such applications may share some or all of the
requirernents for fraagery that is shown to users, such as requiring that the user’s face fall at
least mainly within the ficld of view of the camera, they may differ in other respects. For
example, while imagery captured for user consumption may not suffer if a small part of the
head or face is cut off, the presence of that part may be essential to an analysis being
conducted by an application. Indeed. in some circumsiances, an application may fail to
achieve its purpsse or give a wrong result without the missing part. u another example, the
presence of a strong light behind the user may throw the user’s face into shadow or cause the
camera to anderexpose the face, which may be problematic for some applications. In sach
case, appropriate visual fecdback 15 required to guide the user to shiff into a position that

avoids the circumsiances adverse to the needs of the application.

10026] Positions that may be optimal for applications that use a user-facing display as a
source of Hlumination include placing the user’s head n front of the display such that the
plane of the display is capable of illuminating the parts of the face which are closest to the
display and included in its ficld of view, such as the nose, mouth, eyves, or ears. This may be
achieved by ceniering the display oppostie the user’s face, with the result that a camera
positioned above the display is roughly positioned with its normal point to the user’s hairline.
In various embodiments, the planc of the display 15 oriented substantially paraliel to the plane
of user’s face, Lg., to within about 10-20 degrees. In certain cases it may be desirable to
position the display as close as is comtortable to the user's face so as o maximize the

iHlumination capable of being cast outo the face by the display.

{00271 1t may also be desirable to provide visnal feedback to let the user know that the device
is capturing an image of their head, face or of a part thercof. Otherwise, the user may be
puzzled at what is happening, perhaps even becoming angry when leaming that their image
was captured without their knowledge, This reaction may occur even if the user was
ntormed i writing that their image was o be capiured since users ofien do not understand
written disclosures fully. Visual feedback provides such a disclosure inv a manner that is
implicitly understond. The challenge is fo provide the user with enongh visual feedback to
address the purposes discussed above, but without displaving a sufficiently faithful
representation of the captured image such that any negative acsthetic quality risks distracting

or upsetting the user.



{00287 Implementations of systems capturing users’ facial images for facial vertfication or
facial recognition normally display the image of the user to the user at the time of caplure
with a level of fdelity that renders theny highly recognizable. Some systems used at border
controls show the images in black and white, with a picture resolution and tonal rendering
that would have sufficed as a personal photograph several decades ago.  Some facial
recognition systeras used on personal computers or mobile smartphones display the image to
the user in color in g portion of the screen. The image 1s shown with the fullest resolution
possible for the image size, in full color and normal contrast. Such systems generally fail 1o
overcome the challenge described above, namely that the nature of the displayed image rigks

disturbing the user and/or distracting the user from the task at hand.

{0029] The visual feedback methods and systems described herein are designed o provide
users the guidance they need to position themselves comectly for applications that capture
user imagery not primarily intended for the user’s own consumption. Reguirements for such
feedback may include: a displayed image size large cnough (o provide easy and detailed
visibility of the head or face position; sufficient image detail for the purposes of visual
feedback; and sufficicnt abstraction, distortion, fransformation, Impressiomsin, or semiotic
gymbolism to render yser assessment of 1te aesthetic quality, or of the attractiveness of the
subtect, ditficalt or impossible. Semiotic symbolism includes methods of signaling to the user
the desired orientation of the device or desired changes in the orientation of the device using
perceptual elements representing the desived device orientation or desired changes in the
devige orientation which do not include a representation of the user’s face or head. Such
perceptoal elements may mclode visual graphic clevaents on the device screen, such as
flashing arrows, chevrons, or animations, or the use of other visual indicators available on the
device such as LED indicators or flashlighis, audible signals using a device loudspeaker or

ringer, or haptic feedback using the vibration or ¢lick generators of a device.

{00307 Generating the visual feedback may include image processing methods that generate
abstracted imagery from the captured imagery of the user. Onc method involves processing
the 1mage of the user seen by the camers to extract edges, and displaying in real-time the
laterally reversed (mirror image) cdges as white or light-colored lines on g dark ot black
background or vice-versa, somewhat resembling 8 black-and-white, line drawing cartoon.
This i illustrated in Figure 3, in which mobile device 302 with built-in front-facing camera
304 and display touchscreen 306 is showing real-time ot near real-time line drawing imagery

308 of the user's head.
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[0031] Edge extraction involves identifving locations of substantial brightness changes over
small spatial scales in the captured imagery of the user, with the assumption that the
brightness contours in such locations correspond to edges of facial features or the outline of
the user’s head. The resulting displayed abstracted imagery resersbles a printed cartoon
when the edges are shown as black on a white background. The edges may be extracted by
filtering the image with spatial filters of two different spatial distance bandwidths and
subiracting one of the results frony the other. A highly developed method for doing so i
included in the well-known open source image processing program known as OpenCV and
referred to as the Canny HEdge Detector. The image processing algorithm parameters that
atfect the quality of the final image are chosen in accordance with the requirernents outlined
above, e, to produce an image which is sufficiently detaled to provide the necessary
guidance to the user, but not so detailed as o produce an irmmage which is unpleasantly

detatled or containg so much rapid change as to be disturhing.

{0327 Various methods of generating abstracted imagery for providing visual feedback
include one or more of the following aspects: applying a blur to the captured image, such as
by using a large block pixilation: transforming the image into circles or bubbles with colors
resembling  the underlying  image; coxaggerating the  contrast;  using  watercolor
fransformations; and using image processing features that are gvatlable in image adjustment
software such as Instagram@ or Photoshop®.  In sach case, the displayed abstracted imagery

is shown laterally reversed to form a mirror itnage of the user.

{00331 The parameters of the adopied image processing algorithm may be adjusted during
capture according to prevailing Heht conditions in order 1o optimire the characteristics of the
tmage presented to the user. This involves real time processing of the image captured by the
camera to extract key image characteristics such as exposure, contrast, and focus, and to use

the results of such processing to adjust the parameters applied to the mnage processing,

[0034] The processed image of the user is shown as a moving mage approximating to video
with a frame rate greater than 3 frames per second, so that the user quickly sees the effect of
moving their head or the camera and the feedback process converges on the desired outcome.
If the latency between movement and unagery feedback is too long, e.g., greater than one
quarter second, the effect may be frustrating and could lead to an unstable set of movements
without convergence on the desired putcome. For this reason it may be necessary to process
the fmage on the user's device rather than on a remale system 8o as to achieve acceptable

atencies. If the user has g high enough bandwidth network connection it may be possible to



execute the image processing task remotely and transmit the processed moving image hack

over the network with acceptable latencies.

{0035 Unee the user has reached the desired position with respect to the camera, the user 18
alerted and the imagery 15 captured. The alert may be provided using a visual or an audio
cue, During the convergence process, the system may display a frame within which the user
i3 to position their head. One visual cue includes changing the color or thickiess of the frame
when the user attains the night position. For examiple, the frame niay consist of an oval, such
asoval 310 m Figure 3, displayed as a blue line three pixels thick when the user 1s not in the
correct position and may turn into another color, such as green when the correct position is

achieved. The user then causes camera 304 to capture animage, ¢.g., by pressing button 312,

[06036] Even though the tmagery that is captured of the user is not primarily intended for
consumption by the user, there may be special circumstances in which the image 15 in fact
shown to the user. For example, when used with an online authentication aystem, such as
that described in U8, Paterd No, 9.075.975, it may be necessary fo show the captured
fmagery to the user in cases of suspected fraud to demonstrate that it was tndeed the user who
was validly authenticated at the contested time, or alternatively to show that it was in fact

someone else.

{00371 In addition to guiding the user to a preferred position relative the camera in which the
user’s face would positioned to ensure all key features are included in the image, the sysiem
may also guide the user to a preforred position relative to the display. Optimal positioning
with respect to the display generally differs from optimal positioning with respect 1o the
camera, since a camera is nearly always ofiset from the center of the display. In a mobile
device, the embedded camera iz located above and/or to the side of the display. The offset of
a camera from the display may be especially large when the camera and display are separate
units, as in the system having a separate camera and display illustrated 1o Figure 2. The
angular offsct for a given display centroid-to-camera displacement increases the closer the

user 18 1o the display.

[OD38] To help guide the user to an optimal position with respect to a display (as distinet
from the camera), the user may be shown feedback imagery in which their head or face is ina
different part of the screen from where it would be if the entire image captured by the camera
were presented on the screen of the device in the normal fashion, 1.e., with the ficld of view

of the camers mapping directly onto the display area. This may be achieved by preprocessing
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the captured imagery before displaving i by cropping the image and performing a binear
translation of the cropped portion on the screen, therehy guiding the user o position the
camera such that the display is in the optimum position relative 1o their head or face. The
linear translation may be vertical, horizontal, or at an angle, as discussed next. Thus a facial
image may be shown as centered in that part of the screen used 1o display the absirac
imagery even though it may have been captured well off the center of the camera’s field of

View,

{00397 For applications that seek to maximize the ability of a display fo illuminate a user’s
face for the purposes of authenticating the user, the optimum position oceurs when as much
of the display screen as possible is normal 1o lines that itersect features on the user’s face,
rather than their neck or gars. When such an optimal position is attained, the center of the
face, 1.0, somewhere between the nose and the mouth, lies direetly opposite the centroid of
the display. For hand-held devices, such as smartphones, in which the device i3 held in a
porirait attitude with the camera above the display, this optimal position places the user’s face
below the center of the camera’s Gield of view. The natural tendency of a user viewing the
gamera output {(whether in abstracted form or as video) would be to reposition the device to
bring their face into the center of the camera’s field of view, when the user would no longer
be optimally positioned with respect to the display. To guide the user to position the device
in the desired position, the capiured image that 18 shown to the user on the display is
processed before being displayed to displace it upwards, with the user’s face in the processed
imagery becoming centered on the display only when the user has attained the desired
position. Formoebile devices with cameras centered above g display of abowt 4 x 2 ¥ inches,
such visual feedback results in the normal axis through the center of the camera lens
intersecting the user’s face approximately at the user's hairline. Figures 44 and 4B illustrate
such a configuration, with mobile device 402 having display 404 approximately centered
opposite the user’s face when the normal to camera 406 intersects hairline 408 of user 410,
For devices with camera lenses that are laterally centered above the display, a3 shown in
Figures 4A and 48, the axis infersects the hairline along the middic of the face, 1.e., on the
wiid-sagitial plane of the user’s head, but displaced from the center of the head 1w a vertical
direction, parallel to the trapnsverse axis of the user’s head. For devices with camera lenses
above the display and displaced laterally with respect fo the bisecting normal plane of the
display, the optimal position corresponds 1o the camera lens axis intersecting the user’s head

at 4 point thal is laterally displaced parallel {o the sagittal axis by an amount equal to the
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lateral displacement of the camers lens from the bisecting normal plane of the display. This
situation is ilustrated in Figures SA, SB, and SC. with device 502 having laterally displaced
camera 504 optimally placed for positioning the head centrally opposed to device display 506
when the camera normal intersects the user’s face at point 508 near the user’s hairling that {s
interally offset froms mid-sagiital plane S10 of the user’s head by an amount that corresponds

approximately to offset 512 of camera 504 from mid-plane 514 of display 506.

[0040] In general, n order to cause the user to position the normal to the display screen
cenfroid so that il intersects the center of the user’s face, the abstracied imagery is translated
before being displayed along the vector that connects the display sereen centroid to the center
of the carnera lens. This translation achieves the desired result when the plane of the display
screen and the plane of the user’s face are approximately parallel to each other, as illustrated
in Pigures 4A and 4B, and SA-C. The same translation also serves 10 cause the user to
achieve the optimal position when the plane of the display screen is not parallel to the user’s
face, but inclined at an angle of up to about 30 degrees to it. In both cases, the optimal
position ccours when as many lines normal 1o the display as possible intersect with facial

features, rather than with the neck or ears.

{00417 Devices with front-facing cameras may be oriented it a landscape position when
capturing imagery of the user. In this attitude, the camera is displaced laterally, t.e., along the
sagittal axis, when the user’s face is centered with respect to the display. For a device with a
display of about 4 x 2.253 inches, centering the user’s face in front of the display corresponds
te divecting the normal axis through the center of the camera lens through the user’s ear. For
devices with larger displays, such as smart phones, phablets, or tablets with displays in the
range between sbowt 5 x 2 3% inches to about 9 x 6 inches the displacoment will be
correspondingly greater, as dictated by the distance between the camera lens and the display
ceniroid. Similar visual feedback may also be provided when the camera and the display are
scparate units, as Husteated in Figure 2. Inoeach of these situations, visual feedback guides
the user to place the device in a position that is optimal with respect to the display, For visus]
feedback using abstracted user imagery, the abstracted imagery appears centered in that part
of the sereen used to display the abstract imagery when the optimal position is achieved, even
though the user is not at the center of the camera’s field of view, as shown in the position of

abstracted user imagery 412 and 514 in Figures 4B and 5B respectively.

{0042] In order 1o determine how to adjust the feedback imagery to optimize the user’s

position with respect to the display, the system is given information specifying relative {or
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absolute) positions of the display and camera. If such information is not provided, the
relative spacing may be determined by displaying test imagery and soliciling the user fo
identify certain features on the display, or by inferring it from the pose or gaze of the user,
The pose or gaze of the user may be unprompted or it may be directed by asking the user to
look at a particular location on the display, e.g., at a displayed static or moving visual
elerent.  The visual element may be controlled fo cause changes in pose and/or gave
direction that are significantly affected by the magnitude and direction of the vecior
connecting the display centroid and the principal axis of the camera. Such technigues may be
deployed both for mobile devices with built-in front-{acing cameras and displays, as well as

for computer-based sysierns with externally attached cameras and monitors.

[0043] Enlarging or diminishing the size of the feedback imagery may also serve 1o help the
user position their head or face at an optimal distance from the display. This can be achieved
by changing the effective fogal length of the camera, or simply by processing that enlarges or
shrinks the imagery displayed to the user. Optimal device~-to-head distances depend, in part,
on the size of the display, with smaller distances being generally desived for the smaller
displays featured in mobile devices, and larger distances heing favored when working with
larger monitors conmected to a laptop or workstation. It may also be desirable to control
zoom to help maximize the resolution of captured user imagery while maintaining a

comiortable viewing experience for users.

{0044} Ceriain applications may seck o obtain three-dimensional information from imagery
of a user captured from a front-facing camera of a user’s device. In other words, z-axis
information is sought in addition to the information projecied onto the x, y plane of a two
diruensional image. Such depth information may be obtained by analyzing parallax effects
from x and y direction movements, and changing occlusion, relative spacing of leatures,
distortion, and perspective in a facial image resulting from changes in the relative position of
the device's camera and the user’s head iny the x, y, a5 well as the z directions. Movements of
the device of anywhere between about Vs inch and 4 inches in a plane approximately parallel
to the plane of the device display generate changes in viewpoint from which the desired depth

information may be determined from parallax,

{00451 Movement sufficient to obtain such three-dimensional information may accompany a
user’s natural atternpis 1o align themselves with respect to the camera and display using the
feedback methods described above. However, if'the user does not naturally generate enough

parallax, or to obtain more accurate or different depth information, visual feedback may be
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used to guide the user to shift their position with respect to the device. Guidance may be
implicit, such as by varying the displacement of displayed abstracted captured imagery
relative to the camera’s field of view, so that the user’s altempts to center the ghstracted
mmagery cause the user to perform the desired movements. uidance may also be explicii,
such as through displayed or spoken instructions, or through static or dynamic symbolic cues,
such as arrows, chevrons, or animations that invite the user {0 move the device or their head

in a prescribed divection.

L0461 While the user performs these moverents, the absolute position of the device may be
tracked using data from the device’s built-in accelerometer. The accelerometer provides real-
time position information, which provides the bascline for the viewpoint changes used to
derive depth information in the imagery from parallax. By combining the imagery captured
during the viewpoint changes with contemporancous real-time position data from the
accelerometer, more reliable and accurate three-dimensional information may be obtained, as

compared to that obtained from analyzing the captured imagery on its own.

{0047} Abstracted visual feedback on a device display may also be used to elicit certain
mevements of the device and/or user’s head for determining 8 level of consistency hetween
imagery captured by a bullt-in device camera and the attitude and position data provided by
the device’s ou-board accelerometer and gyroscope. Such consistency may be soupght by an
application seeking to authenticate the liveness and/or the identity of a device user. For
example, left-right and up-down movements of the device may be elicited, with the changes
in position tracked by an on-board accelerometer. The resulting changes in the captured user
fmagery way then be compared with the pargllax expected to result from a changing

vigwpoint of a three-dimensional homan head.

{0U48] In another example, abstracted imagery or visual cues may be used to cause the user
to change the device's attitude, such as by pivoting it about an axis approximately normal to
the front of the user’s face, ie., about a coronal axis. To elicit such movement, the fromi-
facing camerg imagery may be abstracted and rotated about the coronal axis before being
displayed to the user. The user may then instinctively atieropt to keep thelr imagery upright
by rotating the deviee, or the user may be explicttly invited to keep thelr image upright while
varying angles of rotation arve applied to the imagery before display. The resulting changes in
the captured imagery may be compared {0 contemporancous attitude data captured by a built-
in pgyroscope and a level of consistency between the expected and captured imagery

determined:
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10049] Visual feedback may also elicit movements of the user towards or away from the
display and/or camera {i.e., the z-~direction) of a mobile device or system to which a camera
and & display are connected as soparate units,  Ruitable visugl feedback includes
preprocessing abstracied imagery of the user to enlarge or shrink the size of the head, and
inviting the user to reposition themselves so that the displaved imagery is of a certaln size.
Thus, if the preprocessing shrinks the image, the user naturally compensates by moving
closer to the camera, and vice-versa. To facilitate such adjustments, the abstracted imagery
may be displayed within a box or oval sutling, and the user invited to move closer or further
until thetr outline just flls the cutling. Alternatively, instead of aliering the size of the
displayed abstracted imagery, the size of the oval or box outline may be varied and the user
invited to adjust their distance from the camera until their outline just fits within the outline.
Both methods may be used in differing proportions to elicit the desired z-direction

movements.

[0058] The viewpoint changes resulting from such movements towards or away from the
camera cause changes in the captured imagery, with the relief in the user’s head becoming
more pronounced the closer they are to the camera. Such changes in the captured imagery
may be compared with what would be expected from a three-dimensional ehject by analyzing
the relationship between overall imagery scale chanpes, and changes In the internal
arrangement and relative positions of facial features. In addition, real-time data captured
from an en-board accelerometer may provide absolute w-direction displacement of the device,
and provide further data with which to gssess the consistency of the imagery with a three-

dimensional human head.

{0051} Ehiciting movements towards and away from the camera and the display may also be
required to eosure that a front-facing camera capturcs a suitable field of view. Applications
that reguire imagery of the user may require that the user be far enough away so that the
entire face appears within the field of view. However, the application may also require facial
mnagery with as much resolution as possible, which wounld optimally place the user’s face as
close as possible to the camera, with the head just filling the field of view. Positioning the
user’s face optimally with respect t© both the camera and the display for such applications
corresponds to placing the center of the user’s face as near fo the centroid of the display as
possible along the normal vector through the centroid of the display subject to the constraint
that key features of the face, inchuding the mouth, nose, and ears, fall within the Seld of view

of the camera. When it i3 not possible {o satisfy this consiraint, the optimal position (and the
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corresponding visual feedback given to the user) is moved towards the camera axis by the

minimium gmount necessary 1o being the key features within the camera’s field of view,

{00521 Visual feedback for positioning a user with respeet fo a front-facing carvera and/or
display roay also include game-like clements, By playing the game, the user moves the
device in a manner that positions it in accordance with the one or more positions desired by
an application that requires imagery captured by the camera. One class of such visual
feedback 1nvolves inviting the user to position g visual ¢lement at a particular target position
on the screen. Such target positions may be static points on the display or regions defined by
shading, outlines, or a feature 1n a displayed imape. The visual element being positioned by
the yser may be @ geometric shape, an icon, a simple animated character, or a virtual object,
such as a virtual ball that is being rolled around on the screen by rocking the display to
stmulate an inclined surface upon which the ball rolls around under gravity, The larget
position may be static or dynamie, Static targets include a point or highlighted region at the
screen certer; or a region defined by a static graphic patiern or image shown on the display.
Diynamic targets may move around the display in a continuous, smooth manner, or may jomp
from point to point on the screen.  Such targels may be displayed as moving graphic
clements, animated patierns, or moving imagery, including animation or video. In each case;
the user is invited to position the visnal element under their control at the displayed target
position, and in so doing, moving the position andfor atlitude of their device in the mamner

required by an application running on the device.

{00531 Ermbodiments of the deseribed real-time user foedback for positioning a user with
respect 10 a camera and a display may be implemented as a computer program using a
general-purpose computer system.  Such a computer system typically includes a main unit
connected to both an output device that displays information to a user and an input device
that receives input from a user. The main unit generally includes & processor connected to a
menory systens via an interconnection wechanismy, The input device and output devige are

also connected to the processor and memory system via the interconnection mechanism,

{00541 One or more output devices may be connccted to the computer system.  Example
output devices inchade, but are not Hmited to, liquid erystal displays (LCDY), plasma displays,
reflective displays such as E Ink, cathode ray tubes, video projection systems and other video
output devices, printers, devices for communicating over a low or high bandwidth network,
including network interface devices, cable modems, and storage devices such as disk or tape.

One or moore input devices may be connected to the computer system.  Example input devices
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include, but are not limited to, a keyboard, keypad, track hall, mouse, pen and tablet,
touchscreen, camera, communication device, and data input devices, The invention is not
limited to the particular input or output devices used in combingtion with the computer

system or to those described herein.

[0055] Ermbodiments of the described real-time user feedback for positioning a user with
respect 1o a camera and a diaplay may be implemented as a computer program using a mobile
device, such s a camera-enabled smartphone, tablet, or phablet. The moebile device may
operate in standalone mode, ormay be connected with g fixed or wireless connection to other
computers, including one or more remote servers which may perform some of the computing

steps described herein,

[0056]1 A memory system typically includes & computer readable medium. The medium may
be volatile or nonvolatile, writeable or nonwritcable, and/or rewriteable or not rewriteable. A
memory system typically siores data in binary form. Such data may define an application
program to be executed by the microprocessor, or information stored on the disk {o be
processed by the application program. The invention is not limited to a particular memory
systern.  Datlabase information, facial image and volce information, and other online user
identification information may be stored on and input from magnetic, optical, or solid state

drives, which may include an array of local or network attached disks.

FO057] A system such as described herein may be implemented in software, hardware or
firmware, or a cowbination of the three.  The various elements of the system, either
individually or in combination may be implemented as one or more computer program
products in which computer program instructions are stored on a computer readable medium
for execution by a computer, or travsferred to g computer system via a connected local area
or wide area network, Computer program instructions mway also be sent via commumication
media, such as carrier signals and the like. Various steps of a process may be performed by a
computer executing such computer program instructions, The compuier system may he a
multiprocessor computer system or may include muliiple computers connected over 3
computer network.  The components described herein may be separate modules of a
computer program, o may be scparate computer programs, which may be operable on
scparate computers. The data produced by these components may be stored in g memory

system or transmitted between computer sysiems.
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CLAIMS

1. A method of capturing imagery of a user; which method comprises:

capturing positioning imagery of the user with g camera;

processing the positioning imagery substantially o real ime to generate absiracted
positioning imagery of the user;

displaying the abstracted positioning imagery of the user on a display facing the user,
wherein the abstracicd positioning imagery provides visual feedback for gunding the user o
move 1o g desited position with respect to the camera, without the shsiracted positioning
imagery alse providing sufficient visual information for the user 1o assess g visual guality of
the posttioning imagery; and

when the user is positioned in the desired position with respect 1o the camers,
capturing gpplication imagery of the user; and

providing the captured application jmagery of the user to an application withowt

displaying the captured application imagery 1o the user,

2. A method of capturing imagery according to Claim 1, wherein the abstracted positioning
froagery further provides vispal feedback for guiding the user to woove to a desired position
with respect to the display, and wherein the application Imagery of the user {s captured when

the user s positioned in the desired position with respect to the display,

3. A method of capturing imagery according to Claim 1 or Claim 2, wherein the display is
capable of Huminating parts of the user that are closest to the display and included within a
figld of view of the camers when the user i3 in the desired position with respect 1o the

CRInCrd

4. A method of capturing imagery according to any one of Claims | to 3, wherein a normal
to a centroid of the display intersccts g head of the user at a point less than approximately five
centimeires from a tip of 2 nose of the user when the user is in the desired position with

respect 1o the camera,
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5. A waethod of capturing imagery according to any one of Claims 1o 4, wherein the user is
located at a closest comfortable distance from the display when the user is in the desired

position with respect to the camera.

6. A method of capturing imagery according to any one of Claims 1 to 5, wherein the camera
¢ angled upwards towards the user when the user is in the desired position with respect to the

CRMCrd.

7. A method of capturing imagery according 1o any one of Claims 1 1o 6, wherein displaying
the absiracted imagery includes displacing imagery of the user to appear centered in the

display when the user ts off-center in the captured positioning imagery.

8. A method of capturing imagery according to any one of Claims | to 7, wherein the

captured mmagery inchudes video imagery.

9. A method of capturing imagery according to any one of Clalms 1 to 8, wherein the

application imagery includes video imagery.

10 A method of capturing imagery according to any one of Claims 1 {0 8, whergin the

application Imagery includes a still image,

1. A method of capturing imagery according to any one of Claims 1 to 10, wherein the

display is used to illuminate the user during capture of the application imagery of the user.

12, A method of capturing imagery according to any one of Claims 1 to 11, wherein the
camera and the display are connccted to a local computer-based system having a network
connection, and Ruther comprising:

at the local computer-hased systers, receiving data via the network connection for
controtiing the display; and

during capture of the application imagery, using the local compuier-based system fo
control the display using the data received at the computer-based system via the network

connection,
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13. A method of capturing imagery according to Claim 12, wherein the received data cause

the display to act as a source of controlled illumination of the user.

. A method of capturing imagery according to any one of Claims 1 to 13, wherein the
absiracted posttioning hmagery includes lines representing substantial changes in brightness at

small spatial scales in captured positioning imagery of the user.

15, A method of capturing imagery according to any one of Claims 1 to 14, wherein the
& BETY 3

absiracted positioning imagery includes blurred imagery of the user.

16, A method of capturing tmagery according 1o any one of Claims 1 to 185, wherein the
abstracted positioning imagery ineludes circular features with colors based on colors of the

captured positioning imagery.

17, A method of capturing imagery according to any one of Claims 1 to 16, wherein the user

is alerted when the application imagery is captured.

18, A method of capiuring imagery according to any ong of Claims 1 to 17, wherein
assessing a visual quality of the positioning imagery includes assessing an aesthetic quality of

the positioning imagery.

19, A method of capturing imagery according 1o any one of Claims 1 to 18, further
comprising:

after capturing application Imagery of the user, displaying second abstracted
positioning imagery of the user on the display facing the user, wherein the second abstracted
positioning unagery provides visual feedback for puiding the user to move o a sccond
desired position with respect 1o the camers;

when the user is positioned in the sccond desired position with respect to the camera,
capturing second application imagery of the user; and

providing the second captured application imagery of the user to the application

without displaying the captured application fmagery to the user:
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20, A method of capturing imagery according Claim 19, wherein a Hne connecting the {irst-
meniioned desired position and the sceond desired position is substantially parallel to a plane

of the display.

21, A method of capturing imagery according to Claim 19 or Claim 20, wherein a
displacenent between the firstmentioned desired position and the second desired position
cnables the application to usc the firstmentioned captured application imagery and the

second captored appheation imagery 1o extract three-dimensional information about the user,

22, A mohile device comprising:
a CPU:and
a memory storing instructions for execution by the CPU, whercin execution of the
instructions on the CPU umplements a method of capturing imagery of a user of the mobile
device, the method comprising:
captuting positioning imagery of the user with a camera;
processing the positioning imagery substantially in real time to generate
abstracted positioning imagery of the user;
displaying the abstracted positioning imagery of the user on a display facing
the user, wherein the abstracted positioning imagery provides visual feedback for guiding the
user to move to a desired position with respeet to the camera, without the absiracted
positioning imagery also providing sufficient visual information for the user to assess a visual
quality of the positioning imagery;
when the user is posttioned in the desired position with respect to the camera,
capturing application imagery of the user; and
providing the captured application imagery of the user to an application

without displaying the captured application imagery (o the user,

23. A method of capturing imagery of a user, the method comprising:

capturing positioning imagery of the user with a camera;

processing the positioning imagery substamiially in real time to generate abstracted
imagery of the user;

displaying the abstracted imagery of the user on a display facing the user, wherein the
abstracted imagery provides visual feedback for guding the user to move to a desired

posttion with respect to the display, without the abstracted imagery also providing sufficient



visual wformation for the user to assess g visnal quality of the captured positioning imagery;
and

when the user is positioned iny the desived position with respect to the display,
capturing application imagery of the user; and

providing the captured application imagery of the user to an application without

displaying the captured application imagery to the user.

24, A method of capturing imagery according to Claim 23, wherein the abstracted imagery s

based in part on a position of the camera with respect 1o the display.

25. A method of captuning mmagery according to Claim 24, wherein the position of the
carnera with respect o the display is inferred from analyzing the captured positioning

fmagery to determine at least one of a pose and a gave of the user.

26. A method of capturing imagery according to Claim 24 or Claim 25, wherein the position
of the camera with respect to the display is inferred from analy«ing the captured positioning

imagery when the user is directed to look at a displayed visual element on the display.

27. A method of capturing imagery substantially as described herein with reference to and a8

tllustrated in the accompanying drawings.
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