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Description

[0001] The present invention rotates to image-decoding methods available for decoding images, especially regional
images showing the occupancy region of a projective image of a substance, and devices thereof.
[0002] Conventionally, when images are synthesised by computer graphics and the like, informations relating to the
opacity(transparency) of a substance referred to as 'a value", other than the luminance of the substance are required.
[0003] The α value is determined for every pixel, and the α value of 1 means non-opacity, and the a value of 0 means
complete opacity. Namely, when an image of a certain substance is embedded in the background, an image having
the α value is necessary. Hereinafter, the images having such a values are referred to as "α plane". Incidentally, the
α value has an intermediate value of [0, 1] in the case of substances such as clouds, frosted glass and the like, but in
many substances, it tends to have two values of {0, 1}.
[0004] Encoding of the α plane may be conducted as direct enumeration of the pixel value, however, when the α
plane is composed of two values of {0, 1}, binary image-encoding techniques MH, MR, MMR encoding which are the
international standard by CCITT and used conventionally for facsimile and the like may be used. These are named
generally as "run-length coding'.
[0005] In the run-length coding, pixel number of horizontally or horizontally/vertically continuous 0 and 1 is entropy-
coded to perform coding efficiently.
[0006] Furthermore, taking notice of the contour of substance boundary, positional informations of each pixel con-
stituting the contour may be coded. In the present specification, encoding of the contour of substance boundary is
hereinafter referred to as contour encoding.
[0007] As typical contour encoding, there can be mentioned a chain enconding (described in H. Freeman: "Computer
Processing of line drawing data", Computing Surveys, vol. 6, no. 1, pp. 57-96, (1974)).
[0008] In an image having a simple contour of the substance boundary, the value of α plane can be encoded highly
efficiently by chain-coding the group of each pixel constituting the contour of the region having the α value of 1.
[0009] Considering the visual characteristics affected by the decoded result of α plane, there has been a defect in
that in the above-mentioned run-length coding method and the chain coding method and the devices thereof, since
encoding/decoding are carried out for every pixel, patterns of {0, 1} are coded/decoded accurately more than required
from the view point of human visual characteristics, though it is not necessarily required to decode the pattern of {0,
1} accurately, thereby a large coded volume becomes necessary.
[0010] Namely, concretely explained, in a general image synthesizing, a processing to mix the image with the color
value of the background image referred to as "anti-aliasing" is performed in the vicinity of boundary of the image to be
synthesized. This is equal to smooth the a value in the vicinity of the substance boundary, considering the α value to
be gray-scales of [0, 1] equivalently. Namely, in the image such as α plane, the space resolution is not so required.
Instead, the amplitude resolution becomes necessary in the vicinity of the substance boundary.
[0011] In the conventional run-length coding and chain coding, there has been a problem in that since they are
reversible coding, the space resolution is more than necessary from the view point of visual characteristics, thereby a
large coded volume become necessary.
[0012] J. Wang and E. Adelson describe in ''Representing Moving Images with Layers" in IEEE Transactions on
Image Processing, September 1994, on pages 625 to 637 to represent moving images by overlapping layers. Each
layer contains an intensity map, an alpha map and a velocity map. The intensity map defines an intensity value at each
image point of a layer, the alpha map indicates the transparency at each point and the velocity map describes how the
map should be warped over time. The layered composition of an image sequence may be used for image compression
by encoding the data of the maps separately. Wang et al. describe to use a JPEG encoder for coding the intensity data.
The alpha data are encoded by using a chain code. The motion parameters are sent without compression.
[0013] Musmann et al. describe in "Object-Oriented Analysis-Synthesis Coding Of Moving Images" in Signal Process-
ing: Image Communication, vol. 1, January 1989 an object-oriented coder. Each image object of an image to be encoded
is described by three sets of parameters which define motion, shape and color information of the object to be encoded,
respectively. The motion parameter contains a frame-to-frame displacement of the object The shape parameter de-
scribes the shape of the object by bi-level image data and the color parameter corresponds to the luminance and color
information of each picture element of the object. Motion parameters are encoded using a DPCM technique. The shape
parameters of an object are encoded, depending on the size of the object, by a contour coding algorithm in combination
with predictive coding. Color information is compressed based on a hybrid coding scheme combining motion compen-
sation prediction with intra-frame coding.
[0014] Furthermore, there has been conventionally proposed a method to encode dynamic images by resolving the
dynamic image into layer image, as shown in Fig. 21, in order to efficiently perform opacity and recording of the dynamic
image, by J. Wang and E. Adelson.
[0015] Edward H. Adelson describes in "Layered representation for image coding", technical report 181, MIT Media
lab, 1991, the use of multiple layers for encoding image sequences. Each layer comprises a number of maps, in
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particular an intensity map, a delta map, a velocity map and an attenuation map. Each of these maps used in the layers
can be compressed using standard image coding techniques such as transform coding or subband coding.
[0016] According to the literature "Layered Representation for Image Sequence Coding" by J. Wang and E. Adelson,
Proc. IEEE Int. Conf. Acoustic Speech Signal Processing '93, pp. V221-V224, 1993, and "Layered Representation for
Motion Analysis" by J. Wang and E. Adelson, Proc. Computer Vision and Pattern Recognition, pp. 361-366, 1993, in
which this method is disclosed, the image processings of from (1) to (3) described below are performed:

(1) A region described by the same motion parameter (in the conventional case, affine transformation parameter)
is extracted from the dynamic images.
(2) A layer image is formed by superposing the same motion region. Each layer image is expressed by the opacity
and luminance for every pixel showing the occupancy of the superposed region.
(3) The upper and lower relations in the eyes' direction between layer images are examined and sequenced.

[0017] Here, the affine transformation parameter means the coefficient of a0 - a5 shown in Expression 1, when the
horizontal/vertical position in the image is assumed to be (x, y), and the horizontal/vertical component of the motion
vector is assumed to be (u, v).

[0018] It is known that the motion of the projective image of a rigid body located with a sufficient distance from a
camera can be approximated by the affine transformation parameter. They utilize this to synthesize dynamic images
of from several tens to several hundreds of frames, while transforming several kinds of layer images composed of one
frame by the affine transformation. The informations required for transmitting and recording this dynamic image are
only the image which is the base of deformation relating to each layer image (hereinafter referred to as ''template''),
the affine transformation parameter, and the upper and lower relations of each layer image, therefore, recording and
opacity of the dynamic image can be performed at a very high coding efficiency. In addition, the template is expressed
by the opacity and the luminance for every pixel showing the occupancy of the region, for the image synthesis.
[0019] In the dynamic image expression by J. Wang and E. Adelson, the projective image deals with only the motion
of a rigid body which can be described by the affine transformation. Therefore, their dynamic image expression cannot
cope with the case where the motion of the projective image cannot be described by the affine transformation. For
example, when a person shown in Fig. 31 conducts a motion of non-rigid body, if the camera-substance distance is
small and the nonlinear item of perspective transformation cannot be ignored, it cannot be applied thereto. Moreover,
their technique to determine the motion of projective image as the affine transformation parameter is composed of
processings of two stages described below:

1. To determine a local motion vector at respective positions on the screen by a method based on the relational
expression of space-time gradient of the luminance that the time change of the luminance can be approximated
by the space luminance gradient and the inner product of the motion vector (B. Lucas and T. Kanade: "An Iterative
Image Registration Technique with Anaplication to Stereo Vision", Proc. Image Understanding Workshop, pp.
121-130, April 1981).
2. To determine the affine transformation parameter by clustering the obtained motion vector.

[0020] In the above-mentioned technique, however, it cannot be applied when there is a big motion in the dynamic
image such that the relational expression of the time-space gradient of the luminance cannot be realized. Furthermore,
in the two-staged method to predict the affine transformation parameter from the obtained motion vector, there is caused
a large prediction error when the motion vector which is the base of the parameter prediction is wrong. The motion
vector is indefinite, in the region where there is no luminance change, or in the region composed of one-directional
luminance change even if there is a luminance change. In the above-mentioned two-staged prediction technique, a
special processing is required for the motion vector in these uncertain regions. Collectively, the following problems 1
and 2 are not dissolved.

Problem 1 : Efficient encoding of images (template) having luminance and opacity having irregular deformation
Problem 2 : Strong prediction of the affine transformation parameter

[0021] Furthermore, in the conventional image-encoding methods and the devices thereof, for example, there is a
method or a device described in CCITT Recommendation H.261. Fig. 24 is a block diagram showing the structure of

(u(x,y), v(x,y))=(α0+α1x+α2y,)α3+α4x+α5y) (1)
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the image-encoding device and the decoding device based on this H.261, wherein reference numeral 70 represents
an predicted image-forming means, 71 represents a motion vector-detecting means, 72 represents a differential device,
73 represents a waveform-encoding means, 74 represents a waveform-decoding means, 75 represents an adder, 76
represents a frame delay means, 77 represents a Haffmann encoder, 78 represents a Haffmann decoder, 79 represents
a waveform-decoding means, 80 represents an adder, 81 represents a frame delay means and 82 represents an
predicted image-forming means.
[0022] The image-encoding device and image-decoding device constituted as described above will now be de-
scribed. First, the motion vector-detecting means 71 detects a motion vector having a minimum sum of the differential
absolute value with the decoded image of the previous frame, with respect to the block composed of 16 x 16 pixels
(referred to as a macro block) of the input image. The predicted image-forming means 70 forms an predicted image,
by inputting this motion vector and the decoded image of the previous frame. The differential device 72 outputs the
differential image of the input image and the predicted image (hereinafter referred to as "prediction error image' or
'residual difference image"). The waveform-encoding means 73 subjects this differential image to the discrete cosine
transform DCT with regard to blocks composed of 8 x 8 pixels, to transform the image to the DCT coefficient corre-
sponding to the frequency, and the Haffmann encoder 77 subjects this to the variable-length encoding. In order to
make the predicted images formed on the encoding side and on the decoding side identical, the waveform-decoding
means 75 has the same structure with that of the waveform-decoding means 79 on the decoding side, to perform the
inverse discrete cosine transform (IDCT) and reconstruct the prediction error image. The adder 75 adds this to the
present predicted image to form the image reconstructed on the decoding side. This image is delayed by the frame
delay means 76 and used for the prediction of the next frame. On the decoding side, DCT coefficient is decoded by
the inverse Haffmann encoder 78, thereafter, respective blocks perform the same movements as those of blocks having
the same name on the encoding side, thereby the image is reconstructed.
[0023] As described above, in the encoding mode between frames of the encoding device based on H.261, when
the current frame image is encoded, the predicted image of the present frame is made as a motion-compensating
image from the image of the previous frame by the block correlation method (hereinafter this processing is referred to
as "motion compensation"), and the prediction error image of this motion compensation image and the present frame
image is encoded. In this encoding device, when the motion-compensating image coincides with the previous frame
without error, the volume of the information to be transmitted is only for the motion vector, thereby the image can be
transmitted with a small encoded volume. Moreover, even if there is any movement in the dynamic image, when it is
a simple movement or a local movement, the difference between the predicted image and the input image becomes
small, thereby the dynamic image can be encoded with a smaller encoded volume compared to the case where the
encoding within the frame is performed without utilizing the correlation between frames.
[0024] By the way, H.261 is a specification of the image-encoding method and device recommended for the purpose
of transmitting the image having a size of length and breadth of at least 144 x 176 pixels or so with the encoded volume
of about 64 kilobits/sec. When the image having the same size is tried to encode at an encoding speed of about 20
kilobits/sec., the DCT coefficient has to be quantized roughly. Thereby, the mosquito noise caused in the vicinity of the
edge because a strong edge cannot be expressed by the DCT coefficient, and the block noise generated in the block
boundary due to the difference between the average luminance levels of DCT blocks are perceived as a visual distur-
bance.
[0025] In H.261, the accuracy against the motion of the motion compensation is performed by the unit of one pixel.
And in the recent dynamic image-encoding technique, it is performed with the motion accuracy of 1/2 pixel. When the
motion of a substance takes an integer value of the pixel, the predicted image ideally coincides with the input image
without error. Actually, however, it is not general that the motion takes the integer value of the pixel, and even if the
accuracy of motion is increased (for example, to 1/2 pixel accuracy or 1/4 pixel accuracy), the input pixel value is
predicted by the interpolation or extrapolation of the pixel value in the vicinity thereof, thereby the prediction error in
an impulse form is generated in the vicinity of the edge, even if the motion prediction is correct. This is shown in Fig.
22. Referring to Fig. 22 (a), the input image moves horizontally toward the right while being deformed. Referring to
Fig. 22 (b), the predicted image is square, and the position of "B" on the left edge is wrongly predicted due to the
deformation. On the contrary, the portion "A" on the right edge coincides roughly.
[0026] In the portion "A", however, though a visually appropriate predicted image is formed by the motion compen-
sation, there is caused a prediction error which is subjected to the residual difference encoding, which becomes the
factor to make the whole encoded volume large. Here in the drawing, (g), (h) and (i) express the luminance level cutting
the input image, the predicted image and the residual difference image by A-B. This problem cannot be dissolved even
if the waveform encoding means 73 is replaced by other transformation.encoding means such as a sub-band coding.
Finally, selection of a portion where even if it is not a portion to be actually subjected to the residual difference encoding,
it does not cause visual deterioration becomes a problem. This is not limited to H.261, but is a common problem for
the methods and devices to encode the residual difference image by forming predicted image based on a certain image.
In the example of Fig. 22, the portion 'B' obviously requires the residual difference encoding, but in the portion "A", the
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residual difference encoding is not required under a limited encoding speed.
[0027] It is the object of the present invention to provide an improved decoding device. This is achieved by an image
predictive decoding device with the features of claim 1.
[0028] First, the morphology processing comprising a processing of dilation after erosion will be described. The
morphology processing is a processing conducted for a shape of binary image or a planar shape of density of a mul-
tivalue image, and this is explained in detail in Literature 1, "Academic Press" (Henk J.A.M. Heijmans: Morphological
Image Operators, Academic Press, Inc. 1994) and Literature 2, "IEEE Transaction on Pattern Analysis and Machine
Intelligence" (R. M. Harallick, S. R. Sternberg, and X. Zhuang: Image Analysis Using Mathematical Morphology, IEEE
Transaction on Pattern Analysis and Machine Intelligence, Vol. PAMMI-9, No. 4, pp. 532-550, July 1987). Here, the
action of the present invention will be described with reference to the definition described in Literature 3, Hua-Rong
JIN and Idefumi KOBATAKE: "Extraction of Microcalcifications on Mammogram Using Morphological Filter with Multiple
Structuring Elements", IEICE Transaction, D2, Vol. J75-D-II, No. 7, pp. 1170-1176, 1992-7.

«Morphology Operation»

(1) Binary Morphology Operation

[0029] Binary image which is an image to be processed is assumed to be X, and a structuring element (a set of a
two-dimensional position vector, domain) is assumed to be B. And one image constituting B is assumed to be expressed
by a pixel vector b. At this time, B' (here, ' is used for a convenience sake) is referred to as "symmetry of B", and the
following expression is realized:

Furthermore, Bz shows B which moves in translation by z (z is a two-dimensional vector), and means:

X-b means X which moves in translation by -b. What is the base of the morphology operation is Minskwski difference
and sum, which are expressed by symbols (-) and (+). The definition is given by the following expression:

[0030] Namely, Minkowski difference gives a domain (product set) common to the structuring elements whose all
constituent elements are moved in translation by X, and on the contrary, Minkowski sum gives a union thereof. Based
on these basic operation, Erosion and Dilation are expressed by the following expression:

Erosion:

Dilation:

and Opening and Closing are defined as follows:
Opening:

B' = {-b:b[B} (101)

Bz={b+Z:b[B} (102)

X@B = ∩b[BXb (103)

X⊕B = Ub[BXb (104)

X@B'={Z:Bz⊆X}=∩b[BX-b (105)

X⊕B'= {z:Bz∩X≠O}=∪b[BX-b (106)
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Closing:

Examples of Dilation processing and Erosion processing are shown in Fig. 35. The structuring elements are composed
of a center pixel and four vicinity in the horizontal and vertical directions thereof.

(2) Gray-scale Morphology Operation

[0031] When it is assumed that f(x) is luminance value, F is a defined region, g is a function of structuring elements
(scalar value), and G is the defined region thereof (domain), it is defined that:

Erosion:

Dilation:

Opening:

Closing:

If it is a pattern in which the pixel to be processed is two-valued, the dilation and erosion by the gray-scale mor-
phology operation will have the same action with those shown in Fig. 23.

[0032] In the image-encoding method of the present invention, the input image is first predicted from different images,
and subjected to the threshold processing and a region having a large residual difference is extracted as a pattern
information. Thereafter, the pattern information is subjected to the dilation processing after the erosion processing of
said morphology operation, that is, the opening processing, to.be deformed. Thereby, in the conventional example
shown in Fig. 22, as shown in (e) and (k) as the morphology operation results, the region in the form of impulse in the
vicinity of the edge is eliminated. By using this as a mask pattern to encode the residual difference image, high efficient
encoding can be performed, ignoring a region where the residual difference encoding is not required. Similarly in the
image encoding device of the present invention, the prediction means predicts the input image from different images,
and the threshold processing means outputs the region having a large residual difference as a pattern information.
Said morphology means subjects this pattern information to an equivalent processing as said opening processing by
the morphology means, and outputs a mask pattern in which the region in the form of impulse is eliminated. The
waveform encoding means encodes based on this mask pattern, ignoring the region where it does not cause a large

XB = X ο B = (X@B')⊕B (107)

XB=XοB=(X⊕B')@B (108)

(fοg) (x) =(f@g)⊕g (111)

(fοg)(x)=(f⊕g)@g (112)
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visual deterioration even if the residual difference encoding is not performed.

Fig. 1 is a block diagram showing the structure of the image-encoding device and the image-decoding device.
Fig. 2 (a) is a view showing the image to be encoded of said embodiment;
Fig. 2 (b) is a view showing the image divided into blocks of said embodiment;
Fig. 2 (c) is a view showing a block extracted as a subject to be chain-encoded and waveform-encoded of said
embodiment.
Fig. 3 is a view representing the smoothed image of said embodiment in which the boundary portion of a substance
has an intermediate value of [0, 1], that is, a value of from 0 to 255.
Fig. 4 is a block diagram showing the structure of the image-encoding device and the image-decoding device of
other embodiment.
Fig. 5 is an image view showing the change of image in the state that the image is sequentially subjected to
processings such as smoothing and vector quantization of the other embodiment.
Fig. 6 is a block diagram showing the structure of the smoothing means of the image-encoding device of the other
embodiment.
Fig. 7 (a) - (d) are diagrams showing the characteristics of various kinds of filters of the other embodiment.
Fig. 8 (a) is a view illustrating the case where smoothing processing is performed for a linear edge in the other
embodiment;
Fig. 8 (b) is a view illustrating the case where smoothing processing is performed for an edge having a complicated
contour in the other embodiment.
Fig. 9 is a structural view of a layer encoding system in one embodiment.
Fig. 10 is a structural view of a layer image encoder.
Fig. 11 is a structural view of a layer image decoder in the embodiment of the present invention.
Fig. 12 is a structural view of a deformation analyzer.
Fig. 13 is a structural view of an affine transformation coefficient-calculation section.
Fig. 14 is a structural view of a deformation synthesizer.
Fig. 15 is a structural view of a luminance plane error encoder.
Fig. 16 is a structural view of an α plane error encoder.
Fig. 17 is a structural view of a luminance plane error decoder.
Fig. 18 is a structural view of an α plane error decoder.
Fig. 19 is a view showing the action of a luminance/a superposing section.
Fig. 20 is a block correlation view.
Fig. 21 is a conceptual view of the conventional layer image encoding.
Figs. 22 (a) - (1) are diagrams showing the motion compensation, the threshold processing and the morphology
operation of the present embodiment.
Fig. 23 is a diagram showing the dilation and erosion processings and the structuring elements in said morphology
operation.
Fig. 24 is a block diagram showing the structure of the conventional image encoding device.

Description of Reference Numerals

[0033] 7 represents an image-encoding device, 1 and 12 represent dividing means, 2 represents a smoothing means,
3 represents an extracting means, 4 represents a contour-encoding means, 5 represents a discrete cosine transform
means, 6 represents a waveform-encoding means, 10 represents an image-decoding device, 11 represents an input
means, 13 represents an identifying means, 14 represents an decoding means, 16 represents a code book, 17 repre-
sents a selection means, 18 represents a transmission means, 26 represents a vertical edge-detecting filter, 27 rep-
resents a horizontal edge-detecting filter, 28 represents an oblique edge-detecting filter, 29 represents a low-pass filter,
30 represents a singularity-calculating section, and 31 represents a mixer.
[0034] 101 and 102 represent layer image encoders, 103 represents a multiplexer, 104 represents a demultiplexer,
105 and 106 represent layer image decoders, 107 represents a layer image synthesizer, 201 represents a deformation
analyzer, 202 represents a deformation synthesizer, 203 and 204 represent differential devices, 205 represents a
prediction code encoder, 206 represents a luminance plane error encoder, 207 represents an α plane error encoder,
208 represents a luminance plane error decoder, 109 represents an α plane error decoder, 210 represents a multiplexer,
211 and 212 represent adders, 313 and 214 represent frame delay devices, 301 represents a demultiplexer, 302 rep-
resents a luminance plane error decoder, 303 represents an α plane error decoder, 304 represents a prediction code
decoder, 305 represents a deformation synthesizer, 306 and 307 represents adders, 308 and 309 represent frame
delay devices, 401 and 402 represent luminance image memories, 403 and 404 represent α image memories, 405
and 406 represent luminance/ a superposing sections, 407 represents an affine transformation section, 408 represents
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an affine transformation coefficient operational section, 409 represents an affine transformation image memory, 410
represents a block correlation operational section, 411 represents a multiplexer, 501 represents a block correlation
operational section, 502 represents a SAD surface approximation section, 503 represents an error function parameter-
storing memory, 504 represents an affine transformation parameter operation section, 601 represents a luminance
image memory, 602 represents an α image memory, 603 represents a demultiplexer, 604 and 605 represent affine
transformation sections, 606 and 607 represent affine transformation image memories, 608 and 609 represent image
block- deforming section, 701 represents a DCT operational section, 702 represents a quantization section, 703 rep-
resents a variable-length coding section, 801 represents a Haar transformation operational section, 802 represents a
quantization section, 803 represents a variable-length coding section, 901 represents a variable-length decoding sec-
tion, 902 represents an inverse-quantization section, 903 represents an inverse DCT operational section, 1001 repre-
sents a variable-length decoding section, 1002 represents an inverse-Quantization section, 1003 represents an inverse
Haar transformation operational section, 1301 represents a deformation analyzer, 1302 represents a deformation syn-
thesizer, 1303 represents a luminance/a dividing section, 1304 represents a luminance/α superposing section, 1305
represents a frame delay device, 1306 represents a differential device, 1307 represents an adder, 1308 represents a
luminance/α superposing error encoder, 1309 represents a prediction code encoder, 1310 represents a luminance/α
superposing error encoder, 1311 represents a multiplexer, 1401 represents a demultiplexer, 1402 represents a lumi-
nance/α superposing error decoder, 1403 represents a prediction code decoder, 1404 represents an adder, 1405 rep-
resents a deformation synthesizer, 1406 represents a frame delay device, 1407 represents a luminance/α dividing
section, 1501 represents a luminance/a memory, 1502 represents a demultiplexer, 1503 represents an affine transfor-
mation section, 1504 represents an affine transformation image memory, 1505 represents an image block deforming
section, 1506 represents a domain boundary judging section, 1602 and 1609 represent switches, 1603 represents a
DCT operational section, 1604 represents a quantization section, 1605 represents a variable-length coding section,
1606 represents a Haar transformation operational section, 1607 represents a quantization section, 1608 represents
a variable-length coding section, 1610 represents a multiplexer, 1701 represents a demultiplexer, 1702 represents a
switching control section, 1703 and 1710 represent switches, 1704 represents a variable-length decoding section,
1705 represents an inverse quantization section, 1706 represents an inverse DCT operational section, 1707 represents
a variable-length decoding section, 1708 represents an inverse quantization section, 1709 represents an inverse Haar
transformation operational section, 1801 represents a foreground memory, 1802 represents a background memory,
1803 represents a foreground separator, 1804 and 1805 represent layer image encoders, 1806 represents a multi-
plexer, 1807 represents a demultiplexer, 1808 and 1809 represent layer image decoders, 1810 represents a layer
image synthesizer, 1811 represents a predicted image memory, 1812 represents a differential device, 1813 represents
a luminance plane error encoder, 1814 represents a multiplexer, 1911 and 1912 represent demultiplexers, 1913 and
1914 represent layer image decoders, 1915 represents a layer image synthesizer, 1916 represents a predicted image
memory, 1917 represents a luminance plane error decoder, 1918 represents an adder, 2001 represents an affine
transformation coefficient operational section, 2002 represents a luminance/α dividing section, 2003 represents a tem-
plate storing memory, 2004 represents a affine distance-shortest template-determination section, 2005 represents a
prediction code encoder, 2006 represents a multiplexer, 2101 represents a demultiplexer, 2102 represents a prediction
code encoder, 2103 represents a template reading circuit, 2104 represents a storing memory, 2105 represents an
affine transformation section, and 2106 represents a luminance/α superposing section.
[0035] 48 and 64 represent predicted image-forming means, 49 represents a motion vector-detecting means, 50
represents a subtracter, 51 represents a threshold processing means, 52 represents a morphology operation means.
53 represents a smoothing filter, 54 represents a mask processing means, 55 represents a waveform coding means,
56 and 61 represent a waveform decoding means, 57 and 62 represent adders, 58 and 63 represent frame delay
means, 59 represents a Haffmann encoder, and 60 represents a Haffnann decoder.
[0036] Fig. 1 is a block diagram showing the structure of the image-encoding device and the image-decoding device
of an embodiment which is helpful for the understanding of the present invention, and the structure will be described
with reference to this drawing.
[0037] Referring to Fig. 1, the dividing means 1 inputs the image to be coded, and divides the input image into blocks
comprising pixel numbers of 8 x 8. The smoothing means 2 is to transform α value 1 as a pixel value to 255 and α
value 0 to 0 to subject the image to the smoothing processing, and to form a regional image having an intermediate
value.
[0038] The extracting means 3 is a means to extract a block where pixels having different α values in the same block
are mingled, among respective blocks divided by the dividing means 1.
[0039] The contour-encoding means 4 is a means to obtain a positional information for identifying the position on
the original image of the block extracted by the extracting means 3, and to subject the positional information to the
chain encoding.
[0040] The discrete cosine transform means 5 is a means to obtain the DCT coefficient by conducting the discrete
cosine transform (hereinafter referred to as DCT) for the pixel pattern in the block extracted by the extracting means
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2, and the waveform-encoding means 6 is a means to perform variable-length encoding for the DCT coefficient obtained
by the discrete cosine transform means 5. The image-encoding device 7 is composed of respective means described
above.
[0041] Furthermore, in the drawing, the input means 11 is to input the contour encoding data which is the output data
from the contour encoding means of the image-encoding device 7, and the variable-length encoding data which is the
output data from the waveform encoding means 6, and the dividing means 12 is to divide the image to be decoded
into blocks comprising pixel numbers of 8 x 8 as in the dividing means 1. The identifying means 13 is to decode the
contour encoding data input to the input means 11 among blocks divided by the dividing means 12, and as a result, to
identify the block where pixels having different values are mingled, and the decoding means 14 is a means to decode
the variable-length encoding data corresponding to the pixel pattern in the block identified by the identifying means
13. The image-decoding device 10 is composed of respective means of from the input means 11 to the decoding means
14 described above.
[0042] In the image-encoding device and the image-decoding device of the present embodiment constituted as de-
scribed above, one embodiment of the image-encoding methods and the image-decoding methods will be described
with reference to Fig. 1 and Fig. 2, while describing the actions thereof. Figs. 2 (a) to (c) are views illustrating the
process of the encoding processing when a human image is embedded into the background image. Fig. 2 (a) shows
an image to be coded, and Fig. 2 (b) shows the image divided into blocks, and Fig. 2 (c) shows blocks extracted as
subjects to be chain-coded and waveform-coded (regions painted black in the drawing).
[0043] Here, the image to be coded is an image of 0/1. Furthermore, α=1 is assumed to express the existence region
of a substance (in the present embodiment, corresponds to the human image), and α=0 is assumed to express the
opacity region where any substance does not exist.
[0044] The dividing means 1 obtains the image input (see Fig. 2 (a)), and divides the image into blocks comprising
pixel numbers of 8 x 8 (see Fig. 2 (b)).
[0045] Then, α value 1 is transformed to 255 and α value 0 is transformed to 0 by the smoothing means 2 to subject
the image to the smoothing processing. Thereby, a regional image having an intermediate value is constituted.
[0046] Here, blocks are divided into three types by the extracting means 3 as described below.
[0047] Namely, blocks in which all α values within the block are composed of 255 are blocks in the inside region of
the substance. And blocks in which α values of from 0 to 255 are mingled within the block are blocks in the boundary
region of the substance. And, blocks in which all α values within the block are composed of 0 are blocks in the outside
region of the substance.
[0048] From blocks divided as described above, the extracting means 3 searches the regions where the α values of
from 0 to 255 are mingled within the block toward inside in the clockwise direction in order to extract blocks where all
the α values within the block are composed of 255, and extracts the applicable blocks.
[0049] The contour encoding means subjects the block positions as the positional informations for identifying the
positions of each block thus extracted, (x0, y0), (x1, y1),,,,, (xN-1, yN-1) to the curvature chain coding.
[0050] On the other hand, blocks in the boundary region are subjected to the DCT (discrete cosine transform), and
the DCT coefficient is subjected to the variable-length coding by the waveform coding means 6.
[0051] The result of the chain coding thus obtained and the DCT coefficient are output to the image-decoding device
10. By performing the chain coding in the clockwise direction, the blocks in the inside region and blocks in the outside
region can be identified. Incidentally, Figs. 2 (a) - (c) show a case where the order of processings is slightly different
from the above description and a processing to extract predetermined blocks is conducted before the smoothing
processing, however, it is a matter of course that predetermined blocks may be extracted after being subjected to the
smoothing processing as described above (see Fig. 3). Fig. 3 is a view showing the smoothed image in which the
boundary portions of the substance have an intermediate value of [0, 1], that is, α values of from 0 to 255.
[0052] The action of the decoding processing is inverse of the action described above.
[0053] Namely, the data output from the image-encoding device 7 side is input to the input means 11, and the dividing
means 12 divides the image to be decoded into blocks having pixel numbers of 8 x 8. The identifying means 13 decodes
the chain coding data obtained by the input means 11. Thereby, the identifying means 13 classifies blocks into three
types, that is, blocks which are encircled by the clockwise rotation are blocks in the inside region, blocks which are not
encircled thereby are blocks in the outside region, and blocks in the boundary region, to identify the blocks in the
boundary region. The decoding means 14 decodes the variable-length coding data for the blocks in the boundary
region, inversely transforms the DCT coefficient, and outputs the image data shown in Fig. 3.
[0054] As described above, the present embodiment relates to the image-encoding device which transmits and ac-
cumulates the input image, especially the regional image showing the occupancy region of the projective image of a
substance with a little coding volume, by the coding method which combines the chain coding and the waveform coding.
[0055] Namely, the image is divided into blocks to form an image with a low resolution equivalently which makes
blocks comprising different pixel values the boundary, and blocks in this boundary are subjected to the contour coding.
And, the pixel pattern within the block is subjected to the waveform coding. Therefore, when it is assumed that waveform
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coding within the block is a non-reversible coding, it exerts the effect that images having no visual deterioration can
be coded with a few contour codes. Furthermore, such an effect is particularly successful when the image is animation
or the like.
[0056] Thus, in the coding of α plane, even if it is a non-reversible coding, the space resolution is adequate in the
range that there is no visual deterioration, and on the contrary, in the vicinity of the regional boundary, the coding
devices and decoding devices having excellent amplitude resolution compared to the coding, and the coding methods
and decoding methods using the same are quite effective.
[0057] Next, Fig. 4 is a block diagram showing the structure of the image-coding device and the image-decoding
device, and the structure of the embodiment will be described with reference to Fig. 4.
[0058] Referring to Fig. 4, the dividing means 15 inputs the image to be coded, divides the input image into regions
comprising pixel numbers of 4 x 4, and outputs the pixel pattern within the region obtained by the division. And, the
smoothing means 19 as the quantization patterning means of the present invention is a means to smooth and output
the data output from the dividing means 15. The smoothing processing here is a processing to transform respective
pixel values comprising two values of {0, 1} of the pixel pattern in the image to be coded to the intermediate value of
from 0 to 255 in order to quantize more finely. Therefore, this smoothing means 19 forms a regional image having an
intermediate value of [0, 255] based on the image comprising binary pixel values of {0, 1} as a subject to be coded.
[0059] The code book 16 is formed to have quantized patterns selected as representative patterns, from quantized
patterns in which the pixel values are more finely quantized compared to respective pixel values of the pixel pattern
within the region obtained by dividing each image for every region by utilizing plural kinds of images, by LBG algorithm
described below. The selection means 17 is a means to select the quantized pattern which most approximately rep-
resents the pixel pattern in the image, among the code books 16 formed as described above, and to output the index
informations corresponding to the selected quantized pattern, and the transmission means 18 is a means to transmit
the index information output from the selection means 17. The image-encoding device 20 is composed of the above-
mentioned respective means.
[0060] Furthermore, in Fig. 4, when in the above-mentioned image-encoding device 20, the code book 16 is utilized
and the index information corresponding to the quantized pattern selected as the one expressing most approximately
the pixel pattern in the image to be coded is transmitted, the input means 21 obtains and outputs the transmitted index
information. In the image-decoding device 25, the same code book 22 as the above-mentioned code book 16 is also
provided. The reading means 23 is a means to examine the contents of the code book 22 from the index information
output from the input means 21 and to read out the corresponding quantized pattern, and the decoding means 24 is
a means to use the quantized pattern read out by the reading means 23 to decode the image to be decoded as the
image whose pixel value is quantized more finely compared to the image to be coded. The image-decoding means 25
is composed of respective means of from the input means 21 to the decoding means 24 described above.
[0061] In the image-encoding device and the image-decoding device of the present embodiment constituted as de-
scribed above, one embodiment of the image-encoding methods and the image-decoding methods of the present
invention will be described with reference to Fig. 4 and Fig. 5, while describing the actions thereof. Fig. 5 is a view
simply expressing the change of the image in an image view in the state that the image is subjected in sequence to
the processings such as smoothing, vector quantization and the like, when a human image is embedded into the
background image.
[0062] Here, the image to be coded is an image of 0/1. Furthermore, α=1 is assumed to express the existence region
of a substance (in the present embodiment, corresponds to the human image), and α=0 is assumed to express the
opacity region where any substance does not exist.
[0063] First, the formation of the code book will be described.
[0064] Namely, each image is divided into blocks comprising pixel numbers of 4 x 4 by using plural kinds of images.
Then, α value 1 is transformed to 255, and α value 0 is transformed to 0, and the image is subjected to the smoothing
processing. Thereby, the regional image having an intermediate value is constituted.
[0065] Subsequently, the code book is designed by the LBG algorithm (Y. Linde, A. Buzo and R.B. Gray : "An Algo-
rithm for Vector Quantizer Design", IEEE Transaction on Communication. Vol. COM-28, No. 8, pp. 957-911, (Aug.
1988). Thereby, the code book is designed for the regional image having an intermediate value, not the value of 0/1.
The size of the code book is made to be 256 selected as a representative pattern. This is 1/256 compared to the 0/1
pattern numbers (the 16th power of 2) which the block comprising the pixel numbers of 4 x 4 has.
[0066] Next, the processing of vector quantization will be described (see Fig. 5).
[0067] Referring to Fig. 4, the dividing means 15 divides the image to be coded into blocks comprising pixel numbers
of 4 x 4, and the smoothing means 19 transforms α value 1 to 255 and α value 0 to 0 to subject the image to the
smoothing processing. Thereby, the regional image having an intermediate value is composed. The selecting means
17 examines the code book 16, compares with the pixel pattern divided into blocks subjected to the smoothing process-
ing, and searches a pattern having the smallest squared error sum, and as a result, outputs the index information
corresponding to the pattern expressed most approximately to the transmission means 18, thus the index information
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is transmitted from the transmission means 18 to the image-decoding device 25.
[0068] In the image-decoding device 25, the input means 21 obtains said index information, the reading means 23
reads out the quantized pattern corresponding to the index information obtained by the input means 21 from the code
book 22, and the decoding means 24 uses the read-out quantized pattern to decode the image to be decoded as an
image whose pixel value is more finely quantized compared to the original image to be coded.
[0069] As described above, according to the present invention, such an effect is exerted that high efficient coding
and high efficient decoding can be performed while suppressing the visual deterioration, by subjecting a pattern of a
pixel value (α value in the present embodiment) having coarse amplitude resolution (called also as quantized accuracy)
to the vector quantization with the pattern of the pixel value having slightly degraded space resolution but having finer
amplitude resolution (quantized accuracy). Moreover, such an effect is particularly successful when the image is ani-
mation or the like.
[0070] Next, while describing more concretely the structure of the smoothing means 19 of the image-encoding device
20 described referring to Fig. 4, the image-encoding device as one embodiment of the image processing device which
is other embodiment helpful for the understanding of the present invention will be described.
[0071] Fig. 6 is a block diagram showing the structure of the smoothing means which is a characteristic part of the
image encoding device of the present embodiment, and the structure of the present embodiment will be described with
reference to Fig. 6. In addition, description of the same portions as those of Fig. 4 will be omitted.
[0072] Referring to Fig. 6, a vertical edge-detecting filter 26, a horizontal edge-detecting filter 27, an diagonal edge-
detecting filter 28, and a low-pass filter 29 are filters having characteristics shown in Figs. 7 (a), (b), (c) and (d), re-
spectively, and any filter inputs the original signal of the input image and outputs a predetermined response. A singu-
larity-calculating section 30 inputs response V from the vertical edge-detecting filter 26, response H from the horizontal
edge-detecting filter 27, and response D from the diagonal edge-detecting filter 28 to calculate C as the complexity of
the contour by Equation 1 described below, and outputs the value of C as the calculation result. The mixer 31 inputs
the output C of the singularity-calculating section 30, the output from the low-pass filter 29 and the original signal of
the input image to calculate them by Equation 2 described below, and outputs the result. Figs. 7 (a) - (d) are diagrams
showing the characteristics of various filters.
[0073] In the image-encoding device as one embodiment of the image processing device of the so-constituted
present embodiment, one embodiment of the image processing methods will be described with reference to Fig. 6 and
Fig. 8, as well as describing the action thereof.
[0074] Referring to Fig. 6, the vertical edge-detecting filter 26, the horizontal edge-detecting filter 27, and the diagonal
edge-detecting filter 28 which have obtained the signal of the input image output V, H and D to the singularity-calculating
section 30 as responses corresponding to respective filter characteristics. The singularity-calculating section 30 de-
termines the value of the complexity of contour C, by using these inputs V, H, D based on the following Expression 201:

(wherein * means multiplication).
Thus obtained value of C is subjected to clipping so that it is between 0 and a predetermined value Cmax.
[0075] Thereafter, the mixer 31 mixes the signal based on the following Expression 202:

and outputs the image signal in which such a processing that a linear edge holds it (see Fig. 8 (a)), and an edge having
a complex contour suppresses it (see Fig. 8 (b)) is applied. Figs. 8 (a) and (b) are views illustrating examples of the
smoothing processing of the present embodiment, and Fig. 8 (a) shows the smoothing processing with respect to the
linear edge, and Fig. 8(b) shows the smoothing processing with respect to the edge having a complex contour.
[0076] Thus, according to the present embodiment, whose processing is such that when the pattern of pixel value
forming the input image is more complex, the degree of smoothing applied to the pixel value becomes strong compared
to the case where the pattern of pixel value is simpler, and when said pattern is simpler, the degree of smoothing
applied to the pixel value becomes weak compared to the case where the pattern is more complex, various filters as
described above have small low-pass characteristics in the flat portion of the contour, and have large low-pass char-
acteristics in the uneven portion of the contour, thereby the present embodiment exerts effects excellent in the visual
characteristics in the coding of the regional image.
[0077] Here, for example, in a filter having binary opacity, judgment of complexity of the contour can be performed
by dispersion of the whole curvature functions of the contour. Furthermore, in the more general case containing con-
centration value, it can be evaluated by Hadamard's transformation coefficient, Fourier transformation coefficient, DCT

C = |V∗H| - D∗D (201)

Output = ((Cmax - C)∗original signal + C*(Smoothing signal))/Cmax (202)
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coefficient and the like.
[0078] The above-described matter is based on the principle that "the regional image requires the space resolution
lower than the color image, and the amplitude resolution higher than 0/1".
[0079] In addition, in the above embodiment, description has been made with regard to the case where the input
image has two values of 0/1, however, it is not restricted to that case and, for example, the input image may have
multiple values.
[0080] Furthermore, in the above embodiment, description has been made with regard to the case where chain
coding is used as the contour coding, however, the present embodiment is not restricted to that case, and for example,
Bezier curve . and spline curve may be used.
[0081] Furthermore, in the above embodiment, description has been made with regard to the case where the smooth-
ing means is used as a means for quantization patterning, however, it is not restricted to that case, and any means
applying any processing may be used, so long as respective pixel values of the pixel pattern in the image to be coded
are subjected to the quantization patterning so that the pixel values are more finely quantized.
[0082] Furthermore, in the above embodiment, description has been made with regard to the case where α value is
used as a pixel value, but for example, the one utilizing the luminance level of the image may be used.
[0083] Furthermore, in the above embodiment, the case where the image processing device and the method thereof
are utilized as the smoothing means 19 which is the preprocessing of the image-encoding device 20 has been de-
scribed, but it is not restricted to that case, and for example, they are utilized as the means of the preprocessing of the
image-encoding device 7, or the post-processing of the image-decoding device 10, or the post-processing of the image-
decoding device 25.

[II]

[0084] In respective embodiments, it is assumed that the image is composed of the length and the breadth 288x 352
pixels in order to easily understand the action of the device, and that the layer does not loose the generality and is
composed of only two portions, background and foreground. Moreover, it is assumed that the block which performs
correlation operation for detecting the motion vector is composed of the length 16 pixels x the breadth 16 pixels.
[0085] The embodiment of the present invention will be described wi th reference to drawings. The embodiment of
the present invention will be described with reference to Figs. 9 - 20. Here, Fig. 10 is a view showing the structural
example, Fig. 11 is a view showing the structural example of the invention. Fig. 9 is a structural view of the layer coding
system illustrating the action of the image-encoding device and the image-decoding device. The layer image is com-
posed of two frames: luminance and opacity. These are referred to, respectively, as the luminance plane and the a-
plane. In the layer image synthesizer 107, synthesis expressed by Equation 2 is carried out:

[0086] In Equation 2, (x, y) represents the horizontal/vertical position, gf and gb represent a luminance value [0, 255]
of the foreground and the background, respectively, and a represents the opacity [0, 1] of the foreground. g is a syn-
thesized luminance value. In the present embodiment, since the hierarchy is assumed to be two, for the sake of brevity,
all the opacity of the background is composed of 1. The layer image encoders 101 and 102 encodes respective dynamic
images of the luminance plane and the α plane in the foreground and the background, and the bit stream multiplexed
by the multiplexer 103 are sent to the decoding device. In the decoding device, the data of respective layer images
are divided by the demultiplexer 104, and the layer images are reconstructed by the layer image decoders 105 and
106. The reconstructed layer images are synthesized by the layer image synthesizer 107. Now, this coding system will
be described in sequence.
[0087] Fig. 10 is a structural view of the layer image encoders 101 and 102 of Fig.9. Referring to Fig. 10, 201 rep-
resents a deformation analyzer, 202 represents a deformation synthesizer, 203 and 204 represent differential devices,
205 represents a prediction code encoder, 206 represents a luminance plane error encoder, 207 represents an a plane
error encoder, 208 represents a luminance error decoder, 209 represents an α plane error decoder, 210 represents a
multiplexer, 211 and 212 represent adders, and 213 and 214 represent frame delay devices. The action of the layer
image encoder thus constituted will now be described.
[0088] First, the deformation analyzer 201 determines which position of the luminance plane and the α plane which
are the decoding result of the previous frame corresponds to to each other with respect to respective positions of the
luminance plane and the α plane currently input. The correspondence information of this position is encoded as the
affine transformation parameter and the block parallel movement component by the prediction code encoder 205. The
deformation synthesizer 202 receives this correspondence information, and deforms the luminance plane and α plane

g(x,y)=α(x,y)gf(x,y)+(1-α(x,y))gb(x,y) (2)
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which are the decoded results of the previous frame, to make them the differential signal by the differential devices
203 and 204. When it is restricted to the luminance plane, this generally corresponds to a processing called as ''motion
compensation" in the image-encoding devices and the like described in CCITT Recommendation H. 261. Here, the
different point is that the motion compensation combining not only the block movement in which the sum of the error
absolute value (abbreviated as SAD) becomes minimum in the block of 16 x 16 pixels, but the affine transformation of
the whole screen is performed. This will be described with reference to Fig. 14.
[0089] Fig 14 shows the structure of the deformation synthesizer 202 of Fig. 10, and in the drawing, 601 represents
a luminance image memory, 602 represents an a image memory, 603 represents a demultiplexer, 604 and 605 represent
affine transformation sections, 606 and 607 represent affine transformation image memories, 608 and 609 represent
image block-deforming section. The correspondence information (deformation parameter) is composed of the affine
transformation parameter (see Equation 1) and translational movement component (see Fig 20) with respect to blocks
divided into the length and the breadth 18 x 22. The steps of the motion compensation are as follows:

1. The pixel value of the luminance plane and the a - plane are taken into the luminance image memory 601 and
the a-image memory 602. Simultaneously, the affine transformation parameter and the block translational move-
ment component are separated by the demultiplexer 603.
2. The image is shifted by the affine transformation sections 604 and 605 with respect to the movement volume
shown in Equation 1 by the affine transformation parameter. The result is stored in the affine transformation image
memories 606 and 607.
3. The image stored in the affine transformation image memories 606 and 607 performs the translational movement
per block unit having a size of 16 x 16 pixels, with respect to the blocks divided into the length and the breadth 18
x 22 by the image block-deforming sections 608 and 609.

[0090] The deformation analyzer 201 of Fig. 10 has to extract the affine transformation parameter and the block
movement component to perform this processing. Fig. 12 is a structural view of the deformation analyzer 201 of Fig.
10. The action of the deformation analyzer 201 will be described by using Fig. 12. In addition, the structure of the
deformation analyser 201 shown in Fig. 12 is a structural example of the motion vector-detecting device.
[0091] Referring to Fig. 12, 401 and 402 represent luminance image memories, 403 and 404 represent a-image
memories, 405 and 406 represent luminance/α superposing sections, 408 represents an affine transformation image
memory, 409 represents an affine transformation image memory, 410 represents a block correlation operation section,
411 represents a multiplexer. In the deformation analyzer 201 shown in Fig. 12, the luminance image memory 401 and
the a - image memory 403 buffer the result of the previous frame as the reference image. The luminance image memory
402 and the a-image memory 404 hold the image of the current input frame which is the image to be encoded. The
luminance/a superposing sections 405 and 406 perform the processing shown in Equation 3 to form one luminance
image. In Equation 3, h(x, y) represents a synthesized luminance image, g represents a luminance value [0, 255] of
the luminance plane, and a represents α value [0, 1] of α plane, with respect to the horizontal/vertical position (x, y) of
the pixel.

[0092] In Equation 3, the luminance value is superposed in the opaque region, and a proper negative value (-100)
is superposed in the transparent region by the value of a. Thereby, the luminance image superposed by the information
of the opacity is formed. Fig. 19 shows this illustration. Furthermore, not using such threshold processing, but by
multiplying a superposition coefficient r determined empirically, superposition may be conducted as shown in Equation
4:

[0093] In the present embodiment, it is assumed that the luminance/ a superposing section conducts the action
provided in Equation 3, since the luminance/ α superposing section is used for other purposes in other embodiments
described below. Thus, the correlation operations provided by Equation 5 and Equation 6 are performed for the image

h(x,y)=g(x,y)-γα(x,y) (4)
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to which the luminance and the α value are superposed.

[0094] In Equation 5, ht-1 represents the superposed pixel value of the previous frame (Fig. 12, reference image),
and ht represents the superposed pixel value of the current frame (Fig. 12, object image). R represents the region of
16 x 16 pixels, and (u, v) represents deviation to the corresponding block region, as shown in Fig. 20. According to
Equation 6, the smallest deviation of SAD is determined as a motion vector. The block correlation section 410 carries
out this operation relating to the affine transformed reference superposed image and the object superposed image. In
addition, the output of the a-image memory 404 is input to the block correlation section 410. This is because the motion
vector becomes indefinite relating to the region where the α planes of the object image are all transparent, therefore,
it is to omit the calculation. The block correlation section 410 outputs the smallest deviation (p, q) relating to 18 x 22
blocks as the motion vector. The affine transformation section 407 and the affine transformation image memory 409
perform the same actions as those of the block of the same name described in Fig. 14.
[0095] Next, the affine transformation coefficient operational section 408 will be described. Fig. 13 is a structural
view of the affine transformation coefficient operational section 408, and shows the structural example of the motion
vector-detecting device. Referring to Fig. 13, 501 represents a block correlation operational section, 502 represents a
SAD surface approximation section, 503 represents an error function parameter-storing memory, 504 represents an
affine transformation parameter operation section. The action of the block correlation operational section 501 is roughly
the same as that of the block correlation section 410 of Fig. 12. The different point is that the block correlation operational
section 501 outputs the deviation (p, q) which becomes the smallest with respect to 18 x 22 blocks, and in addition to
that, the SAD smallest value of the position and the SAD value in the vicinity of 8. This is shown in Equation 7. In
Equation 7, t represents transpose of the matrix.

[0096] The SAD phase approximation section 502 receives this to carry out the operations of from Equation 8 to
Equation 13. The operation results are stored in the error function parameter storing memory 503. Operations of from
Equation 8 to Equation 13 correspond to perform the quadratic Taylor development in the vicinity of the smallest de-
viation (p, q), considering the SAD value as the function of the deviation (u, v). If the position of the block of the length
and the breadth 18 x 22 is expressed as i and j, respective quadratic error functions can be expressed by Equation
14, except for the transparent region.

S=(E(p-1, q-1), E(p-1, q), E(p-1, q+1), E(p,q-1),

E(p,q), E(p,q+1), E(p+1,q-1), E(p+1,q), E(p+1,q+1))t (7)

E(p,q)= 1
9
--- (-1,2,-1,2,5,2,-1,2,-1)S (8)

∂E(u,v)
∂u

------------------- |(u,v) =(p,q)= 1
6
---(-1,0,1,-1,0,1,-1,0,1)S (9)

∂E(u,v)
∂u

--------------------- |(u,v)=(p,q)= 1
6
---(-1,-1,-1,0,0,0,1,1,1)S (10)
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[0097] Here, as shown in Equations 15 and 16, since the motion vector is described by the affine transformation
parameter, as the necessary condition to make the sum total of respective SAD error functions minimum by the vari-
ational principle, as shown in Equation 17, the Euler's equation can be derived in which the partial differential of the
affine transformation parameter a must be zero vector. This can be expressed by the matrix of Equation 18. The affine
parameter operational section 504 first determines Equation 19 (6 x 6 matrix) and Equation 20 (6 x 1 matrix), and
calculates the affine transformation parameter by Equation 21.
[0098] Incidentally, in Equations 19 and 20, (xj, yi) represents the central position of the blocks i and j.

∂2E(u,v)

∂u2
----------------------|(u,v)=(p,q)= 1

3
---(1,-2,1,1,-2,1,1,-2,1)S (11)

∂2E(u,v)

∂u2
----------------------|(u,v)=(p,q)= 1

3
---(1,1,1,-2,-2,-2,1,1,1)S (12)

∂2E(u,v)
∂u∂v

---------------------- |(u,v)=(p,q)= 1
4
--- (1,0,-1,0,0,0,-1,0,1)S (13)

Ei,j(u,v)=Eij(pij,qij)+(u-pij)
∂Eij

∂u
---------+(v-qij)

∂Eij

∂u
---------+

(u-pij)
2

2
------------------

∂2Eij

∂u2
--------------+(u-pij)(v-qij)

∂2Eij

∂u∂v
-------------+

(v-qij)
2

2
-----------------

∂2Eij

∂v2
------------ (14)

α=(α0,α1,α2,α3,α4,α5)t (16)

∂^ijEi,j(u,v)

∂α
------------------------------=0 (17)

Aα-b=0 (18)
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[0099] In the deformation analyzer 201 (Fig. 4) constituted as described above, the motion vector can be determined
from both informations by conducting the correlation operation with the image superposed with the luminance and α.
If the absolute value of the negative value (-100) of the tranparent region determined by Equation 3, the motion vector
in which the information of contour of the opaque region is further stressed can be obtained. Particularly, it is effective
when there are no clues such as edges or patterns effective for predicting the motion within said region. The affine
transformation coefficient operational section 408 determines the affine transformation parameter by performing the
quadratic function approximation, not by the local correlation operation. In the local correlation operation, there are
many cases that the motion vector has the freedom in the direction of the contour tangent in the periphery of monotonous
contour. In this case, though a large prediction error is expected in the two-staged affine transformation parameter
prediction shown in the conventional example, however, in the technique shown in the present embodiment, the free-
dom is expressed by the quadratic function, and the sum total of the quadratic function is comprehensively minimized.
thereby it is expected to predict the parameter more stably.
[0100] Furthermore, the quadratic function approximation in which the deviation of SAD correlation is a variable has
an advantage in that it can easily derive the undetermined parameters, since the Euler's equation represented by
Equation 17 becomes linear expression with respect to the undetermined parameters. This is true in common even in
the case where more general polynomial is used. For example, the equation of the motion vector shown in Equation
22 and Equation 23 can express the motion vector generated from the projective image of the plane substance under
the perspective transformation.

α=A-1b (21)
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[0101] In this case, as in the affine transformation, the Euler's formula of Equation 24 is calculated and the parameter
can be easily predicted by the similar procedures as in Equations 19 - 21.

[0102] The deformation analyzer 201 and the deformation synthesizer of the layer image encoders 101 and 102
have been heretofore described. Simultaneously, the structural example of the motion vector-detecting device has
been shown. Hereinafter, remaining blocks in Fig. 10 will be described.
[0103] The difference of the luminance data and the opacity data are transmitted, respectively, to the luminance
plane error encoder 206 and the α plane error encoder 207 by the differential devices 203 and 204, and encoded
individually. Each encoder has the structure shown in Fig. 15 and Fig. 16, respectively. Fig. 15 is a structural view of
the luminance plane error encoder, and 701 represents a DCT operational section, 702 represents a quantization
section, and 703 represents a variable-length coding section 1.
[0104] Fig. 16 is a structural view of the α plane error encoder, and 801 represents a Haar transformation operational
section, 802 represents a quantization section, and 803 represents a variable-length coding section 2. DCT operational
section 701 performs the discrete cosine transform at the blocks of 8 x 8 pixels, and the transformed DCT coefficient
is quantized by the quantization section 702, and the cosine transform coefficient is scanned by the variable-length
coding section 703 to be subjected to the two-dimensional Haffmann coding in combination with the zero coefficient
length and the quantization coefficient. This processing is roughly the same with the technology disclosed in CCITT
Recommendation H.261, therefore, detailed description will be omitted.
[0105] In the α plane error encoder 207, Haar transformation is used in the blocks of 8 x 8 pixels, instead of the
discrete cosine transform. Here, the Haar transformation is realized by performing the one-dimensional Haar transfor-
mation in which the column vector of 8 x 1 is multiplied from the right of the Equation 25 with respect to the pixel blocks
of 8 x 8 lengthwise and crosswise.

[0106] The difference with the luminance plane encoder 206 is that the quantization table and the Haffmann table
are slightly changed because of using the Haar transformation instead of the discrete cosine transform. However, since

r=(r0,r1,r2,r3,r4,r5,r6r7)t (23)

∂^ijEi,j(u,v)

∂r
------------------------------=0 (24)
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the basic action is the same, detailed description will be omitted. Now, return to Fig. 10 again.
[0107] The output of the luminance plane error encoder 206 and the α plane error encoder 207 heretofore described
is multiplexed by the multiplexer 210 and output. On the other hand, the output described above is input to the luminance
plane error decoder 208 and the α plane error decoder 209 in order to form the predicting image of the next frame.
Each decoder has the structure shown in Fig. 17 and Fig. 18.
[0108] Fig. 17 is a structural view of the luminance plane error decoder, and 901 represents a variable-length de-
coding section, 902 represents an inverse-quantization section, 903 represents an inverse DCT operational section.
Fig. 18 is a structural view of the a plane error decoder, and 1001 represents a variable-length decoding section, 1002
represents an inverse-quantization section, 1003 represents an inverse Haar transformation operational section. The
variable-length decoding section 901 subjects the combination of the zero coefficient length and the quantization co-
efficient to Haffmann decoding and returns it to the cosine transform coefficient. And, the inverse-quantization section
902 replaces the quantization index with the representative value, and lastly, the image of 8 x 8 pixel blocks is repro-
duced by the inverse DCT operational section 903. This processing is roughly the same with the technology disclosed
in CCITT Recommendation H.261 as in the luminance plane error encoder 206, therefore, detailed description will be
omitted.
[0109] The inverse Haar transformation operational section 906 is realized by taking out the column vector of 8 x 1
lengthwise and crosswise with respect to the Haar coefficient of 8 x 8, and multiplying the matrix shown in Equation
26 from the left. The action of the variable-length decoding section 1001 and the inverse-quantization section 1002 is
different only in the contents of the table from said block of the luminance plane decoder 209, corresponding to the α
plane error encoder 207, therefore the detailed description thereof will be omitted.

[0110] Next, the layer image decoders 105 and 106 constituting the layer coding system of Fig. 9 will be described
with reference to Fig. 12. Fig. 12 is a structural view of the layer image decoders 105 and 106 corresponding to the
structural example of the image decoding device.
[0111] Referring to Fig. 11, 301 represents a demultiplexer, 302 represents a luminance plane error decoder, 303
represents an α plane error decoder, 304 represents a prediction code decoder, 305 represents a deformation syn-
thesizer, 306 and 307 represent adders, 308 and 309 represent frame delay devices. To the input of the demultiplexer
301, there are multiplexed deformation parameters composed of the luminance error, the α error, the affine transfor-
mation parameter and motion vector relating to blocks divided into the length and the breadth 18 x 22. These are
separated and output, respectively, to the luminance plane error decoder 302, the α plane error decoder 303 and the
prediction code decoder 304.
[0112] Here, the luminance plane error decoder 302, the a-plane error decoder 303 and the deformation synthesizer
305 perform the same action with that of the luminance plane error decoder 208, the α plane error decoder 209 and
the deformation synthesizer 202 of Fig. 10, respectively. The first embodiment in which the structures of the layer
encoders 101 and 102 and layer decoders 105 and 106 constituting the layer encoding of Fig. 9 are as shown in Fig.
10 and Fig. 11 has been described. The present embodiment has a characteristic in that the template is up-dated
sequentially as encoding between frames. The difference of the opacity among templates is subjected to the transfor-
mation encoding as the waveform information having gray-scales. By encoding independently the a - plane, the dynamic
image of the semitransparent substance such as a frosted glass and the like can be handled, being different from the
second embodiment described below. Since the image is stratified, such cases where the foreground and the back-
ground can be described only by the affine transformation parameter are increased.
[0113] In this case, since only the affine transformation parameter is transmitted, and it is not required to encode the
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block movement component, other luminance error images and α plane error images, the encoding efficiency is greatly
improved. Furthermore, when the substance is deformed and cannot be described by the affine transformation param-
eter, the template is up-dated by the block movement component, other luminance error images and α plane error
images. thereby the image is not deteriorated largely.
[0114] By the way, the operations of Equations 19 - 21 carried out by the affine parameter operational section 504
are not required to be conducted in the whole image. By performing prediction except for blocks having a large error
value by using Equation 14 from the predicted affine transformation parameter, the affine transformation parameter
matching to the movement of a plurality of blocks, not the total block assembly divided into 18 x 22, can be predicted.
Thereby, it becomes possible that encoding of the block movement component, other luminance error images and α
plane error images for the correction of templates is conducted locally. Moreover, in the present embodiment, though
the calculation of the block correlation is performed by SAD, but it is possible to use other evaluation measures such
as squared error sum (SSD) and correlation coefficient.

Claims

1. An image predictive decoding device for decoding an image divided into a plurality of square image blocks including
an opacity image block and a luminance image block by referring to a reference image including a reference
luminance image and a reference opacity image, wherein the opacity image block and the luminance image block
relate to the same image portion, said image predictive decoding device comprising:

an opacity decoder for decoding an encoded opacity image block to obtain a decoded opacity image block,

a luminance decoder for decoding an encoded luminance image block to obtain a decoded luminance image
block, and

a correspondence decoder (304) for decoding a correspondence between an image block to be decoded and
the reference image to obtain a decoded correspondence,

wherein said luminance decoder comprising:

a luminance formation decoder (305) for forming a predicted luminance image block from the reference lumi-
nance image by using the decoded correspondence,

an error luminance image block decoder (302) for decoding an encoded difference of a luminance between
the predicted luminance image block and the luminance image block to be decoded in order to obtain an error
luminance image block, and

an adder (306) for adding the predicted luminance image block and the error luminance image block to obtain
the decoded luminance image block, and

said opacity decoder comprising:

an opacity formation decoder (305) for forming a predicted opacity image block from the reference opacity
image by using the decoded correspondence, and

an opacity image block decoder (303) for decoding the encoded opacity image block by referring to the
predicted opacity image block to obtain the decoded opacity image block.

2. An image predictive decoding device according to claim 1, wherein said opacity image block decoder further com-
prising:

an error opacity image block decoder (303) for decoding an encoded difference of an opacity between the
predicted opacity image block and the opacity image block to be decoded in order to obtain an error opacity
image block, and

an adder (307) for adding the predicted opacity image block and the error opacity image block to obtain the
decoded opacity image block, wherein
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the opacity image block has a gray-scale value indicating a level of transparency.

Patentansprüche

1. Prädiktive Bilddecodiervorrichtung zur Decodierung eines Bildes, das in eine Mehrzahl von quadratischen Bild-
blöcken einschließlich einem Transparenzbildblock und einem Luminanzbildblock unterteilt ist, durch Bezugnahme
auf ein Referenzbild, das ein Referenzluminanzbild und ein Referenztransparenzbild enthält, wobei sich der Trans-
parenzbildblock und der Luminanzbildblock auf denselben Bildabschnitt beziehen, die prädiktive Bilddecodiervor-
richtung umfasst:

einen Transparenzdecoder zur Decodierung eines codierten Transparenzbildblocks, um einen decodierten
Transparenzbildblock zu erhalten,

einen Luminanzdecoder zur Decodierung eines codierten Luminanzbildblocks, um einen decodierten Lumi-
nanzbildblock zu erhalten, und

einen Übereinstimmungsdecoder (304) zur Decodierung einer Übereinstimmung zwischen einem zu decodie-
renden Bildblock und dem Referenzbild, um eine decodierte Übereinstimmung zu erhalten,

wobei der Luminanzdecoder umfasst:

einen Luminanzbildungsdecoder (305) zur Bildung eines vorhergesagten Luminanzbildblocks aus dem Refe-
renzluminanzbild unter Verwendung der decodierten Übereinstimmung,

einen Fehlerluminanzbildblockdecoder (302) zur Decodierung einer codierten Differenz der Luminanz zwi-
schen dem vorhergesagten Luminanzbildblock und dem zu decodierenden Luminanzbildblock, um einen Feh-
lerluminanzbildblock zu erhalten, und

einen Addierer (306) zur Addierung des vorhergesagten Luminanzbildblocks und des Fehlerluminanzbild-
blocks, um den decodierten Luminanzbildblock zu erhalten, und

der Transparenzdecoder umfasst:

einen Transparenzbildungsdecoder (305) zur Bildung eines vorhergesagten Transparenzbildblocks aus
dem Referenztransparenzbild unter Verwendung der decodierten Übereinstimmung und

einen Transparenzbildblockdecoder (303) zur Decodierung des codierten Transparenzbildblocks unter
Bezugnahme auf den vorhergesagten Transparenzbildblock, um den decodierten Transparenzbildblock
zu erhalten.

2. Prädiktive Bilddecodiervorrichtung nach Anspruch 1, wobei der Transparenzbildblockdecoder außerdem umfasst:

einen Fehlertransparenzbildblockdecoder (303) zur Decodierung einer codierten Differenz der Transparenz
zwischen dem vorhergesagten Transparenzbildblock und dem zu decodierenden Transparenzbildblock, um
einen Fehlertransparenzbildblock zu erhalten, und

einen Addierer (307) zur Addierung des vorhergesagten Transparenzbildblocks und des Fehlertransparenz-
bildblocks, um den dekodierten Transparenzbildblock zu erhalten, wobei

der Transparenzbildblock einen Grau-Skalen Wert zur Anzeige eines Transparenzpegels aufweist.

Revendications

1. Dispositif de décodage prédictif d'image destiné à décoder une image divisée en une pluralité de blocs d'image
carrés comprenant un bloc d'image d'opacité et un bloc d'image de luminance en se référant à une image de
référence comprenant une image de luminance de référence et une image d'opacité de référence, dans lequel le
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bloc d'image d'opacité et le bloc d'image de luminance se rapportent à la même partie d'image, ledit dispositif de
décodage prédictif d'image comprenant :

un décodeur d'opacité destiné à décoder un bloc d'image d'opacité codé afin d'obtenir un bloc d'image d'opa-
cité décodé,
un décodeur de luminance destiné à décoder un bloc d'image de luminance codé pour obtenir un bloc d'image
de luminance décodé, et
un décodeur de correspondance (304) destiné à décoder une correspondance entre un bloc d'image à décoder
et l'image de référence afin d'obtenir une correspondance décodée,

dans lequel ledit décodeur de luminance comprend :

un décodeur de formation de luminance (305) destiné à former un bloc d'image de luminance prédit à partir
de l'image de luminance de référence en utilisant la correspondance décodée,
un décodeur d'erreur de bloc d'image de luminance (302) destiné à décoder une différence codée d'une lu-
minance entre le bloc d'image de luminance prédit et le bloc d'image de luminance à décoder de manière à
obtenir un bloc d'erreur d'image de luminance, et
un additionneur (306) destiné à additionner le bloc d'image de luminance prédit et le bloc d'erreur d'image de
luminance pour obtenir le bloc d'image de luminance décodé, et
ledit décodeur d'opacité comprenant :

un décodeur de formation d'opacité (305) destiné à former un bloc d'image d'opacité prédit à partir de
l'image d'opacité de référence en utilisant la correspondance décodée, et
un décodeur de bloc d'image d'opacité (303) destiné à décoder le bloc d'image d'opacité codé en se
référant au bloc d'image d'opacité prédit afin d'obtenir le bloc d'image d'opacité décodé.

2. Dispositif de décodage prédictif d'image selon la revendication 1, dans lequel ledit décodeur de bloc d'image
d'opacité comprend en outre :

un décodeur d'erreur de bloc d'image d'opacité (303) destiné à décoder une différence codée d'une opacité
entre le bloc d'image d'opacité prédit et le bloc d'image d'opacité à décoder de manière à obtenir un bloc
d'erreur d'image d'opacité, et
un additionneur (307) destiné à additionner le bloc d'image d'opacité prédit et le bloc d'erreur d'image d'opacité
pour obtenir le bloc d'image d'opacité décodé, dans lequel
le bloc d'image d'opacité présente une valeur d'échelle de gris indiquant un niveau de transparence.
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