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A NETWORK NODE AND A METHOD THEREIN ENABLING A FIRST UNIT TO
CONNECT OR TO BE CONNECTED AD-HOC TO A SECOND UNIT

TECHNICAL FIELD

Embodiments herein relate to a network node and a method therein. In particular,
embodiments herein relate to enable a first unit to connect or o be connected ad-hoc to a

second unit in a system configured for remote radio units and main units.

BACKGROUND

In today’s radio communications networks a number of different technologies are
used, such as Long Term Evolution (LTE), LTE-Advanced, 3rd Generation Partnership
Project (3GPP) Wideband Code Division Mulitiple Access (WCDMA), Global System for
Mobile communications/Enhanced Data rate for GSM Evolution (GSM/EDGE), Worldwide
Interoperability for Microwave Access (WiMax), or Ultra Mobile Broadband (UMB), just to
mention a few possible implementations. A radio communications network comprises
Radio Base Stations (RBS) providing radio coverage over at least one respective
geographical area forming a cell. The cell definition may also incorporate frequency bands
used for transmissions, which means that two different cells may cover the same
geographical area but using different frequency bands. User equipments (UE) are served
in the cells by the respective radio base station and are communicating with respective
radio base station. The user equipments transmit data over an air or radio interface to the
radio base stations in uplink (UL) transmissions and the radio base stations transmit data
over an air or radio interface to the user equipments in downlink (DL) transmissions.

A system configured for remote radio units and main units for mobile backhaui
separates a radio base station into main units (MU), also referred to as base band units,
and remote radio units (RRUs), connected via e.g. an optical network. The MUs may be
centralized and located e.g. 10’s of km from the remote radio units, which remote radio
units are placed close to the radio antennas, e.g. in antenna masts. This will minimize
feeder and jumper losses between antenna and remote radio units, which is often a major
challenge to address in most radio communications networks, in particular to enhance the
uplink capacity of mobile services. This system configured for remote radio units and main
units is gaining significant interest and has some clear advantages, e.g. when it comes o

installation of the remote radio units close to the antennas.
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The interface between the main units and remote radio units is typically an optical
Non-Return to Zero (NRZ) signal, which is a sampled In-phase Quadrature (1/Q) air
interface waveform. Sampling the air waveform makes the remote radio unit
implementation relatively simple but leads to very high bitrates of the optical signal, in the
order of 1.25Gbps per antenna. In parallel, advances in e.g. metro and aggregation
optical networks enable seamless and common control and management planes to be
established between the Packet and Optical domain, e.g. through the use of Generalized
Multi-Protocol Label Switching (GMPLS). Combined with convergence of optical solutions
on both sides of the metro/access network divide, e.g. Wave Division Multiplexing (WDM)
or WDM- Passive Optical Network (PON), this creates new dynamics in the relations
between transport and radio network solutions of tomorrow.

A Common Public Radio Interface (CPRI) specifies a Time Division Multiplexing
(TDM) like protocol for Radio Base Station (RBS) configurations in a system configured
for remote radio units and main units over a first layer. The application of CPRI between
the main units and the remote radio units is static, i.e. determined as the RBS is deployeaq,
and its configuration is only changed as part of a predetermined topology involving the

main units and the remote radio units.
The CPRI defines a Master/Slave protocol which is used to connect a Radio Entity

Controller (REC), a Radio Entity (RE). In a typical configuration, the REC will be used in a
Main Unit to control RE(s) in remote radio units.

A typical location of remote radio units has a plurality of remote radio units ana
antennas. To reduce the required number of fibers connected to the location of remote
radio units, the remote radio units are daisy-chained, i.e. wired together in sequence or in
a ring, to generate a multiplexed digital signal of up to 10 Gbps, which is also the highest
rate supported by the protocol generally used between a remote radio unit and a main
unit, i.e. the CPRI. A more complex CPRI setup with adjacent remote radio units
communicating in cascade is today used, and then a middle- remote radio unit between a
main unit and remote radio unit is acting both as a Master Port, towards the remote radio
unit, and a Slave Port, towards the main unit, so as to support multiplexing/demultiplexing
of a CPRI stream. Whatever topology is used, the CPRI specification includes calibration
facilities to enable Master-Slaves to negotiate on CPRI rates to use, including calculating
offsets so that different distances between antennas and main units may be factored in

before transmission over the air interface. CPRI also allows for re-calibration to occur if

necessary.
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The relationship between the main unit and the remote radio unit is static. Thus,
there are no means for either the main unit or the remote radio unit to announce its
nresence and preferences to its environment, prior to connecting to another appropriate
main/remote radio unit of this environment. In CPRI today, when connecting entities to
one another, by definition the topology has already been determined prior to this. First,
physical topologies are established between the main unit and remote radio units in a
daisy chain manner. Next, the main unit and remote radio units communicate and create
CPRI connections between one another according to a master and slave protocol. There

are no ways to connect remote radio units and main units ad-hoc to one another.

SUMMARY

An object of embodiments herein is to enable a first unit to connect or to be

connected ad-hoc to a second unit in a system configured for remote radio units and main

units.

According to an aspect of embodiments herein the object is achieved by a method
in a network node for enabling a first unit to connect or to be connected ad-hoc to a
second unit in a system configured for remote radio units and main units. The network
node is comprised in an optical network. The network node receives a connection request
from the first unit over the optical network. The network node establishes a connection, to
the first unit, for control data. The network node stores control data, regarding the first
unit, which control data is retrieved from the first unit over the established connection. The
retrieved control data enables the first unit to connect or to be connected ad-hoc to the
second unit for transferring user data over a physical path through the optical network.

According to still another aspect the object is achieved by a network node adapted
for enabling a first unit to connect or to be connected ad-hoc to a second unit in a system
configured for remote radio units and main units. The network node is configured to be
comprised in an optical network and comprises an input or output interface configured to
receive a connection request from the first unit over the optical network. The network
node further comprises an establishing circuit configured to establish a connection, to the
first unit, for control data. The network node further comprises a storing circuit configured
to store control data regarding the first unit. As stated above the control data, retrieved
from the first unit over the established connection, enables the first unit to connect or to be

connected ad-hoc to the second unit for transferring user data over a physical path

through the optical network.
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Thus, embodiments herein enable, through the usage of the stored control data
e.g. topology and configuration data, the first unit, e.g. a remote radio unit or a main unit,
to connect or to be connected ad-hoc to the second unit, e.g. a main unit or a remote
radio unit. Thereby, providing a system wherein main units and remote radio units relate
to one another in a more flexible manner without requiring pre-configured topology of the

main and remote radio units.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will now be described in more detail in relation to the enclosead
drawings, in which:
Fig.1 is a schematic overview depicting a system according to embodiments herein,

Fig. 2 is a schematic overview depicting a system in an initial state according to
embodiments herein,

Fig. 3 is a schematic overview depicting physical paths in an optical network according to
embodiments herein,

Fig. 4 is a depicting a system according to emboaiments herein,

Fig. 5 is a schematic flowchart depicting a method in a network node according to
embodiments herein, and

Fig. 6 is a block diagram depicting a network node according to embodiments herein.

DETAILED DESCRIPTION

Fig. 1 is a schematic overview of a system configured for remote and main units.
The system is compliant with a number of radio access technologies such as LTE, LTE-
Advanced, WCDMA, GSM/EDGE, WiMax, or UMB, just to mention a few possible
implementations. The system comprises radio base stations that are separated into
remote radio units (RRUs), as acting in the role of Radio Equipments (RE), exemplitied as
a first RRU 10, a second RRU 11, and a third RRU 12, and main units (MU), also
referred to as base band units acting as a Radio Equipment Control units (REC),
exemplified as a first main unit 13 and a second main unit 14 and connected via an
optical network 15. Furthermore, in the optical network 15 a network node 16, also
referred to as CPRI Pseudo Master/Slave Entity (CPMS), is comprised. Embodiments
herein relates to enable a first unit 17, exemplified in the figures as a RRU, to connect or
to be connected ad-hoc to a second unit 18, exemplified as the second main unit 14. The

network node 16 receives a connection request from the first unit 17 and establishes a
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connection for control data, or for a purpose of exchanging control data, to the first unit

17. The network node 16 then retrieves control data from the first unit 17. The control data
comprises topology data and/or configuration data such as links, ports, technology,
antenna characteristics, Radio standard supported by the RRU, frequency bands it uses,
bandwidth, vendor, release version, geographical position, operator, and/or similar. This
control data is stored at a central database or locally at the network node 16. The network
node 16 may then determine a physical path for user data from the first unit 17 through
the optical network 15 to the second unit 18 based on the topology data and configuration
data stored in the database. The first unit 17 may then connect ad-hoc, directly or at a
later time, to the second unit 18 via the optical network connecting through the determined
physical path. In case the first unit 17 is a main unit and the second unit 18 is a remote
radio unit, the solution enables the first unit 17 to be connected to the second unit 18. The
physical path may be determined by the network node 16, or other control node that has
access to the control data and other information collected by network node 16 in the
example.

Embodiments herein result in a change in deploying mobile networks. Main and
Remote radio units are just connected to the optical network 15, also referred to as a
smart metro optical network, where the network node 16 is provided, after which nodes,
such as optical switches, in the optical network 15 involved, will configure and establish
the necessary connectivity. The embodiments disclosed herein move away from a
traditional model of having to determine a physical topology before connecting the first
unit 17 to the second unit 18, towards a model where topology is flexible and resources,

such as remote radio units 10-12, 17 and main units 13,14,18, can be added ad-hoc.

Connecting ad-hoc the first unit 17 to the second unit 18 means that the process of
connecting does not rely on a preexisting infrastructure, such as configuration of optical
switches in wired networks or access points in radio communications networks. Instead,
the remote radio units or main units may connect or to be connected to one another
without configuring the connection path based on a topology that has already been
determined prior to this.

Embodiments herein split CPRI into a control plane (CP) and an optional data
plane by means of Virtual Master/Slave CPRI entities emulating real CPRI entities
transparently i.e. with no impact on standard CPRI entities, enabling the first unit 17 and
the second unit 18 to connect ad-hoc to any virtual master and slave respectively. Then
the virtual master or slave may agree on reconnecting, directly or at any later point in

time, their remote radio unit or main unit in an optimal fashion including directly without
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involvement of any virtual entities. These reconnected remote radio unit and main unit
may then renegotiate and recalibrate their CPRI interfaces. CPRI has both a control and
data channel, once a connection is established between units. CP herein means a use of
CPRI connections, both data and control channels of CPRI, in order for the CPMS to drain
the control data from the first unit 17. After this, when the first unit 17 connects to the
second unit 18 for exchanging user data, this is referred to as the data plane. The control
plane and data plane may also be referred to as control phase and data phase.

All functions necessary for a large main unit - remote radio unit deployment may
also be more easily addressed as a result, since a Main-Remote link is provided as a part
of a metro optical network solution enabling resilience, load-balancing, common Operation
and Maintenance (OAM). The resilience, load-balancing, common Operation and
Maintenance (OAM) is enabled since visibility of services used is also provided over
optical layer connectivity, via the virtual entities in the network node 16, and also
aggregation of CPRI traffic when needed.

One reason behind embodiments herein is to detach a main unit and a remote
radio unit in a way that enables a use of standard CPRI entities, but still allows for those

CPRI entities to relate and communicate in a more flexible way to one another.

FIG. 2 is a block diagram depicting a system according to embodiments disclosead
herein. Some embodiments herein disclose a CPRI in a split architecture with a control
plane (CP) and a data plane, also referred to as an In-phase Quadrature (IQ) plane.
Main unit and/or Remote radio units use standard CPRI to connect to the control plane,
after which this control plane will decide how to reconnect the different units depending on
resources available in the data plane. In this illustrated example each first unit and each
second unit is connecting ad-hoc to the system via the optical network enabling each first
unit and each second unit to be connected to one another. Thus, each first unit, being
exemplified as the first unit 17, the first RRU 10, the second RRU 11, and the third RRU
12, is connecting to the network node 16, or actually to a virtual master entity in the
network node 16. E.g. the first unit 17, when put into operation, is directed to a virtual
entity in the network node 16 connecting the two entity types. The virtual entity or entities
are part of what could be denoted the control plane, also referred to as CPRI CP, in the
architecture. The control plane can be implemented as a central entity or distributed. The
split of the CPRI may be structured so that the control and data planes are implemented
by means of different entities. Furthermore, in the example of connecting main units

13,14,18 each main unit when connecting to the system connects to a virtual slave entity
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within the network node 16. As stated above, also the virtual slave entity or entities are
nart of the CP. The data plane is used for distributing user data within the system. Thus,
the initial state of the system is represented in Fig. 2 The network node 16 then collects or
retrieves the control data. This control data is stored at a database (DB), located
externally or locally at the network node 16. The network node 16 may then, based on the
retrieved control data, determine a physical path for connecting the different first units to
the second units. Thus, the first and second units 17,18 communicate with their virtual
counterparts, i.e. Virtual Slave/Virtual Master respectively. This may involve standard
CPRI rate negotiations as well as control & management message exchanges. The first
and second units 17,18 do not need to be aware that the other end is virtual. Once the
CPRI entities, i.e., the virtual entities, in the CP has examined the units connected to the
system, the virtual entities or network node 16 may disconnect from those units, since

now the network node 16 is aware of the first and second units 10-14, 17, 18 units

connected to It.

Fig. 3 is a schematic overview depicting physical paths within the optical network
15, connecting the different units. This may be an outcome of the retrieved control data
stored and analysed by the network node 16. Thus, before user data may flow over the
connection between the first unit 17 and the second unit 18, e,g, remote radio unit and
main unit, the Virtual CPRI entities will determine how the first unit 17 and the second unit
18 may be connected to one another. E.g. a central switching facility may be shared by
remotely located RRUs and MU pools: It can involve the use of GMPLS and/or other
protocols in the optical network 15 to find and establish a suitable optical path between
the first unit 17 and the second unit 18. Following this, the virtual entities disconnect
themselves from their respective first or second unit 10-14,17,18. At this point, the, e.g.,
first unit 17 may re-initiate a CPRI calibration procedure over the newly established
ohysical path between the first unit 17 and the second unit 18. This is within the realm of
standard CPRI procedures. In certain cases, e.g. for reasons of aggregation, the virtual
entities will need to be part of the flow of IQ data, and act as CPRI multiplexers/de-
multiplexers. In the illustrated example, the first RRU 10 is connected to the first main unit
13 via a first optical switch 31 and a second optical switch 32. Similarly, the second
RRU 11 is connected to the first main unit 12 via the first optical switch 31 and the second
optical switch 32. The third RRU 12 is connected to the second main unit 14, or the
second unit 18, via the first optical switch 31, a third optical switch 33 and a fourth

optical switch 34. The first unit 17 is connected to the second unit 18 via the third optical
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switch 33 and the fourth optical switch 34. This has been determined by the network node
16 based on the retrieved control data. Thus, according to embodiments herein 1Q data
flows over the optical network 15, with connections established via the radio network node
16. Thus, after the virtual entities in the CP have retrieved control data to be used to found
a physical path between e.g. the first unit 17 and the second unit 18, the virtual entities
may disconnect themselves from the initial connections to different units 10-14, 17, 18
and connect each pair of units over a respective physical path. As an effect, the first unit
17 and second unit 18 will automatically re-initiate the CPRI procedures for negotiations
and calibration. There will often be several alternatives for connectivity, e.g. connecting
the first unit 17 and the second unit 18 directly to one another without interference from
virtual entities. This doesn’t involve any optical-electrical-optical (O-E-O) conversion. I
enough wavelengths are available in the optical network 15, e.g. a metro optical network,
then this is a way to proceed. However, although the connection is registered in the DB,
the optical network 15 cannot monitor performance on the connection. Additionally or
alternatively, the first unit 17 may connect to the second unit 18 by keeping one or several
of the virtual entities in the physical path. Any combination of virtual entities can be
foreseen, e.g. one or several O-E-O hops where the virtual entities involved act as CPRI
multiplexers/de-multiplexers. The reason for keeping an OEO hop may be to enable
aggregation of CPRI flows, or to keep a virtual entity in a packet flow so that this packet
flow may be monitored for e.g. quality such as counting Bit Error Rate (BER), measuring
delay variations or similar over the virtual entity. Here the virtual entity acts as a probe,
e.g. monitoring a few selected RRU/MU connections in order to get an overall picture of

quality of those connections and the services that run over them.

Fig. 4 is a schematic overview depicting a system according to embodiments
herein. With reference to Fig. 4 a detailed example will be described on how RRU and MU
may be connected seamlessly or ad-hoc using the network node 16, exemplified below as
a first CPRI Pseudo Master/Slave (CPMS) 41 and a second CPMS 42. It is up to the
specific implementation to decide whether to implement CPMS as a central entity or as
distributed entities on each access node, the latter is illustrated in the Fig. 4. Two
antennas on the first unit 17, as the first unit 17 is exemplified as an RRU, are connectea
to an Optical Distribution Network (ODN), which is the physicai fiber and devices that
distribute signals to equipments in the system. CPRI on a first unit 17, always acts as a
standard CPRI Slave, denoted herein as a third slave $3. A main unit illustrated as an

example of the second unit 18, acts as a CPRI Master, denoted herein as a first master
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M1. The ODN automatically assigns wavelength for each antenna connected e.g. one per
oort on the first unit 17. This is part of the WDM-PON or equivalent solutions used. An
optical layer may be pre-configured to forward all lambdas from the first unit 17 access
ports to a first CPMS 41, which comprises a virtual master, denoted herein as a third
master M3. Hence, the third slave S3 is automatically forwarded to the third master M3.
The first CPMS 41 may easily use CPRI negotiation procedures to also identify which role
is on the other side, e.g. the third slave S3. The first CPMS 41 negotiates over the
connection between M3 and S3 CPRI rate and exchange control data such as topology
data e.g. control and management information, such as RRU/antenna characteristics,
vendor and/or similar. Established CPRI rates may later be modified, without violating
standard CPRI procedures. All control data such as connections/stub link information
registered on e.g. a CPRI enabled Packet Opto Integration node (C-POINT) is henceforth
assumed to be registered in the DB, which in turn may be based on extensions from
existing routing/link state protocols. As an example, GMPLS could be extended so that it
also disseminates any registered MU/RRU information, in terms of routing/topology
information related to RRU/MUs connected, thus enabling the system to connect
MU/RRUs in an optimum way. Whenever a RRU or MU is connected, the first CPMS 41
will extract information from this unit and inject into the globally available network
database. The first CPMS 41 or other higher order connectivity manager may then use
this control data to find the optimal connection between RRU and MU and connect them.
By some means, including through control data extracted from the first unit 17, the
first CPMS 41 establishes that an appropriate Main Unit is the second unit 18 which is
reached through a second CMPS 42. Finding the correct or appropriate units to
interconnect may be based on, for example, that the second unit 18 has capacity left to
serve first unit 17, or it may be that the second unit 18 supports the same radio standard ,
e.g. GSM, WCDMA, or LTE, as the first unit 17, or it could be based on that the first ana
second units 17.18 are from the same vendors, or that a geographical distance between
the first and second units 17, 18 is optimal for them to interconnect, or any combination of
the above and beyond. In the illustrated example, the second unit 18 is already connected
to the system via the first master M1 and a first slave $1 relationship to the second
CMPS 42. At least, such a connection has been established in the past, but may be
inactive currently, so that a virtual slave entity, i.e. the first slave S1 has had an
opportunity to examine, via standard CPRI control & management channels, capabilities
of the second unit 18. In addition the optical network 15 of which the first slave S1 forms

part, has published, via GMPLS or other, characteristics that help or aid in choosing this
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second unit 18 for particular first units, depending on geography/technology and other
factors as stated above.

In this particular case, the first and second CMPS 41,42 and other optical switches
use out-of-band signaling, e.g. GMPLS, over an interface between a second slave S2
and a second master M2, to agree in connecting master interface of the first master M1
directly to the slave interface of the third slave S3, through the optical switches of nodes
that are part of the physical path. As the first master M1 discovers the third slave S3, and
vice-versa, they will automatically start to negotiate for CPRI rates. For the third slave S3
this will be perceived as a re-negotiation, and for the first master M1 as a new remote
radio unit to connect to. The chain between the first master M1 and the third slave S3 is
thus completed. After this, renegotiations may occur e.g. for rates etc. by means of CPRI
control channels, and GMPLS for adaptation of underlying optical connectivity. Master
interface of the third master M3 may choose to multiplex wavelengths over a multiplexer
43 from the third slave S3 onto one shared wavelength i.e. by multiplexing the individual
antenna CPRI IQ data onto a higher order CPRI flow, or it may optional not to, depending
on available resources in the optical network and other aspects. The data flow may then
demultiplex wave lengths in a demultiplexer 44, towards the second unit 18.

Whilst providing capabilities of connecting main and remote radio units ad-hoc {o
the system, embodiments herein are still fully CPRI compatible and may hence enable
most advanced radio features, e.g. up-link Cooperative Multi-Point (CoMP) to be
implemented. Embodiments herein relate to two domains, an optical domain and also
radio domain, so that we can use standard GMPLS or other packet domain
routing/control/OAM mechanisms and apply those to a control of antennas. By using the
Virtual Master/Slave entities, we may connect any RRU and MU to the system prior to
establishing a specific MU-RRU topology, and do this transparently to the involved
standard RRU/MU devices.

The method actions in the network node 16 for enabling the first unit 17 to connect
or to be connected ad-hoc to the second unit 18 in the system configured for remote radio
units and main units according to some general embodiments will now be described with
reference to a flowchart depicted in Fig. 5. The actions do not have to be taken in the
order stated below, but may be taken in any suitable order. Actions that are only

nerformed in some embodiments are marked with a dashed box. The network node 16 is

comprised in an optical network 15
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Action 501. The network node 16 receives a connection request from the first unit

17 over the optical network 15.
Action 502. The network node 16 establishes a connection, to the first unit 17, for

control data.

Action 503. The network node 16 stores control data regarding the first unit 17.
The control data is retrieved from the first unit 17 over the established connection. The
control data enables the first unit 17 to connect or to be connected ad-hoc to the second

unit 18 for transferring user data over a physical path through the optical network 15.

Action 504. In some embodiments the network node 16 disconnects the

established connection for control data.
Action 505. In some embodiments the network node 16 connects ad-hoc the first

unit 17 to the second unit 18 according to a determined physical path through the optical
network 15. The determined path is based on the stored control data. In some
embodiments the network node 16 connects and keeps the network node 16 in the
determined physical path, e.g. when the first unit 17 is a remote radio unit and the seconad
unit 18 is a main unit. The network node 16 may connect after disconnection of the
established connection.

The first unit 17 may be a remote radio unit and the second unit 18 is a main unit.
Alternatively, the first unit 17 may be a main unit and the second unit 18 may be a remote
radio unit. The first unit 17 may be connected to the second unit 18 over a Common
Public Radio Interface and the user data is In-phase Quadrature data. The network node
16 may comprise an interface that is split in a control plane and a data plane. The control
plane comprises at least one virtual master entity and at least one virtual slave entity

enabling the network node 16 to establish the connection for control data.

FIG. 6 is a block diagram depicting the network node 16 adapted for enabling a
first unit 17 to connect or to be connected ad-hoc to a second unit 18 In a sysiem

configured for remote radio units and main units. The network node 16 is configured to be

comprised in an optical network 15.

The network node 16 comprises an input or output interface (l1/O) 601

configured to receive a connection request from the first unit 17 over the optical network

15.
The network node 16 further comprises an establishing circuit 602 configured to

establish a connection, to the first unit 17, for control data.
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The network node 16 further comprises a storing circuit 603 configured to store
control data regarding the first unit 17 e.g. locally in a memory 604 or externally in a
database. The control data, retrieved from the first unit 17 over the established
connection, enables the first unit 17 to connect or to be connected ad-hoc to the second
unit 18 for transferring user data over a physical path through the optical network 15.

Moreover, the network node 16 may comprise a disconnecting circuit 605
configured to disconnect the established connection for control data.

The network node 16 further comprises a connection circuit 606 configured to
connect ad-hoc the first unit 17 to the second unit 18 according to a determined physical
nath through the optical network 15. The determined path is based on the stored control
data. The connecting circuit 606 may be configured to keep the network node 16 in the
determined physical path. The connecting circuit 606 may be configured to perform the
connecting process after disconnection of the established connection.

As stated above, the first unit 17 may be a remote radio unit and the second unit
18 may be a main unit. Alternatively, the first unit 17 may be a main unit and the second
unit 18 may be a remote radio unit. The network node 16 comprises an interface that Is
split in a control plane and a data plane. The control plane comprises at least one virtual
master entity and at least one virtual slave entity enabling the establishing circuit 602 to
establish the connection to the second unit 18. The first unit 17 may be enabled to
connect or to be connected ad-hoc to the second unit 18 over a Common Public Radio
Interface and the user data is In-phase Quadrature data.

The embodiments herein for enabling a first unit 17 to connect or to be connected
ad-hoc to a second unit 18 in a system configured for remote radio units and main units
may be implemented through one or more processors, such as a processing circuit 607
in the network node 16 depicted in Fig. 6, together with computer program code for

performing the functions and/or method steps of the embodiments herein. The program

code mentioned above may also be provided as a computer program product, for instance
in the form of a data carrier carrying computer program code for performing embodiments
herein when being loaded into the network node 16. One such carrier may be in the form
of a CD ROM disc. It is however feasible with other data carriers such as a memory stick.

The computer program code may furthermore be provided as pure program code on a

server and downloaded to the network node 16.

The memory 604 may comprise one or more memory units and may be used to
store for example data such as control data, and applications to perform the methods

herein when being executed on the network node 16.
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Those skilled in the art will also appreciate that the various “circuits” described
may refer to a combination of analog and digital circuits, and/or one or more processors
configured with software and/or firmware (e.g., stored in memory) that, when executed by
the one or more processors, perform as described above. One or more of these
orocessors, as well as the other digital hardware, may be included in a single application-
specific integrated circuit (ASIC), or several processors and various digital hardware may
be distributed among several separate components, whether individually packaged or

assembled into a system-on-a-chip (SoC).
By using e.g. Virtual Master/Slave entities, any RRU and MU are connectable to

the system prior to establishing a specific MU-RRU topology, and this may be
transparently to the involved standard RRU/MU devices.

In the drawings and specification, there have been disclosed exemplary
embodiments. However, many variations and modifications can be made to these
embodiments. Accordingly, although specific terms are employed, they are used in a
generic and descriptive sense only and not for purposes of limitation, the scope of the

embodiments described herein being defined by the following claims.
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CLAIMS

1. A method by a network node (16) for enabling a first unit (17) to connect or to be connected ad-
hoc to a second unit (18) in a system comprising remote radio units and main units, wherein the first
unit is a remote radio unit and the second unit is a main unit or the first unit is a main unit and the
second unit is a remote radio unit, which network node (16) is comprised in an optical network (15); the
method comprising:

- receiving (501) a connection request from the first unit (17) over the optical network (15);

- establishing (502) a control-plane connection, to the first unit (17), for control data wherein the
network node {16) comprises at least one virtual master entity and at least one virtual slave entity
enabling the establishing (502) of the control-plane connection, wherein said control-plane connection
Is @ Common Public Radio Interface, CPRI, connection, such that the step of establishing a control-plane
connection comprises establishing a CPR! connection between said at least one virtual master entity
transparently emulating a CPRI master and said first unit acting as a CPRI slave when said first unit is a
remote radio unit and establishing a CPRI connection between said at least one virtual slave entity
transparently emulating a CPRI slave and said first unit acting as a CPRI master when said first unit is a
main unit;

- storing (503) control data regarding the first unit {17), which control data is retrieved from the first unit
(17) over the established control-plane connection;

- disconnecting (504) the established control-plane connection for control data; and

- establishing a data-plane ad-hoc connection between the first unit (17) and the second unit (18) for
transferring user data over a determined physical path through the optical network (15), which
determined path is based on the stored control data regarding the first unit and on stored contro! data
regarding the second unit, and wherein the establishment of the data-plane connection is performed
after disconnection of the established control-plane connection, wherein said data-plane connection is a
CPRI connection and user data is In-phase Quadrature data.

2. A network node (16) adapted for enabling a first unit (17) to connect or to be connected ad-hoc
to a second unit (18) in a system comprising remote radio units and main units, wherein the first unit is a
remote radio unit and the second unit is a main unit or the first unit is a main unit and the second unit is
a remote radio unit, which network node (16) is coupled to an optical network (15); the network node
(16) comprises

an input or output interface (601) configured to receive a connection request from the first unit
(17) over the optical network (15), an establishing circuit (602) configured to establish a control-plane
connection, to the first unit {(17), for control data, wherein the network node (16} comprises at least one
virtual master entity and at least one virtual slave entity enabling the establishment circuit (602) to
establish the control-plane connection to the second unit (18), wherein said control-plane connection is
a Common Public Radio Interface, CPRI, connection, such that the establishment circuit {602) is enabled
to establish a CPRI connection between said at least one virtual master entity transparently emulating a
CPRI master and said first unit acting as a CPRI slave when said first unit is a remote radio unit and

CA 2864279 2018-07-09
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enabled to establish a CPRI connection between said at least one virtual slave entity transparently
emulating a CPRI slave and said first unit acting as a CPRI master when said first unit is a main unit;

a storing circuit {603) configured to store control data regarding the first unit {(17), which contro]
data, retrieved from the first unit (17) over the established control-plane connection:

a disconnecting circuit (605) configured to disconnect the established control-plane connection
tor control data; and

a connection circuit (606) is enabled to establish a data-plane ad-hoc connection between the
first unit (17) to the second unit (18) for transferring user data according to a determined physical path
through the optical network {15), which determined path is based on the stored control data regarding
the first unit and on the stored control data regarding the second unit, wherein the connecting circuit
(606) is enabled to perform the connecting process after disconnection of the established control-plane

connection, wherein the data-plane connection is CPRI connection and user data is In-phase Quadrature
data.

CA 2864279 2018-07-09
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