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APPLYING MULTIPLE COMPRESSION
ALGORITHMS IN A DATABASE SYSTEM

BACKGROUND OF THE INVENTION
1. The Field of the Invention

This invention relates to systems, methods, and computer program products
for compressing data in a database system.
2. Background and Relevant Art

Many conventional database systems use “B-Trees”, or some other similar
“page”-based structure to store collections of structured data. One reason for this is
that B-Tree systems generally provide efficient methods to store and access large
amounts of dynamic data on slow media, such as tape or hard disk (“sub-storage”).
Data such as this is typically more data than would ordinarily fit in Random Access
Memory (“RAM”) To enable this level of efficiency, however, B-Tree systems
make no assumption about what type of data is being stored, allowing the B-Tree
systems to be flexible enough for most kinds of data. In particular, B-Tree systems
generally limit the data to “tables” where each item is stored a row, with its elements
stored in columns (the set of columns being the same for all items in the table).
Each column is defined to contain a fixed size number or a string (either of a fixed
size or of variable size).

As computer CPUs increase in performance relative to disk systems, the
relative cost of using variable-sized columns, and compression, has fallen. In
general, compression algorithms remove redundancy in data, thus making the data
smaller. This is generally desirable since storing the original version of the data on
disk often takes longer than it takes to both compress the data and store the smaller
or compressed version of the data on disk. A number of different types of

compression have been implemented to remove redundancy in data to provide such
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5  storage efficiencies. For example, compression can shrink the column data before it
is put into the columns (i.e., “intra-row” compression), such as if the table system
supports the type of data that is being put in, and is still able to sort the rows. In
another exemplary system, compression is utilized to shrink the size of the resulting
pages (i.e., “inter-row” compression). Unfortunately, neither of these compression

10  systems is ideal in conventional databases.

By way of explanation, “intra-row” compression involves applying
compression before the values are entered into columns, since the compression
works within a single row. Unfortunately, the storage savings from intra-row
compression are minimal since most of the data redundancy in a page-based

15 database is between the rows in a table, not within the rows. By contrast, “inter-
row” compression, or compression of several rows in a table, results in much better
compression, but results in chunks of data that are of different sizes (i.e., each page
started out the same size but the compression works differently on each one,
fresulting in different sizes). Since “inter-row” compression results in chunks of data

20 that vary in size, inter-row compression is generaily used with a sub-storage that
supports storage and retrieval of variable-sized data. Unfortunately, compressing to
variable-sized data chunks, such as with inter-row compression, can result in
significant performance degradation. In particular, much of the space savings
offered by inter-row compression is wasted by the sub-storage system as the sub-

25  storage tries to compensate for having to support variable-sized chunks.

One example of a conventional inter-row compression system in a database
is a database that uses a “symbol table”. In particular, a database system such as this
looks for common values for each column, and only stores one version of that value
in the symbol table, which is also stored in the same page. The symbol table refers

30  back to that value whenever the value occurs again in columns stored in the same
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page. As such, this type of compression is an example of inter-row compression,
since the compression works by looking at values common in more than one row in
the table. The problem of variable-sized chunks of data is solved by applying the
compression as the items are placed into the pages.

An example of intra-row compression, called “gamma” encoding, includes
one type of a full-text indexing system. For example, a full-text indexing system
that uses gamma encoding may assume that smaller numbers are used much more
frequently than large ones. The system then stores numbers with a variable number
of bytes, where small numbers only take a small number of bytes, and large numbers
take more bytes (even more than their corresponding normal fixed-width
representation). Where the smaller numbers are represented more frequently in the
indexing system, the gamma encoding can provide measurable space savings.

Another example of an inter-row compression algorithm is a “delta” (i.e.,

. difference) compression, which uses the delta, or difference, between rows to

identify ;iata. This type of compression is sometimes used to store databases, such
as one used to store a dictionary in as small a space as possible, where many of the
data terms have at least some similarity. In particular, a delta compression algorithm
takes advantage of the fact that words in the dictionary, when stored in order,
frequently start with a sequence of letters identical to the previous word in the list.
For example, after “rabbi”, the next word in the dictionary might be “rabbit”. The
word “rabbit” could be stored represented as “5t”, indicating that the first 5 letters of
this word are the same as in the previous word, but then adds the letter “t” to the
end.

Unfortunately, conventional databases do not take advantage of the different
types of compression algorithms, and tend to use only one type of compression or

another. One reason that this might be is that compression algorithms that result in
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smaller data also result in data that cannot typically be read or modified without
decompressing or recompressing the entire data set. Since large sets of data are
frequently subject to change due to the addition of new data, such a system of
multiple compression algorithms does not work well. In particular, the accessibility
and modifiability of the data is important, but are nevertheless subject to the need for
smaller data sizes to accommodate very large databases.

For example, a database index using a B-Tree system might store the word
“z00”, but then use a separate (non page-base) data stream to store the
corresponding list of rows that the word “zoo” exists in, using delta compression
(storing only the difference between numbers in an increasing sequence) and gamma
compression (storing smaller numbers using less bytes). This could provide size
savings advantage, but nevertheless require a separate system for storing the data
stream containing the list of rows, since the data could not be stored in the B-Tree.
For example, a database utilizing this type of design might only be able to update the
index (for example, removing a document from the system) by completely rewriting
the index stream. As such, this type of database makes modifications to the database
very cumbersome as a trade off for space gains from compression.

Accordingly, an advantage in the art can be realized with systems, methods,
and computer program products that efficiently combine the benefits of several
compression algorithms into a single database system, while retaining the system’s
ability to efficiently make incremental changes to the data.

BRIEF SUMMARY OF THE INVENTION

The present invention solves one or more of the foregoing problems in the
prior art with database systems and methods that provide for the efficient use of
multiple compression algorithms in a way that data can be compressed for

significant space savings, and can be easily retrieved and read when needed. In
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particular, implementations of the present invention provide for the efficient use of
both intra-row and inter-row compression techniques in a database system using a
page-based structure and a compression plug-in which facilitates access to data from
the page based structure and writing of new data into sub storage in an efficient
manner.

For example, in one implementation of the present invention, a request is
received to access (i.e., add, delete, modify) data contained within a database page.
A compression plug-in retrieves the database page from sub-storage, allocates a
page buffer based on a stored value indicating the page size when inter-row
decompressed, and then inter-row decompresses the page into that page buffer. The
page data, however, remains in intra-row compressed form within the page buffer;
and any data added to the page buffer is added using intra-row compression
techniques, such as gamma encoding.

Once the page data is no longer needed, the data in the page buffer can be
saved back to the sub-storage. To do this, the compression plug-in begins by
compressing the data in the page buffer using inter-row compression. The
compression plug-in identifies if there is sufficient space in the page in sub storage
to store the data in the page buffer. If there is sufficient space to store the intra-row
and inter-row compressed data from the page buffer to the page in sub-storage, the
compressed data from the page buffer is saved into the page in the sub-storage. If
there is too much data to fit into the page in the sub-storage, the page buffer is split
into one or more additional page buffers, as appropriate, and one or more
corresponding fixed-size pages are also created in the sub-storage. The compression
plug-in then inter-row compresses each page buffer and writes the compressed data

into the corresponding fixed-size pages in the sub-storage.
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According to one embodiment of the present invention, the compression
plug-in is utilized to allocate the page buffer, access data from sub-storage, manage
compression of data to and from sub-storage, and allocate new page buffers and
pages in sub-storage as required, and inform the B-Tree or other row management
system of the addition of new pages as a result of a page buffer split. Utilizing the
compression plug-in for such functionality provides a number of benefits. The
compression format can be changed, altered, or dynamically customized according
to the type of underlying data to be stored without affecting the underlying storage
format or row management system. Additionally, the compression plug-in
facilitates the determination of the need to create additional pages in sub-storage
without first attempting to write the data into sub-storage. The use of a compression
plug-in also allows an underlying B-Tree or other data storage structure to maintain
the data in fixed size pages in sub-storage. By utilizing fixed size pages in sub-
storage, optimal efficiency of the underlying storage format is maintained as new
pages in sub-storage are created to accommodate additional data being written from
page buffers.

Accordingly, implementations such as these in accordance with the present
invention provide the ability to custom-tailor multiple types of compression for each
data type being stored, while retaining fixed-size pages in sub-storage. Furthermore,
implementations in accordance with the present invention provides these advantages
without necessarily requiring any changes to the B-Tree (or other row management)
system. Furthermore such implementations provide the ability to maintain an
acceptable level of accessibility and modifiability in the database system.

Additional features and advantages of exemplary implementations of the
invention will be set forth in the description which follows, and in part will be

obvious from the description, or may be learned by the practice of such exemplary
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implementations. The features and advantages of such implementations may be

realized and obtained by means of the instruments and combinations particularly

pointed out in the appended claims. These and other features will become more

fully apparent from the following description and appended claims, or may be

learned by the practice of such exemplary implementations as set forth hereinafter.
BRIEF DESCRIPTION OF THE DRAWINGS

In order to describe the manner in which the above-recited and other
advantages and features of the invention can be obtained, a more particular
description of the invention briefly described above will be rendered by reference to
specific embodiments thereof which are illustrated in the appended drawings.
Understanding that these drawings depict only typical embodiments of the invention
and are not therefore to be considered to be limiting of its scope, the invention will
be described and explained with additional specificity and detail through the use of
the accompanying drawings in which:

Figure 1 is a block diagram of an illustrative system utilizing a compression
plug-in to control access and storage of new data into sub-storage according to one
embodiment of the present invention.

Figure 2 illustrates the manner in which the compression plug-in of Figure 1
is utilized to access data from sub-storage and utilize a page buffer to add new data
to the page data.

Figure 3 illustrates the manner in which data is transferred from the page
buffer to sub-storage utilizing the compression plug-in of Figure 1.

Figure 4 is a flow diagram illustrating the manner in which a compression
plug-in transfers new data for storage in sub-storage according to one embodiment

of the present invention.
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Figure 5 is a flow diagram illustrating the manner in which the compression
plug-in determines whether to create additional pages within sub-storage for
transferring data to sub-storage.

Figure 6 is a block diagram illustrating the manner in which the compression
plug-in utilizes additional page buffers to more efficiently write data to additional
pages in sub-storage.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

The present invention extends to systems and methods that provide for the
efficient use of multiple compression algorithms in a way that data can be
compressed for significant space savings, and can be easily retrieved and read when
needed. In particular, implementations of the present invention provide for the
efficient use of both intra-row and inter-row compression techniques in a database
system using a page-based structure and a compression plug-in which facilitates
access to data from the page based structure and writing of new data into sub storage
in an efficient manner.

By applying compression using a plug-in while the data is being added to the
pages, the present invention can separate compression from both the sub-storage and
the row management system, and thus balance saving space with accessibility and
modifiability. Additionally, the compression plug-in facilitates the determination of
the need to create additional pages in sub-storage without first attempting to write
the data into sub-storage. Due to the inherent inefficiencies of transferring data to
sub-storage, utilizing a compression plug-in to determine whether there is sufficient
space in the page before transferring data to sub-storage results in substantial
performance efficiencies.

Figure 1 is a block diagram of an illustrative system utilizing a compression

plug-in to control access and transfer of data to and from sub-storage according to
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one embodiment of the present invention. In the illustrated embodiment, a system
10 is provided between sub-storage 12 and a buffer 14. In the illustrated
embodiment, system 10 is operably linked to sub-storage 12 and buffer 14 such that
page data can be accessed from sub-storage 12 for the addition of data into the page
in sub-storage 12. For example, according to one embodiment of the present
invention, information in a page in sub-storage 12 corresponds with information
stored in a database. In the event that additional data needs to be added to the
database, the page corresponding with the information to be stored is accessed from
sub-storage 12. The page data in sub-storage 12 is compressed for efficient storage
of the page data in the underlying storage format (i.e. B-Tree data structures). The
page data accessed from sub-storage 12 is at least partially decompressed and sent to
buffer 14. The data is stored in buffer 14 allowing the new data to be added to the
page data as appropriate.

In the illustrated embodiment, a compression plug-in 16 is provided in
connection with system 10. Compression plug-in 16 provides compression and
decompression of data. Compression plug-in 16 controls access of page data from
sub-storage 12 including providing decompression of page data being accessed from
sub-stordge 12. Additionally, compression plug-in allocates buffer 14 for data
transferred from sub-storage 12 including providing transmission of decompressed
data to page buffer 14. Compression plug-in 16 also facilitates management of
system 10, including the row manager, allowing for compression of new data being
added to buffer 14. In the illustrated embodiment, decompressed page data 18
accessed from sub-storage 12 is provided to buffer 14 utilizing compression plug-in
16. Subsequent to the addition of new data from system 10 to buffer 14,

compression plug-in 16 facilitates compression of the data in buffer 14 for storage in
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5  sub-storage 12. Compression plug-in 16 then transmits compressed page data 20
from buffer 14 into sub-storage 12.

By applying compression using compression plug-in 16 while the data is
being added to the pages used by the row management system, the present invention
can separate the compression from both sub-storage 12 and the row management

10 system of system 10, and thus balance saving space with accessibility and
modifiability. The balance needed for each data type may be different. Thus,
compression plug-in 16 allows for changing of the compression algorithm, without
the changing underlying row management or sub-storage systems, providing the
ideal balance between compression and modifiability for each type of data that the

15 system stores, without necessarily requiring modification of the underlying systems.
In accordance with the present invention, compression plug-in-16 can be configured
for use with any traditional B-Trees, B+Trees, B¥Trees, Binary Trees, N-way Trees,
Database Tables, Hash-Trees, or any other page-based storage system, with little
modification, and without affecting the system’s ability to decide on what pages data

20 should be stored.

Figure 2 illustrates the manner in which compression plug-in 16 is utilized to
access data from sub-storage 12 and utilize Page A Buffer 14a to add new data. In
the illustrated embodiment, system 10 loads a page (i.e. Page A) and the
corresponding data (i.e. Page A Data) from the sub-storage 12. Compression plug-in

25 16 creates a corresponding Page A Buffer 14a that is larger than the data loaded
from sub-storage 12. According to one embodiment of the present invention, the
data in sub-storage 12 (i.e. Page A Data) is compressed in both intra-row
compression and inter-row compression. The compression plug-in 16 provides

inter-row decompression of the data from sub-storage 12 while leaving the data in

10
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intra-row compression. The larger size of Page A Buffer 14a is used to store a
version of the intra-row compressed data (i.e. Page A data in Page A Buffer 14a).

New data 22 to be added to Page A data in Page A Buffer 14a is provided in
connection with compression plug-in 16. Before new items are added to the page
data in Page A Buffer 14a, compression plug-in 16 applies intra-row compression to
the new data to resulting in intra-row compressed new data 24. Compression plug-
in 16 operates in connection with a row manager to determine the juxtaposition of
the new data 24 relevant to the existing page data in Page A Buffer 14a.
Compression plug-in 16 then inserts the new data into Page A Buffer 14a
(expanding Page A Buffer 14a if needed).

As will be appreciated by those skilled in the art, a variety of types and
configurations of systems and methods can be provided without departing from the
scope and spirit of the present invention. For example, according to one
embodiment of the present invention, the compression plug-in. operates in
connection with the row manager before intra-row compression of the data. In
another embodiment, the compression plug-in compresses the page data independent
of the row manager and subsequently the row manager adds the intra-row
compressed data in the page buffer without the use of the compression plug-in.
According to another embodiment of the present invention, the data from sub-
storage is completely decompressed before addition to the page buffer. According
to another embodiment of the present invention, the data in sub-storage is
compressed with a single compression algorithm (such as index compression) and
the compression plug-in is utilized to control the addition of new data into the sub-
storage in the single compression format.

Figure 3 illustrates the manner in which data is written from page buffer 14

to sub-storage 12 utilizing compression plug-in 16. In the illustrated embodiment,

11
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subsequent to the addition of new data to page buffer 14, page buffer 14 contains the
original data inter-row decompressed from sub-storage 12 (i.e. Page A Data) plus
the new data intra-row compressed from compression plug-in 16 (i.e. New Page A
Data). Once the new data has been added to page buffer 14, compression plug-in 16
identifies that the data in page buffer 14 is ready to be sent to sub-storage 12.

When the data in page buffer 14 is ready to be moved back to the sub-storage
12, compression plug-in 16 then applies inter-row compression to both the Page A
Data and the New Page A Data. Such inter-row compression can include delta-row
compression or other known inter-row compression algorithms. Because, the data in
page buffer 14 was stored in intra-row compression, the additional inter-row
compression provided by compression plug-in 16 results in both intra-row and inter-
row compression of the data from page buffer 14. The compressed page data from
page buffer 14, including the new page data, is then sent to a page in sub-storage 12
corresponding with page buffer 14. Subsequent to transmission of the data from
compression plug-in 16 to sub-storage 12, the data is stored in sub-storage 12.in
both an intra-row compressed and inter-row compressed format. This provides
compression benefits of inter-row compression while maintaining fixed sized bits of
data that allows for optimized accessibility, modifiability, and overall system
performance.

In accordance with the present invention, although traditionally-structured
data can benefit from this type of compression, index data can also benefit greatly.
For example, traditional SQL databases use B-Trees to index data stored in tables.
One of the most complicated (and space-consuming) indexes in a database is a full-
text index. In a full-text index, every word from every document in the table is
indexed so that by looking up the word in the B-Tree, one can quickly find which

documents have that a particular word in them. In a traditional database, this data is

12
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enormous since each entry in the index stores the word, a document identifier, and a

position within the document where that word occurs. For example, a typical full-

text index might be represented as follows:

Word Document Position
zoological 5789 2625
zoological 5789 2652
zoological 5789 2731
zoological 5789 2788
zoological 88764 10
zoological 88764 66
zoological 88764 82
zoological 9947852 43

e

Each of the entries in this table account for the fact that there might be many

documents and some documents may be very long. As such, the fields used to store

the document identifier, and the position information must be large enough to

indicate the last possible word in the last possible document in the system. Thus, in

the example given above, 32 bits would be needed to store the document identifier,

and 16 bits would be needed to store the position (though this would limit the

documents to 65536 words). As such, a total of (at least) 17 bytes would be needed

for each row of data (11 bytes for the string “zoological” and a terminator or length

indicator, 4 bytes for the document identifier, and 2 bytes for the position

information), for a total of 136 bytes.

13
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5 If one conventional inter-row compression is used on the above table, any
values used more than once in the page (i.e., the string “zoological” and the
document identifiers 5789 and 88764) could be reduced to a single instance, plus
one byte (or more) per instance. This would reduce the total size to 17 (first row) +
8 (each instance of “zoological”) + 4 (5789) + 4 (each instance of 5789) + 4 (88764)

10  + 3 (each instance of 88764) + 4 (9947852) + 8 * 2 (positions), for a total of 60
bytes.

By contrast, implementations of the present invention provide for storage of
all of the page data in the B-Tree database system while using three compression
algorithms. As such, “zoological” is only stored once, each unique document

15 identifier is only stored once, and both the document identifiers and the positions of
the page data are stored using only the increase from the previous item.
Furthermore, the present system uses gamma encoding to store small numbers with
fewer bytes.

As such, using a simplified version of a compression scheme in accordance

20  with the present invention, this sample data might require only 11 (“zoological”) +2
(5789 gamma encoded) + 2 (2652 gamma encoded) + 1 (“zoological” and 5789
repeat indicator) + 1 (2752 — 2725 gamma encoded) + 1 (“zoological” and 5789
repeat indicator) + 1 (2731 — 2652 gamma encoded) + 1 (“zoological” and 5789
repeat indicator) + 1 (2788 — 2731 gamma encoded) + 1 (“zoological” repeat

25 indicator) + 3 (88764 - 5789 gamma encoded) + 1 (10 gamma encoded) + 1
(“zoological” and 88476 repeat indicator) + 1 (66 — 10 gamma encoded) + 1
(“zoological” and 88476 repeat indicator) + 1 (82 — 66 gamma encoded) + 4
(9947852 - 88764 gamma encoded) + 1 (43 gamma encoded), or 35 bytes. This
results in a compression ratio of 136:35, or 3.89. Nevertheless, even less space than

30  this might be needed since a code to indicate that the column value is the same as in

14
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5  the previous row could be implemented in a way that takes up less than one byte of
space. If the sample data contained more entries for “zoological” (as would be
likely with both large data sets and more common words), the compression ratio
could improve significantly.

While 35 bytes is slightly more space (i.e., less compression) than the

10  compression provided in some conventional non-paged compression systems, such
systems usually require decompressing and recompressing larger amounts of data
when modifying small portions of existing data, which requires more accesses to
sub-storage, resulting in a system that is slower overall. However, the present
system uses the same system for all types of page data, and retains significantly

15 more modifiability than the compression systems that provide slightly more
compression (compression only needs to be reapplied to a single page worth of items
to insert or delete one row). As a result, any loss in compression is more than
compensated for in improved system performance resulting from the ability to
modify the data without recompressing the entire data set. Such efficiencies are

20  particularly magnified where the system is utilized with very large data sets (e.g.,
tables of millions of documents averaging 30,000 or more words).

Figure 4 is a flow diagram illustrating the manner in which a compression
plug-in is utilized to insert new data into sub-storage according to one embodiment
of the present invention. In the illustrate embodiment, new data is received in step

25  26. Subsequent to receiving data, a page in sub-storage having data corresponding
with the new data is identified in step 26. The page and corresponding data is then
accessed from sub-storage in step 28. Once the page and corresponding data have
been accessed from sub-storage, the page data is decompressed using inter-row

decompression and sent to a page buffer corresponding with the page in step 32.

15
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5 Once the inter-row decompressed data has been sent to the page buffer, the
new data is compressed using intra-row compression in step 34. The new data
compressed using intra-row compression is then added to the inter-row
decompressed data in the page buffer in step 36. Once the new data has been added
to the inter-row decompressed data, the data in the page buffer is compressed using

10  inter-row compression in step 38. It is then determined whether the compressed data
can be stored in the corresponding page in sub-storage in step 40. In the event that it
is determined that the compressed data can be stored in the corresponding page in
sub-storage, the inter-row compressed data is then stored in the corresponding page
in sub-storage in step 42.

15 The compression plug-in is configured to determine, before attempting to
write the data from the page buffer to the page in the sub-storage corresponding with
the page buffer, whether there is sufficient space in the page in sub-storage to
accommodate the data from: the page buffer. In the event, that there is sufficient
space in the page in sub-storage corresponding with the page buffer, the data is

20 stored in the page in sub-storage. In the event that there is insufficient space in the
page in sub-storage, additional space is allocated to store the information in sub-
storage before attempting to store the data in sub-storage.

Figure 5 illustrates a method utilized to allocate additional space for the
storage of the data from the page buffer before attempting to store the data in sub-

25  storage according to one embodiment of the present invention. In the illustrated
embodiment, a request is received to enter data from a page buffer in which
additional data has been added into a page in sub-storage in step 44. After receiving
the request to enter the data into a page in sub-storage, the data from the page buffer
is compressed using inter-row compression in step 46. The amount of space

30  provided by the page in sub-storage is then determined in step 48. Once the amount
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of space provided by the page in sub-storage is determined, the size of the intra-row
and inter-row compressed data is determined in step 50.

It is then identified whether compressed data from the page buffer will fit
into the corresponding page in sub-storage in step 52. If there is sufficient space in
the page in sub-storage corresponding with the page buffer, data is saved in a page
of sub-storage in step 60. If there is insufficient space in the page in sub-storage
corresponding with the page buffer, additional buffers and pages in sub-storage are
created to accommodate the amount of compressed data in step 54. The compressed
data is decompressed using inter-row decompression and then allocated to the page
buffers in step 56. Once the data has been allocated to the additional page buffers,
the data from each individual page buffer is compressed using inter-row
compression and sent to the respective pages in sub-storage such that each page
receives inter-row compressed page data from their respective page buffers in step
58.

Due to the amount of time that is required to write data to sub-storage, the
determination of the sufficiency of space on the page(s) in sub-storage performed by
the compression plug-in, provides significant performance savings in the data
storage system. In the event that the amount of new data that has been added to the
page buffer renders the resulting data too large to store in the page in sub-storage,
the attempt to write that data to the page in sub-storage results in significant
consumption of system operating time. The data is retrieved from sub-storage,
decompressed, split into additional page buffers, and then re-written to storage. By
first determining whether there is sufficient space in the page in sub-storage before
attempting to write data to sub-storage, significant operating efficiencies are
provided. While not every addition of data to a page buffer renders the resulting

data too large to store in the existing page in sub-storage, determination of the
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5 amount of space provided by the page in sub-storage still provides significant
operating efficiencies. System operating speed allows the compression plug-in to
perform a significant number of sub-storage space determinations in less time than it
takes to make a single attempt to transfer page data from the page buffer to sub-
storage.

10 As will be appreciated by those skilled in the art, a variety of types and
configurations of systems and methods for allocating page buffer data to additional
pages in sub-storage can be utilized. For example, in one embodiment, the
compression plug-in utilizes the row-management system to allocate data into
multiple page buffers once it is determined that there is insufficient space in the

15 page(s) in sub-storage to accommodate the data in a particular page buffer.
According to another embodiment of the present invention, the compressed data is
not decompressed when additional page buffers are allocated and the data is inserted
into the individual page buffers. According to another embodiment of the present
invention, the page data is completely decompressed before being allocated to

20 individual page buffers. According to yet another embodiment of the present
invention, the size of the pages in the sub-storage are fixed and the compression
plug-in determines whether the size of the compressed data is larger than the sized
of the fixed sized pages.

Figure 6 is a block diagram illustrating the manner in which compression

25 plug-in 16 utilizes additional page buffers to more efficiently transfer data to
additional pages in sub-storage. In the illustrated embodiment, compression plug-in
has identified that the size of the Page A 66 in sub-storage was insufficient to
accommodate the data originally retrieved from Page A 66 in combination with the
new data added to the data retrieved from Page A 66. As a result, compression plug-

30 in 16 has allocated an additional page buffer 64 in addition to page buffer 14. An
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5  additional page (i.e. Page B 66) has been allocated which corresponds with page
buffer 64. The combination of Page B 68 and Page A 66 provide sufficient space for
the compressed data which needs to be stored.

Once page buffer 64 has been allocated, the data is allocated to Page A
Buffer 14a and Page B Buffer 64 using row manager 62. Utilizing row manager 62

10 allows for the organized and efficient storage of the data in individual page buffers
(i.e. Page A Buffer 14 and Page B Buffer 64). Once the data has been allocated to
Page A Buffer 14a and Page B Buffer 64, the data is individually retrieved from
each Page of Page A Buffer 14a and Page B Buffer 64, compressed using inter-row
compression, and sent for storage to Page A 66 and Page B 68.

15 For example, according to one embodiment of the present invention,
subsequent to allocation of the inter-row decompressed data to Page A Buffer 14a
and Page B Buffer 64, compression plug-in 16 accesses data from Page A Buffer
14a. Compression plug-in 16 then compresses the data from Page A Buffer 14a
utilizing inter-row compression. Once the data from Page. A Buffer 14a is intra-row

20 and inter-row compressed, compression plug-in confirms that there is sufficient
space in Page A 66 to store the compressed data. The compressed data from Page A
Buffer 14a is then sent to Page A 66 in sub-storage. Compression plug-in 16 then
access the data from Page B Buffer 64, compresses the data using inter-row
compression, confirms that there is sufficient storage space in Page B 68, and sends

25  the compressed data to Page B in sub-storage.

According to one embodiment of the present invention, if the compression
plug-in cannot fit the data from the page buffer into the corresponding page in sub-
storage, the compression plug-in indicates the condition to the row manager. The
row manager system handles the condition by assigning one or more additional page

30 buffers in the sub-storage, updating the relevant information in the row manager
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system, and then telling the compression plug-in to “split” the data in the page buffer
into multiple page buffers. When splitting the page buffer, the compression plug-in
may try to balance the data relatively equally in each page buffer, as appropriate.
Notwithstanding the allocation system used to store data, each page buffer contains
the rows of assigned data having intra-row compression applied thereto.

As will be appreciated by those skilled in the art, a variety of types and
configurations of systems and methods can be utilized to allocate additional storage
without departing from the scope and spirit of the present invention. For example,
according to one embodiment of the present invention, more than one additional
page buffers and/or pages in sub-storage are allocated based on the size of the
compressed data that needs to be stored. According to another embodiment of the
present invention, only a single additional page buffer and sub-storage page set is
mitially provided. After splitting the compressed data into the page buffers and
recompressing the data from the individual pages, it is then determined whether
additional page buffers and pages in sub-storage are needed. According to one
embodiment of the present invention, the manner in which data is allocated to
individual page buffers is tailored to the type of data to be stored.

As will be appreciated by those skilled in the art, systems in accordance with
the present invention can provide benefits to many commercial database systems.
For example, one benefit provided by the present invention allows the user of those
systems to more specifically identify what type of data is being stored so that the
database system could compress the rows more effectively. Another benefit is for
allowing the user to directly specify the compression format to use when storing the
rows. Furthermore, some frequently used data types (such as indexes) can be

tailored by the database system itself, and can greatly improve performance and
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storage requirements for indexes, for example full-text indexes, while retaining their
flexibility for storing large amounts of dynamic data.

In an alternative implementation of the present invention, the page buffer
may be split only into two page buffers to accommodate extra data, and may also be
split more flexibly into additional page buffers, as appropriate. Furthermore, data
can be allocated relatively unevenly, into each of the one, two, or three (etc.)
additional buffers. For example, the compression plug-in can distribute the items in
the specified page buffers into the corresponding specified pages in the proportions
specified, such that 15% of the data is allocated to the first page, 70% of the data is
allocated in the next page, and 15% of the data is allocated in the last page. These
sorts of variations can depend on user preferences, or even the configuration of the
row management system (or B-Tree database system).

The present invention may be embodied in other specific forms without
departing from its spirit or essential characteristics. The described embodiments are
to be considered in all respects only as illustrative and not restrictive. The scope of
the invention is, therefore, indicated by the appended claims rather than by the
foregoing description. All changes that come within the meaning and range of

equivalency of the claims are to be embraced within their scope.
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CLAIMS
We claim:

1. In a computerized database system including a buffer, and a sub-storage having
one or more pages, a computer program product having computer-executable
instructions stored thereon that, when executed, perform a method of efficiently
compressing one or more pages, and data within the one or more pages using multiple
compression algorithms comprising the acts of:

allocating a page buffer for a requested page, wherein the allocated buffer
is sufficiently large to accommodate page data that has been decompressed using a

first compression algorithm;

decompressing a requested page from sub-storage into the page buffer
using the first compression algorithm, wherein the data resides in the page buffer

in the format of a second decompression algorithm;

Xt

updating the page data in the page buffer using the second compressioh

algorithm; and

a step for storing the updated page data in the corresponding page in the

sub-storage using the first compression algorithm.

2. The method as recited in claim 1, wherein the first compression algorithm
comprises an inter-row compression algorithm.
3. The method as recited in claim 1, wherein the first compression algorithm
comprises an intra-row compression algorithm.
4. The method as recited in claim 1, wherein the second compression algorithm
comprises an intra-row compression algorithm.
5. The method as recited in claim 1, wherein the second compression algorithm

comprises an inter-row compression algorithm.
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6. The method as recited in claim 1, wherein the steps of decompressing a requested
page from sub-storage and storing the updated page data are performed in connection
with a compression plug-in.

7. The method as recited in claim 6, wherein the compression plug-in determines
whether there is sufficient space in the corresponding page in sub-storage before storing
the updated page data in the corresponding page in the sub-storage using the first
compression algorithm.

8. The method as recited in claim 6, wherein updating the page data in the page
buffer using a second compression algorithm is provided in connection with the
compression plug-in.

9. The method as recited in claim 6, wherein the compression plug-in is utilized in
connection with a row manager.

10. In a computerized database system including a buffer, and a sﬁb-storage having
one or .more pages, a computer program product having computer-executable
instructions stored thereon that, when executed, perform a method of efficiently storing
data contained in a page buffer in one or more pages in sub-storage,

initiating compression of the page data in the page buffer using inter-row

compression;

comparing the amount of page data in the page buffer to a size of the page

in the sub-storage;

if the amount of page data in the page buffer is less than the size of the
page in the sub-storage, storing the page data in the page of the sub-storage using

inter-row compression; and

if the amount of page data in the page buffer is more than the size of the

page in the sub-storage:
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splitting the page buffer into an initial page buffer and at least one
subsequent page buffer, wherein the page data is distributed between the
initial page buffer and the each of the at least one subsequent page buffers,
and wherein the initial page buffer corresponds to the page in the sub-
storage, and wherein the at least one subsequent page buffer corresponds

to at least one new pages in the sub-storage; and

storing the page data in the initial page buffer into the page of the
sub-storage using inter-row compression, and storing the page data in the
at least one subsequent buffers into the at least one new pages of the sub-

storage using inter-row compression.

11. The method as recited in claim 10, wherein the data is stored in the page buffer
using intra-row corﬁpression such that initiating compression of the page data in the
page buffer using inter-row compression comprises compression of the data in the page
buffer using a plufality of compression formats.

12. The method aé recited in claim 10, wherein splitting the page buffer into an initial
page buffer and at least one subsequent page buffer comprises allocating only a second
page buffer.

13. The method as recited in claim 10, wherein splitting the page buffer into an initial
page buffer and at least one subsequent page buffer comprises allocating the number of
additional page buffers as are needed to store all of the data into pages in the sub-
storage.

14. The method as recited in claim 10, wherein the page data is inter-row
decompressed before the page data is distributed between the initial page buffer and the

at least one subsequent page buffers.
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15. The method as recited in claim 10, wherein the page data is not inter-row
decompressed before the page data is distributed between the initial page buffer and the
at least one subsequent page buffers.

16. A computerized information retrieval and storage system for accessing data from
a B-Tree database for storing new data in the B-tree database structure such that one or
more pages, and data within the one or more pages, are added using multiple
compression algorithms, the computerized information retrieval and storage system
comprising:

a sub-storage having database information stored in pages in the sub-
storage, the sub-storage being configured to allow for accessing pages which have

database information;

a page buffer for receiving a requested page from sub-storage, the page
buffer being large enough to accommodate page data associated with the
requested page that has been decompressed using an inter-row decompression

algorithm;

a row manager utilized in connection with the page buffer to allocate inter-

row decompressed data from sub-storage into the page buffer;

a compression plug-in provided in connection with the sub-storage, page
buffer, and row manager, the compression plug-in configured to access and store

data in connection with the sub-storage, page buffer and row manager.

17. The method as recited in claim 16, wherein the compression plug-in decompresses
the page data from sub-storage using inter-row decompression.

18. The method as recited in claim 17, wherein the compression plug-in is also
configured to compress new data to be added to the page data from sub-storage that has

undergone inter-row decompression using intra-row compression.
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19. The method as recited in claim 18, wherein the compression plug-in is also
configured to compress the combined page data that has undergone inter-row
decompression and new data that has undergone intra-row compression using inter-row
compression for storage in one or more pages in the sub-storage.

20. The method as recited in claim 16, wherein the compression plug-in is configured
to determine whether a page in sub-storage corresponding with the page buffer has

sufficient space to accommodate the data from the page buffer.
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