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(57) Abstract: An object-oriented audio decoder (100) comprising: conversion means and decoding means. The conversion means
& (130) converte received parametric data and received head-related transfer function parameters into spatial parameters and dynamic
& head-related transfer function parameters. Said parametric data comprises a plurality of object parameters 5 for each of the plurality
o f audio objects. The decoding means (120) in accordance with the binaural MPEG Surround standard decode and render the audio
objects from the received down-mix audio signals based on the spatial parameters and the dynamic head-related transfer function
parameters. Said spatial parameters and said dynamic head-related transfer function parameters are provided from the conversion
means. Said received down-mix 10 signals comprise a down-mix of a plurality of audio objects.
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An object-oriented audio decoder

TECHNICAL FIELD
The invention relates to an object-oriented audio decoder comprising a

binaural MPEG Surround decoder.

TECHNICAL BACKGROUND

In (parametric) spatial audio (en)coders, parameters are extracted from the
original audio signals so as to produce a reduced number of down-mix audio signals (for
example only a single down-mix signal corresponding to a mono, or two down-mix signals
for a stereo down-mix signal), and a corresponding set of parameters describing the spatial
properties of the original multi-channel audio signal. In (parametric) spatial audio decoders,
the spatial properties described by the transmitted spatial parameters are used to recreate the
original spatial multi-channel signal, which closely resembles the original audio signal.

Recently, techniques for processing and manipulating of individual audio
objects at the decoding side have attracted significant interest. For example, within the
MPEG framework, a workgroup has been started on object-based spatial audio coding. The
aim of this workgroup is to “explore new technology and reuse of current MPEG Surround
components and technologies for the bit rate efficient coding of multiple sound sources or
objects into a number of down-mix channels and corresponding spatial parameters”. In other
words, the aim is to encode multiple audio objects in a limited set of down-mix channels with
corresponding parameters. At the decoder side, users interact with the content for example by
repositioning the individual objects.

Such interaction with the content is easily realized in object-oriented decoders.
It is then realized by including a rendering step that follows the decoding process. Said
rendering is combined with the decoding as a single processing step to prevent the need of
determining individual objects. For loudspeaker playback, such combination is described in
Faller, C., “Parametric joint-coding of audio sources”, Proc. 120" AES Convention, Paris,
France, May 2006. For headphone playback, an efficient combination of decoding and head-

related transfer function processing is described in Breebaart, J., Herre, J., Villemoes, L., Jin,
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C., Kjorling, K., Plogsties, J., Koppens, J. (2006), “Multi-channel goes mobile: MPEG
Surround binaural rendering”, Proc. 29th AES conference, Seoul, Korea. From the point of
view of reuse it is preferable to use an existing MPEG Surround decoder as rendering engine
for the object-oriented audio decoder. For headphone playback, MPEG Surround features a
dedicated binaural decoding mode that generates a three-dimensional sound scene over the
conventional headphones. However, the binaural MPEG Surround decoder has a
disadvantage that the decoding process is defined specifically for only five virtual
loudspeakers. This means that all objects from the down-mix audio signal can be mapped to

only these positions where those five virtual loudspeakers are located.

SUMMARY OF THE INVENTION

It is an object of the invention to provide an enhanced object-oriented decoder
for headphones playback that allows an arbitrary virtual positioning of objects in a space.

This object is achieved by an object-oriented audio decoder according to the
invention. It is assumed that a set of objects, each with its corresponding waveform, has
previously been encoded in an object-oriented encoder, which generates a down-mix audio
signal (a single signal in case of a single channel), said down-mix audio signal being a down-
mix of a plurality of audio objects characterized by corresponding parametric data. The
parametric data comprises a set of object parameters for each of the different audio objects.
The receiver receives said down-mix audio signal and said parametric data. This down-mix
audio signal is further fed into a decoding means, said decoding means being in accordance
with the binaural MPEG Surround standard. These decoding means perform both decoding
and rendering of the audio objects from the down-mix audio signals based on the spatial
parameters and dynamic head-related transfer function parameters. The dynamic head-related
transfer function parameters are provided from an outside of the decoding means. The
conversion means convert the parametric data and head-related transfer function parameters
into the spatial parameters and the dynamic head-related transfer function parameters. The
head-related transfer function parameters are provided from the outside of the object-oriented
decoder. The decoding means generate a spatial output audio signal from the audio objects to
be played back over e.g. headphones.

The advantage of the object-oriented audio decoder according to the invention
is that the head-related transfer function parameters are moved out of the object-oriented
audio decoder comprising decoding means in accordance with the binaural MPEG Surround

standard, therefore freeing the object-oriented audio decoder from the inherent limitation of a



10

15

20

25

30

WO 2008/084436 PCT/IB2008/050041
3

predetermined maximum of the virtual locations of objects, when the head-related transfer
function parameters are hard-wired in the binaural MPEG Surround decoder. The
corresponding conversion of the parametric data and head-related transfer function
parameters into the spatial parameters and the dynamic head-related transfer function
parameters results in freedom in placing the decoded objects in the space. Furthermore, the
advantage of the object-oriented audio decoder according to the invention is that no explicit
object decoding is required, and the rendering emerged in the MPEG Surround decoder
comprised in the object-oriented audio decoder is preserved.

In an embodiment, the objects can be virtually placed at any position in a
space by manipulating of the head-related transfer function parameters.

In an embodiment, converting the parametric data and head-related transfer
function parameters into the spatial parameters and the dynamic head-related transfer
function parameters is combined with generation of binaural parameters as used by decoding
means in one step. Said decoding means perform decoding in accordance with the binaural
MPEG Surround standard. Said decoding means use the binaural parameters for decoding.
Said binaural parameters being derived based on the spatial parameters and dynamic head-
related transfer function parameters. Making such a combination simplifies the
implementation of the object-oriented audio decoder, as no intermediate spatial parameters or
dynamic head-related transfer function parameters are needed. Instead, the binaural
parameters are directly derived from the parametric data and the head-related transfer
function parameters.

The invention further provides a receiver and a communication system, as well
as corresponding methods.

In an embodiment, the head-related transfer function parameters are set in
response to user input. This allows a user to position the objects at any position in the virtual
space according to user preferences.

The invention further provides a computer program product enabling a

programmable device to perform the method according to the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other aspects of the invention will be apparent from and elucidated
with reference to the embodiments shown in the drawings, in which:

Fig 1 schematically shows an object-oriented decoder according to the

invention;
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Fig 2 shows an example set-up of virtual loudspeakers;

Fig 3 shows a method of decoding according in accordance with some
embodiments of the invention;

Fig 4 shows a transmission system for communication of an audio signal in
accordance with some embodiments of the invention.

Throughout the figures, same reference numerals indicate similar or
corresponding features. Some of the features indicated in the drawings are typically
implemented in software, and as such represent software entities, such as software modules

or objects.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

Fig 1 schematically shows an object-oriented decoder 100 according to the
invention. It is assumed that a set of objects, each with its corresponding waveform, has
previously been encoded in an object-oriented encoder, which generates a down-mix audio
signal 102 (a single signal in case of a single channel, or two signals in case of two channels
(= stereo)), said down-mix audio signal 102 being a down-mix of a plurality of audio objects
characterized by corresponding parametric data 103. The parametric data 103 comprises a set
of object parameters for each of the different audio objects. The receiver 110 receives said
down-mix audio signal 102 and said parametric data 103.

Although the down-mix audio signal and parametric data are indicated as a
separate signals/data paths, they could be multiplexed into one signal/data stream comprising
concatenated down-mix audio data that corresponds to the down-mix audio signal and the
parametric data. The function of the receiver is then demultiplexing of the two data streams.
If the down-mix audio signal 102 is provided in a compressed form (such as MPEG-1 layer
3), the receiver 110 also performs decompression or decoding of the compressed audio signal
into a time-domain audio down-mix signal.

The down-mix audio signal 102 is further fed into decoding means 120, said
decoding means 120 being in accordance with the binaural MPEG Surround standard. These
decoding means 120 perform both, decoding and rendering of the audio objects from the
down-mix audio signals 102 based on the spatial parameters 106 and dynamic head-related
transfer function parameters 107. The dynamic head-related transfer function (HRTF)
parameters 107 are being provided from an outside of the decoding means 120. The
conversion means 130 perform conversion of the parametric data 103 and HRTF parameters

105 into the spatial parameters 106 and the dynamic HRTF parameters 107. The HRTF
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parameters 105 are provided from the outside of the object-oriented decoder by the HRTF
parameter database 200.

Since decoding means 120 comprise essentially an MPEG Surround decoder,
the spatial parameters 106 are preferably provided in MPEG Surround format; furthermore
the dynamic head-related transfer functions 107 are preferably provided in the corresponding
MPEG Surround format for HRTF parameters.

Optionally, the conversion means can use a user-control data 104 in order to
generate the spatial parameters 106 and the dynamic head-related transfer function
parameters 107. Said user-control data 104 comprises data concerned with rendering of the
audio objects. For example, the user-control data 104 may indicate the desired spatial
position (for example in terms of elevation and azimuth) of one or more audio objects. In that
case, conversion means 130 select HRTF parameters 105 that correspond to the desired
position from HRTF database 200. If the desired position is not directly available in HRTF
parameter database 200, interpolation of parameters may be required that correspond to
HRTF database positions surrounding the desired position.

The decoding means 120 generate a spatial output audio signal 108 from the
audio objects to be played back at e.g. the headphones.

For a person skilled in art, it is known that for headphones playback the
MPEG Surround standard comprises a dedicated binaural decoding mode that generates a
three-dimensional (3D) sound scene over conventional stereo headphones. The conventional
3D synthesis as known from MPEG Surround requires audio configured up to five
loudspeakers, as currently standardized, which is further convolved with HRTFs followed by
summation of the convolved signals to result in a binaural output signal pair. The advantage
of MPEG Surround is that it provides means to perform multi-channel HRTF processing in
the down-mix domain, without multi-channel audio as intermediate step. This is realized by
converting HRTF parameters to the parameter domain, and subsequently computing binaural
parameters from the combined spatial parameters and HRTF parameters. Detailed
information about the said parameter conversion is provided in Breebaart, J., Herre, J.,
Villemoes, L., Jin, C., Kjorling, K., Plogsties, J., Koppens, J. (2006). Multi-channel goes
mobile: MPEG Surround binaural rendering. Proc. 29th AES conference, Seoul, Korea. The
HRTF parameters are provided to the MPEG Surround decoder, however the end user can
change the actual parameter values. This is the case when the user wants to use his/her

personalization options.
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The HRTF parameters comprise: a level of the left-ear channel output, a level
of the right-ear channel output, the phase difference between the left and right-ear binaural
output, and optionally a coherence between the left and right-ear channel output. The level
parameters are defined as a change in a level with respect to the original input signal level.
The HRTF parameters are defined as a function of spatial position of a sound source, either
by a mathematical model or by using a database 200.

The resulting binaural parameters are: a level of a left-channel binaural output,
a level of a right-channel binaural output, the phase difference between the left and right-
channel outputs, and the coherence between the left and right-channel output. Preferably, the
level parameters are expressed relatively to the level(s) of the down-mix signal(s).

The proposed object-oriented decoder overcomes however the limitation of
audio up to five loudspeakers only. In the MPEG Surround decoder, HRTF parameters
represent the binaural properties of each virtual object separately, i.e., one HRTF parameter
set for each virtual loudspeaker. The MPEG Surround decoder combines the binaural
properties of each virtual loudspeaker into binaural parameters of the (up to) five virtual
loudspeakers simultancously, with the help of spatial parameters 106 that describe the spatial
relations between the virtual loudspeaker signals. This process is only defined for (up to) five
virtual loudspeakers. The HRTF parameters and binaural parameters, however, have very
similar representations. It is therefore possible to estimate binaural parameters of a complex
auditory scene comprising more than five virtual loudspeakers by conversion means 130, and
providing the resulting binaural parameters as dynamic HRTF parameters to MPEG Surround
decoder 120. In the proposed object-oriented decoder, the parametric data 103 and user
control data 104 are combined together in the process of computing the binaural parameters,
which are fed into the HRTF parameter input of decoding means 120 in a dynamic fashion.
At the same time the spatial parameters are computed and fed into the decoding means to be
used to map each down-mix channel to one of the possible configurations for five virtual
loudspeakers.

Fig 2 shows an example set-up of virtual loudspeakers. The object-oriented
audio decoder is adapted to use virtual loudspeakers at a center 320, left-front 310, right-front
330, left-surround 340, and right-surround 350 positions, whereby the user is positioned at
the location 400. In such a set-up, in case of a mono down-mix signal, this down-mix signal
is mapped e.g. to the center 320 loudspeaker of the virtual loudspeaker set-up. For the sterco

down-mix signal, the signal corresponding to the left channel can be mapped to the left-front
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310 loudspeaker, while the signal corresponding to the right channel can be mapped to the
right-front 330 loudspeaker.

In an embodiment, the objects can be virtually placed at any position in a
space through manipulating of the head-related transfer function parameters. The HRTF
parameters corresponding to ¢.g. the center loudspeaker are set to represent a combination of
a multiple objects placed differently in the space. In other words, despite using the five
virtual speakers the sound can be generated that can be perceived to originate from objects
placed arbitrarily in space and not located at the loudspeaker locations. This advantage of the
proposed solution is realized by the HRTF parameters being taken out of control of the
decoding means comprising the MPEG Surround decoder, therefore allowing an arbitrary
modification of the HRTF parameters to influence the placing of object arbitrarily in the
space.

In an embodiment, the head-related transfer function parameters comprise at
least left-ear magnitude, right-ear magnitude, and phase difference, respectively, pi;, pri, i
Said parameters correspond to the perceived position of an object. Optionally the coherence
parameter p; can also be comprised in the head-related transfer function parameters. If this
parameter is not specified, it can be assumed to be equal to +1, or derived from the default-
parameter value table as specified in the MPEG Surround standard.

Fig 3 shows a method of decoding according in accordance with some
embodiments of the invention. The step 510 comprises receiving at least one down-mix audio
signal and parametric data. Each down-mix audio signal comprises a down-mix of a plurality
of audio objects. The parametric data comprises a plurality of object parameters for each of
the plurality of audio objects.

The step 520 comprises decoding and rendering the audio objects from the
down-mix audio signals based on the spatial parameters and dynamic head-related transfer
function parameters. The dynamic head-related transfer function parameters being provided
from an outside of decoding means. The decoding means are performing decoding in
accordance with the binaural MPEG Surround standard.

The step 530 comprises converting the parametric data and head-related
transfer function parameters into the spatial parameters and the dynamic head-related transfer
function parameters. The steps 520 and 530 can be performed in the reversed sequence or
simultaneously. The synchronization in time of the said parameters with the down-mix signal

should be taken care off.
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In an embodiment, the converting the parametric data and head-related transfer
function parameters into the spatial parameters and the dynamic head-related transfer
function parameters is combined with generation of binaural parameters as used by decoding
means in one step. Said decoding means perform decoding in accordance with the binaural

5  MPEG Surround standard. Further, said decoding means use the binaural parameters for
decoding, where said binaural parameters are based on the spatial parameters and dynamic
head-related transfer function parameters.

In an embodiment, the binaural parameters as used by the decoding means
have the same format as the head-related transfer function parameters. The binaural

10 parameters comprise the left-ecar magnitude, the right-ear magnitude, the phase difference,
and coherence parameter, respectively, pis, prs, Op and pp.

The multiple objects are comprised as object (subband — i.e., a set of band-

limited and possibly down-sampled) signals x; in a down-mix signal s:
§ = Z X;.

15 The parametric data represents the power 67 of cach object signal x; within the

down-mix signal s:

G-2=<xl-x:>,

I

where <.> is the expected value operator and x* is the complex conjugate of x.
In an embodiment, the binaural parameters are derived from the parametric

20  data and head-related transfer function parameters according to:

Dy = [ZPZ,GZ-Z )
pi’,b :."Zprz,iciz s
9, = Z[Z e’ pipz,ipr,i6i2 }

Jo; 2
Ze P:p:P..O;
i

P, = >
DipPrp

25 wherein p;;, pr;, ¢; and p;, are the head-related transfer function parameters
corresponding respectively to a left-ear magnitude, a right-ecar magnitude, a phase difference
and a coherence parameter corresponding to a perceived position of object i, and p; 5, prs, Op,

and pp, are the binaural parameters corresponding respectively to a left-ear magnitude, a
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right-ear magnitude, a phase difference and a coherence parameter, said binaural parameters
being representative for an object or a plurality of objects, and £() represents the complex

phase angle operator:

L(X ) = arctan[M].
Re(X)

The above formulas comprise summation over i, where 1 is the index of the
objects comprised in the down-mix signal. In case of mono down-mix signal, these binaural
parameters representative for a multitude of objects are fed into the decoding means
comprising the MPEG Surround decoder as parameters corresponding to a single audio
channel.

In case of stereo down-mix signal, each down-mix signal, each corresponding
to one of the two channels, is mapped to a single multi-channel output, ¢.g. to the left-front
and right-front virtual loudspeakers. Subsequently, the binaural parameters for both the left-
front and right-front virtual loudspeakers as indicated by the above formulas. The difference
with the mono down-mix signal case is that the parametric data ¢ is different for the two
down-mix channels because one or more objects may be present predominantly in only one
of the down-mix signals.

In an embodiment a receiver for receiving audio signals comprises: a receiver
element, decoding means, and conversion means. The receiver element is receiving from a
transmitter at least one down-mix audio signal and parametric data. Each down-mix audio
signal comprises a down-mix of a plurality of audio objects. Said parametric data comprises a
plurality of object parameters for each of the plurality of audio objects.

The decoding means are in accordance with the binaural MPEG Surround
standard and are decoding and rendering the audio objects from the down-mix audio signals
based on the spatial parameters and dynamic head-related transfer function parameters. Said
dynamic head-related transfer function parameters are provided from an outside of the
decoding means.

The conversion means are converting the parametric data and head-related
transfer function parameters into the spatial parameters and the dynamic head-related transfer
function parameters.

Fig 4 shows a transmission system for communication of an audio signal in

accordance with some embodiments of the invention. The transmission system comprises a
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transmitter 600, which is coupled with a receiver 800 through a network 700. The network
700 could be e.g. Internet.

The transmitter 600 is for example a signal recording device and the receiver
800 is for example a signal player device.

In the specific example when a signal recording function is supported, the
transmitter 600 comprises means 610 for receiving a plurality of audio objects. Consequently,
these objects are encoded by encoding means 620 for encoding the plurality of audio objects
in at least one down-mix audio signal and parametric data. An example of such encoding
means 620 is given in Faller, C., “Parametric joint-coding of audio sources”, Proc. 120™ AES
Convention, Paris, France, May 2006. Each down-mix audio signal comprises a down-mix of
a plurality of audio objects. Said parametric data comprises a plurality of object parameters
for each of the plurality of audio objects. The encoded audio objects are transmitted to the
receiver 800 by means 630 for transmitting down-mix audio signals and the parametric data.
Said means 630 have an interface with the network 700, and may transmit the down-mix
signals through the network 700.

The receiver comprises a receiver element 810 for receiving from the
transmitter 600 at least one down-mix audio signal and parametric data. Each down-mix
audio signal comprises a down-mix of a plurality of audio objects. Said parametric data
comprises a plurality of object parameters for each of the plurality of audio objects.

The received down-mix audio signal is decoded by decoding means 830 in
accordance with the binaural MPEG Surround standard. The decoding means perform
decoding and rendering of the audio objects from the down-mix audio signals based on the
spatial parameters and dynamic head-related transfer function parameters. Said dynamic
head-related transfer function parameters are provided from an outside of the decoding means
830.

The conversion means 820 perform converting the parametric data and head-
related transfer function parameters into the spatial parameters and the dynamic head-related
transfer function parameters.

In an embodiment, the head-related transfer function parameters are set in
response to user input. The user can by means of e.g. button, slider, knob, or graphical user
interface, set the HRTF parameters according to own preferences.

It should be noted that the above-mentioned embodiments illustrate rather than
limit the invention, and those skilled in the art will be able to design many alternative

embodiments without departing from the scope of the appended claims.
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In the accompanying claims, any reference signs placed between parentheses
shall not be construed as limiting the claim. The word “comprising” does not exclude the
presence of elements or steps other than those listed in a claim. The word “a” or “an”
preceding an element does not exclude the presence of a plurality of such elements. The

invention can be implemented by means of hardware comprising several distinct elements,

and by means of a suitably programmed computer.
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CLAIMS:

1. An object-oriented audio decoder (100) comprising:

conversion means (130) for converting received parametric data and received
head-related transfer function parameters into spatial parameters and dynamic head-related
transfer function parameters, said parametric data comprising a plurality of object parameters
for each of the plurality of audio objects;

decoding means (120) in accordance with the binaural MPEG Surround
standard for decoding and rendering the audio objects from the received down-mix audio
signals based on the spatial parameters and the dynamic head-related transfer function
parameters, said spatial parameters and said dynamic head-related transfer function
parameters being provided from the conversion means, said received down-mix signals

comprising a down-mix of a plurality of audio objects.

2. An object-oriented audio decoder as claimed in claim 1, wherein said object-
oriented audio decoder is adapted to use virtual loudspeakers at a center (320), left-front

(310), right-front (330), left-surround (340), and right-surround (350) positions.

3. An object-oriented audio decoder as claimed in claim 1, wherein the objects
can be virtually placed at any position in a space through manipulating of the head-related

transfer function parameters.

4. An object-oriented audio decoder as claimed in claim 1, wherein the head-
related transfer function parameters comprise at least left-ear magnitude, right-ear magnitude,

and phase difference, said parameters corresponding to the perceived position of an object.

5. A method of decoding audio signals comprising:

receiving (510) at least one down-mix audio signal and parametric data, each
down-mix audio signal comprising a down-mix of a plurality of audio objects, said
parametric data comprising a plurality of object parameters for each of the plurality of audio

objects;
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decoding and rendering (520) the audio objects from the down-mix audio
signals based on the spatial parameters and dynamic head-related transfer function
parameters, said dynamic head-related transfer function parameters being provided from an
outside of decoding means, said decoding in accordance with the binaural MPEG Surround
5  standard;
converting (530) the parametric data and head-related transfer function
parameters into the spatial parameters and the dynamic head-related transfer function

parameters.

10 6. A method as claimed in claim 5, wherein the converting the parametric data
and head-related transfer function parameters into the spatial parameters and the dynamic
head-related transfer function parameters is combined with generation of binaural parameters
as used by decoding means in one step; said decoding means performing decoding in
accordance with the binaural MPEG Surround standard; said decoding means using the

15  binaural parameters for decoding; said binaural parameters being based on the spatial

parameters and dynamic head-related transfer function parameters.

7. A method as claimed in claim 6, wherein the binaural parameters as used by

the decoding means have the same format as the head-related transfer function parameters.
20

8. A method as claimed in claim 7, wherein the binaural parameters are derived

from the parametric data and head-related transfer function parameters according to:

Dy = [ZPZ,GZ-Z )
Dy = ’Zprz,iciz )
25 ¢, = Z[Z e’ pipz,ipr,i6i2 }

Jo; 2
Ze P:p:P..O;
i

P, = >
DipPrp

wherein p;;, pr;, ¢; and p;, are the head-related transfer function parameters
corresponding respectively to a left-ear magnitude, a right-ecar magnitude, a phase difference

and a coherence parameter corresponding to a perceived position of object i, and p; 5, prs, Op,
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and pp, are the binaural parameters corresponding respectively to a left-ear magnitude, a
right-ear magnitude, a phase difference and a coherence parameter, said binaural parameters

being representative for an object or a plurality of objects.

9. A receiver for receiving audio signals, the receiver comprising the object-
oriented audio decoder of claim 1 and a receiver element (110) for receiving from a
transmitter at least one down-mix audio signal and parametric data, each down-mix audio
signal comprising a down-mix of a plurality of audio objects, said parametric data comprising
a plurality of object parameters for each of the plurality of audio objects, the receiver element
being coupled to the conversion means (130) and the decoding means (120) of the object-

oriented decoder (100).

10. A communication system for communicating audio signals, the
communication system comprising:

a transmitter (600) comprising:

means (610) for receiving a plurality of audio objects,

encoding means (620) for encoding the plurality of audio objects in at least
one down-mix audio signal and parametric data, each down-mix audio signal comprising a
down-mix of a plurality of audio objects, said parametric data comprising a plurality of
object parameters for each of the plurality of audio objects, and

means (630) for transmitting down-mix audio signals and the parametric data

to the receiver as claimed in claim 9.

11. A method of receiving audio signals, the method comprising:

receiving from a transmitter at least one down-mix audio signal and parametric
data, each down-mix audio signal comprising a down-mix of a plurality of audio objects, said
parametric data comprising a plurality of object parameters for each of the plurality of audio
objects;

decoding and rendering the audio objects from the down-mix audio signals
based on the spatial parameters and dynamic head-related transfer function parameters, said
dynamic head-related transfer function parameters being provided from an outside of the
decoding means, said decoding in accordance with the binaural MPEG Surround standard;

converting the parametric data and head-related transfer function parameters

into the spatial parameters and the dynamic head-related transfer function parameters.
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12. A method of transmitting and receiving audio signals, the method comprising:

at a transmitter performing the steps of:

receiving a plurality of audio objects,

encoding the plurality of audio objects in at least one down-mix audio signal
and parametric data, each down-mix audio signal comprising a down-mix of a plurality of
audio objects, said parametric data comprising a plurality of object parameters for each of the
plurality of audio objects, and

transmitting down-mix audio signals and the parametric data to a receiver; and

at the receiver performing the steps of:

receiving from a transmitter at least one down-mix audio signal and parametric
data, each down-mix audio signal comprising a down-mix of a plurality of audio objects, said
parametric data comprising a plurality of object parameters for each of the plurality of audio
objects;

decoding and rendering the audio objects from the down-mix audio signals
based on the spatial parameters and dynamic head-related transfer function parameters, said
dynamic head-related transfer function parameters being provided from an outside of the
decoding means, said decoding in accordance with the binaural MPEG Surround standard;

converting the parametric data and head-related transfer function parameters

into the spatial parameters and the dynamic head-related transfer function parameters.

13. A method claimed in any of claims 6-8 , 11, and 12, wherein the head-related

transfer function parameters are set in response to user input.

14. A computer program product for executing the method of any claims 6-8, 11,
and 12.
15. An audio playing device comprising an object-oriented audio decoder

according to claim 1.
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