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METHOD AND SYSTEM FOR PROVIDING AN
EFFICIENT USE OF BROADBAND
NETWORK RESOURCES

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is related to co-pending application “Net-
work Management Method and System for Managing a
Broadband Network Providing Multiple Services” applica-
tion Ser. No. 09/851,234 filed concurrently, co-pending appli-
cation “Method and System for Generating Geographic
Visual Displays of Broadband Network Data” application
Ser. No. 09/850,910 filed concurrently, and co-pending appli-
cation “Method and System for Provisioning Broadband Net-
work Resources” application Ser. No. 09/851,235 filed con-
currently.

TECHNICAL FIELD

The present invention relates generally to broadband net-
works such as hybrid fiber coax (HFC) networks providing
multiple services and, more particularly, to a method and
system for providing an efficient use of HFC network
resources.

BACKGROUND ART

Broadband networks such as hybrid fiber coax (HFC) net-
works deliver video, telephony, data, and, in some cases,
voice over Internet Protocol (VoIP) services to customers.
Unlike traditional twisted pair local distribution networks, an
HFC network must be managed to meet the capacity, avail-
ability, and reliability requirements of multiple services.
Video, telephony, and data services share the same transport
infrastructure to the customer’s service location. Because this
relationship exists, it is important that the set of HFC network
management solutions meet the requirements of the HFC
network and the requirements of the services transported by
the HFC network to customers.

Designing, building, and maintaining an HFC network is
complex. An HFC network is made up of discrete geographi-
cal units (cable runs which pass a limited number of potential
customer sites). These discrete units of customer locations are
connected to a specific local fiber node. The head end of the
HFC network is located in a control point referred to as a hub
office. The hub office can contain its own inventory of HFC
network elements and equipment. Thus, there is a need to
monitor or control the inventory in the hub office. Second,
there is a need to design service links between the HFC
network elements and customer-premises equipment in order
to communicate telephony, data, and video signals between
the HFC network and a customer. Third, there is also aneed to
provide orders for service adaptations such as service
enhancements in the HFC network or the removal or replace-
ment of services.

In the past each of these three categories of information,
i.e., inventory, design, and order management have been
treated separately for traditional twisted pair local distribu-
tion networks. Unlike an HFC network, traditional networks
are fully inter-connected. Different databases have been con-
structed to separately monitor inventory, permit the design of
links, and provide for the creation or editing of orders for the
traditional networks. However, the distribution of all of this
information over multiple databases creates an additional
layer of complexity in the control, planning, and maintaining
of the traditional networks. Each different database stores
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information peculiar to that database as well as information
which may be of benefit in a number of other databases.
Therefore, there is some overlap or redundancy when the
databases are considered as a whole. The format of the stored
data may vary from database to database thereby severely
limiting the ability to exchange appropriate information. In
addition, different operators will have access to different
information within different databases. It may be necessary
for the same operator to have access to two or more of the
databases to complete job functions. Under this structure for
monitoring and controlling inventory, design, and service
orders there is inefficient coordination of these efforts and
there is no database provided which promotes the efficient use
of'the traditional network by considering the related nature of
these three general categories of information.

U.S. Pat. No. 5,761,432 describes a Service, Design, and
Inventory (SDI) system having a database which promotes
the efficient use of the traditional network by considering the
related nature of these three general categories of informa-
tion. However, what is needed is a SDI system having a
database which promotes the efficient use of an HFC network
by considering the related nature of these three general cat-
egories of information. It would be desirable if such an SDI
system was configured in an HFC network management sys-
tem for supporting HFC network provisioning, fault manage-
ment, and capacity management processes.

SUMMARY OF THE INVENTION

Accordingly, it is an object of the present invention to
provide a method and system for providing an efficient use of
hybrid fiber coax (HFC) network resources.

In carrying out the above object and other objects, the
present invention provides an HFC network management
system for use in a broadband network having a hybrid fiber
coax (HFC) network having network elements operable for
communicating telephony, data, and video signals with cus-
tomer-premises equipment (CPE) of subscriber households.
The network elements include a host digital terminal (HDT)
for communicating the telephony signals, a cable modem
termination system (CMTS) for communicating the data sig-
nals, and video equipment for communicating the video sig-
nals; a fiber optics network connecting the HD'T, CMTS, and
video equipment to a fiber optics node; and a coax cable
network connecting the fiber optics node to the CPE of the
subscriber households. The HFC network management sys-
tem includes a service, design, and inventory (SDI) system
having a database operable for storing data indicative of an
inventory of the network elements and the CPE in the HFC
network, for storing data indicative of configuration of the
network elements and the CPE in the HFC network, and for
storing data indicative of assigned capacity of the HFC net-
work based on the configuration of the network elements and
the CPE.

The data indicative of configuration of the network ele-
ments may include data indicative of physical and logical
connections between the network elements and between the
HFC network and the CPE. The SDI system may be operable
to generate an SDI report for at least one of a network element
and a CPE. The SDI report includes information about the at
least one network element and the CPE.

The data indicative of an inventory of the network elements
and the CPE may include data indicative of subscriber house-
holds passed in the HFC network. The data indicative of
subscriber housecholds passed in the HFC network may
include for each subscriber household data indicative of the
fiber node connected to the CPE of the subscriber household
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and the coax bus connecting the subscriber household to the
fiber node. The data indicative of subscriber households
passed in the HFC network may further include for each
subscriber household data indicative of household key,
household address, and household location.

The data indicative of an inventory of the network elements
and the CPE may include data indicative of physical location
and identification of the network elements. The data indica-
tive of an inventory of the network elements and the CPE may
include data indicative of profiles of the network elements
and the CPE.

The HFC network management system may further
include an HFC network manager operable for controlling the
configuration of the network elements and the CPE in the
HFC network. The database of the SDI system updates the
stored data indicative of the configuration of the network
elements and the CPE in the HFC network in response to the
HFC network manager changing the configuration of the
network elements and the CPE in the HFC network.

The HFC network management system may further
include a fault manager having an alarm visualization tool
operable with the database of the SDI system for generating
visual displays of the configuration of the network elements
and the CPE in the HFC network.

The HFC network management system may further
include an online provisioning application link (OPAL) oper-
able with the database of the SDI system for provisioning
network elements with CPE based on the assigned capacity of
the network elements.

Also, in carrying out the above object and other objects, the
present invention provides an associated HFC network man-
agement method.

Further, in carrying out the above object and other objects,
the present invention provides a system for providing efficient
management of hybrid fiber coax (HFC) network resources
including an operations center, a server, and a network con-
necting the operations center to the server. The server
includes an HFC network order manager for order manage-
ment of HFC services provided by the HFC network, an HFC
network inventory manager for inventory management of
HFC network elements and customer-premises equipment
within the HFC network, and an HFC network design man-
ager for design management of the HFC network elements
and the customer-premises equipment within the HFC net-
work.

The HFC network inventory manager may include means
for tracking the use of and availability of HFC network ele-
ments and CPE. The HFC network order manager may
include means for tracking the orders for HFC services.

The above object and other objects, features, and advan-
tages of the present invention are readily apparent from the
following detailed description of the best mode for carrying
out the present invention when taken in connection with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a simplified block diagram of a broad-
band network having a hybrid fiber coax (HFC) network in
accordance with a preferred embodiment of the present
invention;

FIG. 2 illustrates a more detailed view of the broadband
network shown in FIG. 1;

FIGS. 3 and 4 illustrate the Telecommunications Managed
Networks (TMN) model of the HFC network management
system in accordance with the present invention;
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FIGS. 5, 6, and 7 illustrate examples of visual correlation
displays generated by the alarm visualization tool of the HFC
network management system;

FIG. 8 illustrates a highly detailed view of the HFC net-
work management system and the broadband network;

FIG. 9 illustrates a flow chart describing operation of the
automation of HFC network provisioning in accordance with
a preferred embodiment of the invention;

FIG. 10 illustrates a block diagram of the major subsystems
of the service, design, and inventory (SDI) system in accor-
dance with a preferred embodiment of the present invention;
and

FIG. 11 illustrates the components of the database of the
SDI system in accordance with a preferred embodiment of the
present invention.

DETAILED DESCRIPTION OF THE DRAWINGS

Referring now to FIG. 1, a broadband network 10 in accor-
dance with a preferred embodiment of the present invention is
shown. Broadband network 10 includes a hybrid fiber coax
(HFC) network 12 for distributing telephony, data, and video
(and voice over Internet Protocol (VoIP)) services to a cus-
tomer 14 connected to the HFC network. An HFC network
management system 16 is operable with HFC network 12 for
managing the HFC network. In general, HFC network man-
agement system 16 focuses on the provisioning, mainte-
nance, and assurance of telephony, data, video and VoIP ser-
vices over HFC network 12 for a customer 14. HFC network
management system 16 provides automated system capabili-
ties in the areas of HFC services, network element provision-
ing, and fault management.

HFC network 12 is operable for receiving and transmitting
telephony, data, and video signals from/to a telephony service
network 18, a data service network 20, and a video service
network 22. HFC network 12 distributes telephony, data, and
video signals from respective networks 18, 20, and 22 to a
customer 14 connected to the HFC network. Telephony ser-
vice network 18 includes a local switch 24 for connecting the
public switched telephone network (PSTN) 26 to HFC net-
work 12 and a local switch operations center 28 for control-
ling the local switch. Similarly, data service network 20
includes a data router 30 for connecting an Internet Protocol
(IP) data network 32 to HFC network 12 and an Internet
Service Provider (ISP) operations center 34 for controlling
the router. Video service network 22 includes a video control-
ler 36 for connecting a video source 38 to HFC network 12
and a video operations center 40 for controlling the video
controller.

Customer 14 includes customer-premises equipment
(CPE) elements for connecting with HFC network 12 to
receive/transmit the telephony, data, and video signals. A
local dispatch operations center 42 assists in provisioning the
desired network elements to customer 14. Local dispatch
operations center 42 communicates with a local inventory
operations database 44 to select a desired (CPE) element 46
stored in a local inventory 48. Such CPE elements 46 include
a set-top box (STB) for data service, a network interface unit
(NIU) for telephony service, and a cable modem for data
service. A qualified installer 50 receives instructions from
local dispatch operations center 42 for installing a desired
CPE element 46 stored in local inventory on the premises of
customer 14.

Referring now to FIG. 2, a more detailed view of broad-
band network 10 is shown. Broadband network 10 includes a
cable network head-end/hub office 52. Data router 30, local
switch 24, and video controller 36 are operable with hub
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office 52 to transmit/receive data, telephony, and video sig-
nals to/from customer 14 via HFC network 12. Hub office 52
includes a cable modem termination system (CMTS) 54 for
communicating data signals such as IP data to/from data
router 30; a host digital terminal (HDT) 56 for communicat-
ing telephony signals to/from local switch 24; and video
equipment 58 for communicating video signals to/from video
controller 36.

The head end of HFC network 12 is located within hub
office 52 and connects with CMTS 54, HDT 56, and video
equipment 58 for distributing the data, telephony, and video
signals to/from customer 14. Specifically, HFC network 12
includes a combiner/splitter network 60 connected to CMTS
54, HDT 56, and video equipment 58. For communicating
signals to customer 14, combiner/splitter network 60 com-
bines the data, telephony, and video signals into a combined
signal and provides the combined signal to optical equipment
62. Optical equipment 62 (such as a primary or secondary hub
ring) converts the combined signal into an optical signal and
distributes the combined optical signal to a fiber node 64 via
optical fibers 66. Fiber node 64 is generally located in the
neighborhood of customer 14. A typical fiber node serves up
to 1,200 customers and is powered by a power supply 75.
Power supply 75 generates status information and has a tran-
sponder for communicating the status information to HFC
network management system 16. Fiber node 64 converts the
combined optical signal into a combined electrical signal for
distribution on coaxial cable 68 located in the neighborhood
of customer 14. An amplifier 70 amplifies the combined elec-
trical signal and then provides the combined electrical signal
to a coax node bus 73 and a port 72 associated with customer
14.

Customer 14 includes CPE such as a cable modem 74, a
network interface unit (NIU) 76, and a set-top box (STB) 78.
Cable modem 74 extracts the data signal from the combined
electrical signal; NIU 76 extracts the telephony signal from
the combined electrical signal; and STB 78 extracts the video
signal from the combined electrical signal. In order to com-
municate signals from customer 14 to hub office 52 for receipt
by data router 30, local switch 24, and video controller 36, the
signal flow process is reversed and combiner/splitter network
60 in hub office 52 splits the signal from the customer to the
appropriate service network (data, telephony, or video).

Referring now to FIG. 3, a model 80 implementing HFC
network management system 16 is shown. In general, the
system capabilities within HFC network management system
16 are designed to adhere to the Telecommunications Man-
aged Networks (TMN) model of the International Telecom-
munications Union. In accordance with the TMN model,
model 80 includes an element management layer 82, a net-
work management layer 84, and a service management layer
86. The service and provisioning systems provided by HFC
network management system 16 spans all three management
layers 82, 84, and 86.

Element management layer 82 is the physical equipment
layer. Flement management layer 82 models individual
pieces of equipment such as HDTs 56, CMTSs 54, video
equipment 58, cable modems 74, NIUs 76, and STBs 78
along with facility links in HFC network 12. Element man-
agement layer 82 further models the data and processes nec-
essary to make the equipment and facility links provide
desired functionality. Element management layer 82 passes
information to network management layer 84 about equip-
ment problems, and instructions are received by the network
management layer to activate, modify, or deactivate equip-
ment features.
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Network management layer 84 includes network manage-
ment system 16. Network management system 16 generally
includes a network manager 88, a fault manager 90, a network
configuration manager 92, and a network operations center
(NOC) 94 as will be described in greater detail below. Net-
work management layer 84 deals with the interfaces and
connections between the pieces of equipment. As such, net-
work management layer 84 breaks down higher-level service
requests into actions for particular systems required to imple-
ment these requests. Without a connectivity model, individual
equipment systems are merely islands that must be bridged by
human intervention.

Service management layer 86 associates customers 14 with
services provided by HFC network 12. Business service cen-
ters such as telephony service center 96, data service center
98, and video service center 100 are the primary part of
service management layer 86 because they allow customers
to request service. The provisioning activity originates from
service management layer 86. Service management layer 86
further includes a trouble ticket system 102 for issuing trouble
tickets to a local operations center 104.

In general, model 80 illustrates the systems and interfaces
that support the functions of HFC network management sys-
tem 16 with respect to HFC network 12 and the services that
are provided by the HFC network. These functions, together
with processes and systems, support business requirements
such as HFC automated provisioning, automated trouble
ticket creation and handling, and automated data analysis and
reporting.

The functions of HFC management system 16 generally
include HFC network-specific functions, services-specific
network management functions, and HFC network- and ser-
vices-specific functions. The HFC network specific functions
are status monitoring (surveillance), HFC network manage-
ment, fault management (alarm correlation and trouble iso-
lation), and performance management. The services-specific
network management functions are network capacity man-
agement, service assurance (trouble ticketing and administra-
tion), network element management (elements are service-
specific, e.g., HDTs support telephony service, CMTSs
support data services, etc.), performance management, and
system management (routers). The HFC network- and ser-
vices-specific functions are configuration management and
provisioning.

The processes and systems related to the functions of HFC
management system 16 include sources of network topology
data, network inventory and configuration management, net-
work and services provisioning, network surveillance, net-
work alarm correlation, network fault management, capacity
management, service assurance, HFC telephony, data, and
video element management systems, and system manage-
ment.

By integrating the functions, processes, and systems
described above HFC network management system 16 can
support various integrated applications. These integrated
applications include automated HFC provisioning for tele-
phony services, auto trouble ticket creation, visual outage
correlation, and customer service representation.

Referring now to FIG. 4, a block-level illustration of HFC
network management system 16 implementation of the TMN
model is shown. As described with reference to FIG. 3, ele-
ment management layer 82 includes network elements 54, 56,
and 58, HFC network 12, power supply 75, customer-pre-
mises elements 14, and other equipment. Element manage-
ment layer 82 provides status information regarding these
elements to HFC network manager 88 of HFC network man-
agement system 16 located in network management layer 84.
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HFC network manager 88 provides instructions to element
management layer 82 on how to configure the elements
located in the element management layer. HFC network man-
ager 88 also provides information to service management
layer 86 regarding the configuration of the elements within
the element management layer and whether there are any
problems with the configuration.

In general, HFC network management system 16 provides
mechanization and automation of operation tasks for HFC
network 12. In order to support these operation tasks, network
management layer 84 of HFC network management system
16 includes HFC network manager 88, a fault manager 90,
and a network configuration manager 92. Fault manager 90
includes a geographical information system tool referred to
herein as an alarm visualization tool (AVT). AVT 90 supports
visual correlation of network elements and customer impact.
Network configuration manager 92 includes a service,
design, and inventory (SDI) system 93 having a database
representing HFC network 12. The database of SDI system 93
stores data representing the assigned capacity of HFC net-
work 12. Network configuration manager 92 further includes
an online provisioning application link (OPAL) 95. OPAL 95
accommodates automated provisioning of services to cus-
tomers. The association of HFC system- and service-specific
network elements and associated facilities provides surveil-
lance and fault management tools that aid NOC 94 and local
operations center 104 to respond to service affecting network
events.

A brief overview of the main components in model 80 will
now be described. Trouble ticket system 102 of service man-
agement layer 86 is used to support customer trouble man-
agement and the fault management process of HFC network
management system 16. Trouble ticket system 102 supports
all services (telephony, data, and video) and automated data
collection for analysis and reporting systems. Interfaces to
HFC network manager 88 and SDI system 93 are imple-
mented to support network-generated tickets and field main-
tenance trouble referrals.

AVT 90 demonstrates and verifies the applicability of
graphical visualization of HFC network 12 and service
alarms. AV'T 90 includes capabilities for assisting telephony,
video, and data maintenance operations in the trouble sec-
tionalization, isolation, and resolution process. AVT 90 pro-
vides geographical displays with varying zoom levels (from
country to street and household level) overlaid with node
boundary, distribution plant layout, and equipment at single-
dwelling unit (SDU) and multiple-dwelling unit (MDU) pre-
mises. The views of AVT 90 also represent switch and head
end locations, associated hubs, secondary hubs, and connec-
tivity between them. Alarm and status information are shown
via color codes and icon size of the equipment representa-
tions. AVT 90 displays ticket indicators as representations
(icons) separate from alarms. Through these geographical
views an operator will be able to visually correlate event
information. AVT 90 also assists operators in initiating
trouble resolution processes via the ability to launch trouble
tickets from the displays. AVT 90 also allows context sensi-
tive access to diagnostics.

HFC network manager 88 supports the alarm surveillance
and fault management process. HFC network manager 88
includes a rules-based object-oriented system to support auto
ticket creation through trouble ticket system 102 and a geo-
graphic information system for visual correlation and alarm
correlation with support from SDI system 93.

SDI system 93 is a network configuration management
application that supports HFC network provisioning, fault
management, and capacity management processes. The data-
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base of SDI system 93 also serves as the database of record for
supporting the alarm correlation of the fault management
process. OPAL 95 provides auto provisioning functionality
with the assistance of the database of SDI system 93.

HFC Network-Specific Functions

The network-specific functions are functions that are com-
mon to HFC network 12 regardless ofthe services (telephony,
data, video) that are offered by HFC network.

1. Status Monitoring

Status monitoring for the HFC plant includes telemetry
information and is deployed in all power supplies and fiber
nodes. This technology contributes to network availability by
enabling preemptive maintenance activities to head off net-
work outages. Status monitoring alerts are useful in detecting
problems with standby inverter batteries. This alone enables
proactive maintenance to ensure the ability to ride through
short-duration electric utility outages. Alerts from cable plant
power supplies also determine when standby generators
should be deployed to maintain powering through long-du-
ration commercial power outages. Upstream spectrum man-
agement systems are deployed to accept autonomously gen-
erated messages that indicate a degraded condition in the
upstream bands. Fundamentally, these systems are spectrum
analyzers with the capability of masking normal spectrum
behaviors from abnormal conditions and reporting such
abnormalities.

2. Network Management

HFC network manager 88 supports fault management
functions for HFC network 12. Included in the supported fault
management functions are surveillance of the HFC outside
plant, message filtering, basic alarm management (e.g.,
notify, clear, retire alarms), and test access support. HFC
network manager 88 also supports visual alarm correlation,
management of some provisioning command execution, and
exporting status and traffic information to network operations
center 94.

HFC network manager 88 aggregates device fault informa-
tion and includes a software system that allows development
of message-processing rules and behaviors. HFC network
manager 88 includes standard modules for communicating
with any network protocol. The software resides on a server in
each local market. This ensures scalability, reliability, local
visibility, fault location, and a distributed computing environ-
ment. The numerous connectivity capabilities ensure that
HFC network manager 88 can communicate with AVT 90,
SDI system 93, and OPAL 95.

HFC network manager 88 is the primary tool available to
technicians of network operations center 94. Because HFC
network manager 88 interfaces to the various vendor-pro-
vided element management systems, the HFC network man-
ager provides a uniform view for network operations center
94 into those systems. This insulates the technicians from
each piece of equipment that has its own particular manage-
ment system and protocol. Additionally, the current fault rule
sets perform one universal function of displaying faults as
messages are received and clearing the fault when a corre-
sponding clear is received. This contrasts with many vendor
element management systems which provide a continuously
streaming arrays of messages where faults and clears are
shown on the same screen sorted by time only.

Because HFC network manager 88 is a rules-based system,
the HFC network manager can implement advanced criteria
designed by network and equipment subject-matter experts
into tangible behaviors described below. Such behaviors are a
powerful tool for managing the projected numbers of faults.
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3. Fault Management

Prior to HFC network management system 16, manual
correlation of information available from network elements
was used to isolate problems. Incoming alarms were read
from tabular listings on multiple workstations. Additional
information was then obtained about location and serving
area from databases, maps, and spreadsheets. Trouble tickets
were reviewed to see if related customer problems existed.
This method demonstrated the effectiveness of correlation,
but is very time consuming and may result in details being
overlooked due to the manual nature of the process.

The present invention provides enhanced correlation meth-
ods for fault management through a strategy that combines
automated, visual, and cross product correlation of customer-
reported problems and status information from intelligent
network elements. The present invention presents this infor-
mation in an automated user friendly fashion, network man-
agers can quickly isolate problems in the network as to their
root cause and location.

HFC network manager 88 is the data collection and pro-
cessing engine for telephony, data, and video equipment.
Alerts from element managers and customer-reported prob-
lem data from trouble ticketing system 102 are managed by
HFC network manager 88. HFC network manager 88 pro-
cesses these alerts against predefined rule sets to perform
advanced correlation. HFC network manager 88 dips into the
database of SDI system 93 to look up the logical relationships
and service address information that the calculations require.
HFC network manager 88 stores the results from the correla-
tion processing in a database.

AVT 90 is used in parallel to automated event correlation.
AVT 90 includes a spatial database that relates alarm infor-
mation from HFC network manager 88 with network con-
figuration data from the database of SDI system 93, geo-
coded homes passed information, and landbase and spatial
data. AVT 90 is a web-based graphics tool that allows network
operations center 94 to view real-time status of faults in
broadband network 10. This maximizes the efficiency and
effectiveness of network operations center 94 in identifying
telephony alarms and correlation of these alarms to customer
proximity, plant and equipment proximity, and connectivity
proximity for the resolution of alarms, problems, and cus-
tomer service.

The following sections describe how automated correla-
tion along with visual and cross-product correlation is per-
formed in accordance with a preferred embodiment of the
present invention. In addition, the description of reports that
are generated by SDI system 93 in support of the fault man-
agement is provided.

a. Automated Correlation

Systems that can perform automated correlation of man-
aged elements are needed to establish associations between
problems with customer’s service and the equipment that
delivers those services. In order to perform automated corre-
lation, logical connectivity relationships need to be estab-
lished between the elements of broadband network 10 and the
common equipment and transmission paths. A database (i.e.,
the database of SDI system 93) representing the local network
connectivity (HFC infrastructure) and the elements con-
nected to the network will enable the delivery of services
(telephony, data, and video) to a customer location. This
database is needed as a source of reference for HFC network
management system 16. In order to support fault management
capability through automated correlation, the database of SDI
system 93 must be an accurate database. The database of SDI
system 93 models and inventories head end equipment, fiber
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node, and CPE. Connectivity and serving area information for
this equipment is established as part of the provisioning pro-
cess for advanced services.

b. Visual Correlation

Visual correlation enables network operations center 94 to
relate the location of faulted CPE with HFC network 12
feeding them. AVT 90 displays street maps of the regions that
have been overlaid with HFC cable plant diagrams. These
maps also show the serving area boundaries for each fiber
node. In addition to this static information, color-coded
dynamic symbols representing type of service, status of intel-
ligent network elements, and the customer reported problems
are also displayed. Geo-coding of network elements and cus-
tomer service addresses enables the symbols to be accurately
located on the maps relative to the streets and physical plant.
This method quickly presents a visual indication of services
that are experiencing problems and the location of customers
impacted.

c. Cross-Product Correlation

Correlation is significantly more powerful when multiple
services are provided. By determining if one or more products
in the same section of the network are experiencing problems
or are operating normally, common equipment and transmis-
sion paths can be identified and eliminated as the trouble
source.

FIG. 5 illustrates an example of a visual correlation display
110 of some failed telephony NIUs 115 generated by AVT 90.
Display 110 provides a great deal of information about the
location of a telephony problem. In addition to the failed
telephony NIUs 115, display 110 shows the importance of
knowing what is in the normal state. In display 110 it is still
uncertain if the problem is in cable plant 68 or head end 52. It
appears that a single amplifier 113 feeds all the failed tele-
phony NIUs 115.

Automated correlation information can further isolate the
problem by indicating if the same modem equipment in head
end 52 serves all the failed cable modems 127. It could also
indicate if any working cable modems 125 are served by the
same modem equipment in head end 52. If they are not, or
there are working devices off that same modem equipment in
head end 52, then it is likely that the problem is in cable plant
68. If they are served by the same modem equipment in head
end 52, then trouble location is not certain. Additional infor-
mation from other products could contribute in further isolat-
ing the problem.

FIG. 6 illustrates a second visual correlation display 120
generated by AVT 90. Display 120 includes Internet cable
modem status information. Correlation can now be made
against cable modems 125 and 127. In the area of the failed
telephony N1Us 115 there is one operating cable modem 125.
Even though other modems in the node are turned off this one
piece of information indicates that cable plant 68 serving this
areamay be properly functioning. [.ooking for trouble athead
end 52 may make more sense than sending a technician to
look for line problems, particularly if all the failed telephony
devices 115 are off the same cable modem equipment in head
end 52.

In addition to the alarm data from the intelligent network
elements, trouble ticketing system 102 provides the address
and trouble type information from customer-reported prob-
lems. This is also displayed on the mapping system. The
report clusters from this source can be useful in identifying
soft failures, degradation, or content problems that are not
accompanied by active elements but impact service.

FIG. 7 illustrates a third visual correlation display 130
generated by AVT 90 which includes a new symbol 135 that
indicates customer-reported troubles. Visual or automated
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correlation desirably includes all elements in HFC network
12 which could possibly become single points of failure for
different services or service areas. This includes network
elements which are physically but not logically related. For
example: fiber facilities between the hub and the head end are
not protected and are typically bundled with other node facili-
ties. Automated or visual correlation must be able to identify
those common points of failure which could affect several
nodes 64, such as a fiber cut or failure of a power supply 75
which serves all or parts of several nodes. The plant database
must include knowledge of fiber for different nodes 64 shar-
ing a common fiber bundle 66.

d. Reports from the SDI System in Support of Fault Man-
agement

Referring back to FIGS. 1-4, SDI system 93 provides query
capability that includes two primary queries. One is a query
by phone number, customer 14 name, service address, or NIU
76 serial number. The returning data would be customer 14
name, service address, latitude and longitude, each NIU 76
serving that customer and associated NIU serial number,
telephone number associated with each port 72 on the NIU,
fiber node 64, and HD. The second query would be a query by
fiber node 64 or HDT 56. The returning data would be a list of
customers and all NIUs 76 associated with customer 14.

Services-Specific Network Management Functions

The services-specific network management functions are
those functions that are network management functions but
are service-specific and are different for different services.

1. Network Capacity Management

Capacity management is a high-priority function because
HFC network 12 supports advanced services (telephony, data,
and video). There are four major components for telephony
capacity management: 1) fixed capacity (voice ports) based
on concentration per head end modem node and NIUs 76; 2)
fixed capacity between HDT 56 and the local switch includ-
ing interface group management; 3) capacity based on traffic
pattern and analysis; and 4) customer reference value alloca-
tion and management. In the case of direct connect MDUs,
capacity issues resolve around: 1) channel allocation, 2)
transport capacity to local switch 24, 3) capacity based on
traffic pattern and analysis, and 4) customer reference value
allocation and management. The major components for data
capacity management include: 1) fixed capacity based on the
technology platform, 2) capacity based on traffic pattern and
analysis, and 3) fixed capacity between CMTSs 54 and data
service providers 32.

For telephony capacity management, SDI system 93 has
telephony services modeled in its database. Based on busi-
ness rules which govern the number of customers provisioned
per head end modem, fixed capacity is derived. This measure-
ment is used for example for capacity planning and for adding
additional capacity to a hub.

2. Service Assurance (Trouble Ticketing and Administra-
tion)

Trouble ticketing system 102 in conjunction with HFC
network management system 16 provides for a robust and
efficient service assurance capability having improvements in
system to human interface, system-to-system interoperability
with other trouble ticketing systems, data storage systems and
technician dispatch workflow systems, and network element
management systems. Primary goals include automation of
all aspects of trouble ticket generation, flow management, and
closure to include escalation and event notification. A short
cycle implementation of easily designed and modified sche-
mas, data field sets, and report queries that can be managed by
network operator administrators meet the requirement to sup-
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port adynamic operational and business environment. A peer-
to-peer distributed server architecture with synchronized data
storage is used to ensure performance and redundancy as
concurrent user and managed network elements scale to an
estimated 1000 operators and 45 million objects respectively.

Trouble ticketing system 102 includes a rules-based
trouble management system software application that maxi-
mizes operational efficiencies through field auto population,
rules-based ticket workflow, user and management team
maintenance of trouble, solution and script text, markets,
organizations, and user data. Trouble ticketing system 102
integrates with HFC network manager 88 for automatic
trouble ticket generation. HFC network manager 88 identifies
and locates alarms and modifies data fields based on rules/
tables, opens and auto-populates applicable data fields, or
closes a trouble ticket.

3. Network Element Management

HFC network manager 88 communicates with element
managers regarding network elements. HFC network man-
ager 88 gathers performance, alarm, and use data from net-
work equipment and communications facilities. HFC net-
work manager 88 also distributes instructions to network
elements so those maintenance tasks such as grooming, time
slot assignment, provisioning, and inventory are performed
from a central location.

HFC Network- and Services-Specific Functions

The HFC network- and services-specific functions are not
separable into network related functions or services-specific
functions. For example, for telephony service, the provision-
ing and configuration management cannot be broken out into
network and services. This is because in the case of telephony
service, until NIU 76 is installed, network configuration and
provisioning is not complete. This is because NIU 76 is a
managed network element and it is really port 72 off of the
NIU that is activated during the service-provisioning process.
Currently, for new service orders, the installation of an NIU
76 takes place only after the service is ordered (i.e., as a task
related to service provisioning). The service configuration
and provisioning takes place after NIU 76 is installed and a
port 72 on the NIU is assigned for the telephony service.

1. Configuration Management

Referring now to FIG. 11, the database of SDI system 93
has two components for configuration management: 1) a
physical network inventory 201 and 2) a logical network
inventory 203. Physical network inventory 201 is the inven-
tory of actual network equipment (physical) and logical net-
work inventory 203 describes how that equipment is config-
ured and connected (physical and logical) for each of
telephony network database 205, video network database
207, and data network database 209. The configuration infor-
mation is vital to automate the provisioning process and per-
form effective fault management.

SDI system 93 is an object-oriented software system that
does network inventory management and design manage-
ment (circuit design). SDI 93 system defines and tracks a
customer’s network service path from customer location to
the HDTs 56 (and other network elements). SDI system93
provides strict referential integrity for network equipment,
network connectivity, customer’s network service path, and
services that are provisioned via this network service path.

The database of SDI system 93 models HFC network 12
using a data-rule structure. The data-rule structure represents
the equipment, facilities and service links, and provisioned
telephony customers. The data structure further represents
links between HDTs 56 and fiber nodes 64, NIUs 76, cus-
tomer location, and aggregate links from the HDTs to the
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NIUs at customer 14 locations. The telephony serviceable
household passed (HHP) data defines the base geographic
units (cable runs) in the database of SDI system 93. The HHP
data is accurately geo-coded including the relation of address
location to fiber node 64, coax cable run 68, and latitude and
longitude. The data-rule structure demonstrates the ability to
capture the basic elements and relationships of HFC network
12 to support the NOC fault management process. The data-
base of SDI system 93 associates each telephony-ready
household passed address to a fiber node 64 and coax cable
bus 68 associated with this address. The database of SDI
system 93 includes the data elements required to support the
provisioning process and provides report capability to sup-
port network management alarm correlation and fault man-
agement.

SDI system 93 supports network inventory and topology
data and acts as a configuration system that allows for
changes to be made to the network. Significant changes to the
network can be entered through a batch load process and
small changes can be entered using a GUI interface. The data
is needed from various sources such as engineering data
(equipment and cable links), HHP data along with association
of'house to fiber node 64 and coax cable bus 68 it is served by,
and data associated with customers 14 that were provisioned
prior to SDI system deployment. The HHP data includes
house key, address, latitude, longitude, fiber node 64, coax
cable bus 68, hub 52 number, power supply 75, etc. Signifi-
cant effort is involved in associating a house (customer 14) to
afibernode 64. It involves correcting landbase for a market so
that latitudes and longitudes are correct. The fiber node
boundaries are drawn on engineering drawings (at coax bus
level) so that association of a customer 14 to a fiber node
64/coax bus 68 can be made.

The equipment location data includes location for fiber
nodes 64 and hubs 52 with addresses, latitudes, and longi-
tudes. The equipment data includes equipment profiles and
equipment inventory such as HDTs 56, fiber nodes 64, for-
ward and return paths, etc. The network cabling data includes
data determined by system architecture and actual cabling
inventory and includes relationships of node/forward path/
reverse paths, laser transmitters and receivers, and power
supplies. The network aggregate link data is based on equip-
ment, cable inventory, and network architecture.

The equipment location data includes location for fiber
nodes 64 and hubs 52 with addresses, latitudes, and longi-
tudes. The equipment data includes equipment profiles and
equipment inventory such as HDTs 56, fiber nodes 64, for-
ward and return paths, etc. The network cabling data includes
data determined by system architecture and actual cabling
inventory and includes relationships of fiber node 64 forward
paths/reverse paths, laser transmitters and receivers, and
power supplies 75. The network aggregate link data is based
on equipment, cable inventory, and network architecture.

Referring now to FIG. 8, a highly detailed view of HFC
network management system 16 within a broadband network
environment is shown. In general, the applications of HFC
network management system 16 normalize the variables
existing in HFC network 12 so as to allow the definition and
support of provisioning and maintenance interfaces to the
service management layers. The interfaces and set of service
delivery processes and functions established are reusable for
telephony, data, and video services because the same set of
functions need to occur and only the rules are different based
on the service enabling network elements. This implies that
any network management system application desirably is an
object-based, component architecture solution which is rules-
and tables-driven to provide the flexibility and scale to
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address a high-capacity multiple-services network element
environment. The goal of HFC network management system
16 is to integrate and automate system support such that
human intervention is minimally needed.

FIG. 8 represents a set of component systems and inter-
faces that are necessary to achieve integrated network man-
agement and automated HFC provisioning, automated
trouble ticket generation, and automated fault management
capabilities in a broadband network having an HFC network
12. As introduced above, these are three key network man-
agement functions performed by HFC network management
system 16.

The first key network management function is the automa-
tion of HFC provisioning. For example, after a customer
service representative 153 takes an order for telephony ser-
vice provisioning of the telephony service begins. The provi-
sioning of a customer’s telephone service has two primary
considerations. The first consideration is to provision a logi-
cal HFC circuit connecting the appropriate CPE 76 to the
corresponding appropriate head end office (HDT 56). The
second consideration is provisioning a local switch 24 that
delivers dial tone and features. Automation of HFC network
provisioning means without manual intervention. As shown
in flowchart 180 of FIG. 9, this translates into receiving an
order from an order manager 142 as shown in block 182,
assigning appropriate HFC network elements for that order as
shown in block 184, generating a line equipment number
(LEN) as shown in block 186, and sending the LEN back to
the order manager (as shown in block 188) that can use the
LEN to provision the local switch in conjunction with service
provisioning systems 28 as shown in block 190.

The HFC service provisioning includes the assignment of
HFC network components as shown in block 184 to create a
logical circuit connecting the CPE to the corresponding
appropriate hub office equipment. This includes traversing
the various coax bus, fiber node, fiber path, and hub office
equipment. The automation of HFC provisioning depends on
the HFC network configuration data being readily available.
The database of SDI system 93 supports automated provi-
sioning by storing existing HFC network topology. The data-
base of SDI system 93 has the ability to maintain a referential
integrity of network equipment, network connectivity, and
logical service paths associated with customer services.

Order manager 142 provides workflow control for the
ordering and interactions with other processes such as billing
and dispatch provided by dispatch manager 42. SDI system
93 is notified of an order request via an interface with order
manager 142. SDI system 93 will transfer the order request to
HFC network manager 88 which in turn then interfaces to
HDT network element manager 146. HDT network element
manager 146 then executes the provisioning commands.

There are five separate areas that should be automated to
achieve fully automated designs in SDI system 93. The first is
order creation entry of order data into the database of SDI
system 93 which is performed by an interface to order man-
ager 142 for full automation. The second is design—selection
of the components (NIU 76, HDT 56, etc.). The third is
implementation—sending HDT/HEM to the HDT network
element manager 146, sending the LEN to order manager
142, and test data (from the HDT network element manager).
The fourth is interfaces for systems such as SDI system 93,
HFC network manager 88 can take an SDI system request and
turn it into a sequence of commands necessary for provision-
ing a particular service on a particular piece of equipment.
The fifth is broadband development—sequences of HFC net-
work manager 88 that allow a single calling point to execute
desired functions such as add new service, modify existing
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service, and delete service. This is required for each desired
function in each particular piece of equipment.

Referring now back to FIG. 8, the second key network
management function is automated trouble ticket creation.
The following is a list of capabilities for accomplishing the
goal of auto trouble ticket creation: data feed from fault
manager 90 into outage tables of trouble ticket system 102;
integration with customer service representative tools for
enhanced automated rules-based diagnostic testing, capture,
and auto-population of diagnostic information into appropri-
ate data fields; integration with SDI system 93 via HFC net-
work manager 88 to provide wide-scale and drill down sys-
tem outage alert and notification for enhanced trouble
correlation; an interface to include simple diagnostic tool
interface and auto trouble ticket generation/assignment based
on diagnostic results and rules/tables.

The third key network management function is automated
fault management. HFC status monitoring 144 of HFC net-
work manager 88 monitors HFC network 12 for configuration
and problem status. Similarly, network element manager 146
of HFC network manager 88 monitors service network ele-
ment 56 (i.e., HDT, CMTS, and video equipment) for con-
figuration and problem status. HFC network manager 88 gen-
erates alarm data if there are any problems. Fault manager 90
uses the alarm data in conjunction with the network configu-
ration data stored in the database of SDI system 93 to generate
a graphical display of the location and type of problems.

FIG. 10illustrates a block diagram of the major subsystems
of SDI system 93. FIG. 10 illustrates the basic relationship
between SDI system 93 and certain functionality as it pertains
to managing HFC network 12. SDI system 93 includes inven-
tory information management capabilities 152, application
management capabilities 154, order process management
capabilities 156, and service/transport design capabilities
158. All of these management and design capabilities interact
with a database 160. Database 160 interacts with data gate-
way 162 via a GUI 164 to interact with NOC 94, fault man-
ager 90, OPAL 95, and HFC network manager 88.

Inventory information management component 152 sup-
ports additions and changes to database 160 and enables
tracking of the use and availability of HFC network elements
and status through the use of queries and reports. Inventory
information management component 152 also manages the
physical inventory items and permits browsing and updating
with respect to such items as: household passed address to
coax bus and fiber node association; network element and
CPE profile and location data; link data; routing data; cus-
tomer data; and hub office data.

Service and transport design component 158, also referred
to as the design management component, uses different types
of'data, e.g., data from database 160, data an operator enters
about an order or a customer and customer interface definition
data, to create and modify the design of HFC network 12. The
design subsystem is provided with an automated provisioning
capability that, together with GUI 164, permits an operator to
see HFC network 12 grow as each link is created.

Order process management component 156 tracks all
orders, from first contact to a moment when a link goes into
service, including management of scheduling, jeopardy
information, and order status. A number of order manage-
ment features support the design management subsystem
such as: creating, querying, and listing new connect, change,
and disconnect orders; validating order entry data; translating
orders into attribute requirements for the design process;
generating a schedule of activities and intervals based on
service type, order action, expedite, and sub-networks; and
tracking the completion of scheduled activities against objec-
tive intervals. Application management component 154 per-
mits customizing SDI system 93 through various rule and
translation tables.
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Thus it is apparent that there has been provided, in accor-
dance with the present invention, a method and system for
providing an efficient use of HFC network resources that fully
satisty the objects, aims, and advantages set forth above. Itis
to be understood that the network management system in
accordance with the present invention may be used to manage
other broadband networks providing multiple services such
as fixed wireless networks. While the present invention has
been described in conjunction with specific embodiments
thereof, it is evident that many alternatives, modifications,
and variations will be apparent to those skilled in the art in
light of the foregoing description. Accordingly, it is intended
to embrace all such alternatives.

What is claimed is:

1. In a broadband network having a hybrid fiber coax
(HFC) network having network elements operable for com-
municating telephony, data, and video signals with customer-
premises equipment (CPE) of subscriber households, the net-
work elements including a host digital terminal (HDT) for
communicating the telephony signals, a cable modem termi-
nation system (CMTS) for communicating the data signals,
and video equipment for communicating the video signals, a
fiber optics network connecting the HDT, CMTS, and video
equipment to a fiber optics node, and a coax cable network
connecting the fiber optics node to the CPE of the subscriber
households, an HFC network management system compris-
ing:

a service, design, and inventory (SDI) system having a
database operable for storing data indicative of an inven-
tory of the network elements and the CPE in the HFC
network and an inventory of CPE which are out of the
HFC network, for storing data indicative of configura-
tion and connectivity of the network elements and the
CPE in the HFC network, and for storing data indicative
of assigned capacity of the HFC network based on the
configuration and the connectivity of the network ele-
ments and the CPE in the HFC network; and

an online provisioning application link (OPAL) operable
with the database of the SDI system for provisioning a
CPE in the inventory of CPE which are out of the HFC
network to be added into the HFC network and for
provisioning network elements in the HFC network with
the CPE added into the HFC network based on the
assigned capacity of the network elements.

2. The HFC network management system of claim 1

wherein:

the data indicative of configuration and connectivity of the
network elements includes data indicative of physical
and logical connections between the network elements.

3. The HFC network management system of claim 1
wherein:

the data indicative of configuration and connectivity of the
network elements includes data indicative of physical
and logical connections between the HFC network and
the CPE.

4. The HFC network management system of claim 1

wherein:

the SDI system is operable to generate an SDI system
report for at least one of a network element and a CPE,
the SDI system report including information about the at
least one network element and the CPE.

5. The HFC network management system of claim 1

wherein:

the data indicative of an inventory of the network elements
and the CPE in the HFC network includes data indicative
of subscriber households passed in the HFC network.

6. The HFC network management system of claim 5
wherein:

the data indicative of subscriber households passed in the
HFC network includes for each subscriber household
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data indicative of the fiber node connected to the CPE of
the subscriber household and the coax bus connecting
the subscriber household to the fiber node.

7. The HFC network management system of claim 6
wherein:

the data indicative of subscriber households passed in the

HFC network further includes for each subscriber
household data indicative of household key, household
address, and household location.

8. The HFC network management system of claim 1
wherein:

the data indicative of an inventory of the network elements

and the CPE in the HFC network includes data indicative
of physical location and identification of the network
elements.
9. The HFC network management system of claim 1
wherein:
the data indicative of an inventory of the network elements
and the CPE in the HFC network and an inventory of the
CPE which are out of the HFC network includes data
indicative of profiles of the network elements and the
CPE.
10. The HFC network management system of claim 1
further comprising:
an HFC network manager operable for controlling the con-
figuration and connectivity of the network elements and
the CPE in the HFC network, wherein the database ofthe
SDI system updates the stored data indicative of the
configuration and the connectivity of the network ele-
ments and the CPE in the HFC network in response to
the HFC network manager changing the configuration
and the connectivity of the network elements and the
CPE in the HFC network.
11. The HFC network management system of claim 1
further comprising:
afault manager having an alarm visualization tool operable
with the database of the SDI system for generating
visual displays of the configuration and the connectivity
of the network elements and the CPE in the HFC net-
work.
12. A hybrid fiber coax (HFC) network management
method for use in a broadband network having a HFC net-
work provided with network elements operable for commu-
nicating telephony, data, and video signals with customer-
premises equipment (CPE) of subscriber households, the
network elements including a host digital terminal (HDT) for
communicating the telephony signals, a cable modem termi-
nation system (CMTS) for communicating the data signals,
and video equipment for communicating the video signals, a
fiber optics network connecting the HDT, CMTS, and video
equipment to a fiber optics node, and a coax cable network
connecting the fiber optics node to the CPE of the subscriber
households, the HFC network management method compris-
ing:
storing, in a database, data indicative of an inventory of the
network elements and the CPE in the HFC network and
an inventory of CPE which are out of the HFC network;

storing, in the database, data indicative of configuration
and connectivity of the network elements and the CPE in
the HFC network;

storing, in the database, data indicative of assigned capac-

ity of the HFC network based on the configuration and
the connectivity of the network elements and the CPE in
the HFC network; and

accessing, by an online provisional application link

(OPAL), the data stored in the database in order for the
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OPAL to provision a CPE in the inventory of CPE which
are out of the HFC network to be added into the HFC
network and to provision network elements in the HFC
network with the CPE added into the HFC network
based on the assigned capacity of the network elements.
13. The HFC network management method of claim 12
wherein:
storing, in the database, data indicative of configuration
and connectivity of the network elements includes stor-
ing data indicative of physical and logical connections
between the network elements.
14. The HFC network management method of claim 12
wherein:
storing, in the database, data indicative of configuration
and connectivity of the network elements includes stor-
ing data indicative of physical and logical connections
between the HFC network and the CPE.
15. The HFC network management method of claim 12
further comprising:
generating an SDI system report for at least one of a net-
work element and a CPE, the SDI system report includ-
ing information about the at least one network element
and the CPE.
16. The HFC network management method of claim 12
wherein:
storing, in the database, data indicative of an inventory of
the network elements and the CPE in the HFC network
includes storing data indicative of subscriber house-
holds passed in the HFC network.
17. The HFC network management method of claim 16
wherein:
storing, in the database, data indicative of subscriber
households passed in the HFC network includes storing
for each subscriber household data indicative of the fiber
node connected to the CPE of the subscriber household
and the coax bus connecting the subscriber household to
the fiber node.
18. The HFC network management method of claim 12
wherein:
storing, in the database, data indicative of an inventory of
the network elements and the CPE includes storing data
indicative of physical location and identification of the
network elements.
19. The HFC network management method of claim 12
wherein:
storing, in the database, data indicative of an inventory of
the network elements and the CPE in the HFC network
and an inventory of the CPE which are out of the HFC
network includes storing data indicative of profiles of
the network elements and the CPE.
20. The HFC network management method of claim 12
further comprising:
generating visual displays of the configuration of the net-
work elements and the CPE in the HFC network.
21. The HFC network management method of claim 12
further comprising:
controlling the configuration and connectivity of the net-
work elements and the CPE in the HFC network; and
updating the stored data indicative of the configuration of
the network elements and the CPE in the HFC network
in response to the HFC network manager changing the
configuration and the connectivity of the network ele-
ments and the CPE in the HFC network.



