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CODING OF HIGH DYNAMIC RANGE VIDEO
USING SEGMENT-BASED RESHAPING

CROSS-REFERENCES TO RELATED APPLICATIONS
[0001] This application claims priority United States Provisional Application No.
62/385,307 and European Patent Application No. 16187983.8 both filed on September 9,

2016 and both of which are incorporated by references in their entirety.

TECHNOLOGY
[0002] The present invention relates generally to images. More particularly, an
embodiment of the present invention relates to the coding of video signals with high

dynamic range using segment-based reshaping.

BACKGROUND

[0003] As used herein, the term 'dynamic range' (DR) may relate to a capability of the
human visual system (HVS) to perceive a range of intensity (e.g., luminance, luma) in an
image, e.g., from darkest grays (blacks) to brightest whites (highlights). In this sense, DR
relates to a 'scene-referred’ intensity. DR may also relate to the ability of a display device
to adequately or approximately render an intensity range of a particular breadth. In this
sense, DR relates to a 'display-referred’ intensity. Unless a particular sense is explicitly
specified to have particular significance at any point in the description herein, it should be
inferred that the term may be used in either sense, e.g. interchangeably.

[0004] As used herein, the term high dynamic range (HDR) relates to a DR breadth
that spans some 14-15 orders of magnitude of the human visual system (HVS). In
practice, the DR over which a human may simultaneously perceive an extensive breadth
in intensity range may be somewhat truncated, in relation to HDR. As used herein, the
terms enhanced dynamic range (EDR) or visual dynamic range (VDR) may individually
or interchangeably relate to the DR that is perceivable within a scene or image by a
human visual system (HVS) that includes eye movements, allowing for some light
adaptation changes across the scene or image. As used herein, EDR may relate to a DR

that spans 5 to 6 orders of magnitude. Thus while perhaps somewhat narrower in relation
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to true scene referred HDR, EDR nonetheless represents a wide DR breadth and may also
be referred to as HDR.

[0005] In practice, images comprise one or more color components (e.g., luma Y and
chroma Cb and Cr) wherein each color component is represented by a precision of n-bits
per pixel (e.g., n=8). Using linear luminance coding, images where n <8 (e.g., color 24-
bit JPEG images) are considered images of standard dynamic range, while images where
n > 8 may be considered images of enhanced dynamic range. EDR and HDR images
may also be stored and distributed using high-precision (e.g., 16-bit) floating-point
formats, such as the OpenEXR file format developed by Industrial Light and Magic.
[0006] A reference electro-optical transfer function (EOTF) for a given display
characterizes the relationship between color values (e.g., luminance) of an input video
signal to output screen color values (e.g., screen luminance) produced by the display. For
example, in Ref.[1], ITU Rec. BT. 1886 defines the reference EOTF for flat panel
displays based on measured characteristics of the Cathode Ray Tube (CRT). Given a
video stream, information about its EOTF is typically embedded in the bit stream as
metadata. As used herein, the term “metadata” relates to any auxiliary information that is
transmitted as part of the coded bitstream and assists a decoder to render a decoded
image. Such metadata may include, but are not limited to, color space or gamut
information, reference display parameters, and auxiliary signal parameters, as those
described herein.

[0007] Most consumer desktop displays currently support luminance of 200 to 300
cd/m? or nits. Most consumer HDTVs range from 300 to 500 nits with new models
reaching 1000 nits (cd/m?). Such conventional displays thus typify a lower dynamic
range (LDR), also referred to as a standard dynamic range (SDR), in relation to HDR or
EDR. As the availability of HDR content grows due to advances in both capture
equipment (e.g., cameras) and HDR displays (e.g., the PRM-4200 professional reference
monitor from Dolby Laboratories), HDR content may be color graded and displayed on
HDR displays that support higher dynamic ranges (e.g., from 1,000 nits to 5,000 nits or
more). Such displays may be defined using alternative EOTFs that support high
luminance capability (e.g., 0 to 10,000 nits). An example of such an EOTF is defined in
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SMPTE ST 2084:2014 (Ref.[2]). In general, without limitation, the methods of the
present disclosure relate to any dynamic range higher than SDR.

[0008] As used herein, the term “reshaping” refers to a pre-processing operation on
an HDR image, such as scaling, quantization, and the like, to map it from its original bit
depth to an image of the same or lower bit depth, to allow for more efficient coding using
existing coding standards and devices. ‘Forward reshaping’ parameters used by an
encoder may be communicated to a receiver as part of the coded bitstream using metadata
so that a compliant decoder may apply an ‘inverse’ or ‘backward reshaping’ operation to
reconstruct the original signal at its full dynamic range. Reshaping may be applied to any
one or all of the color components of an HDR signal. In some embodiments, reshaping
may also be constrained by the requirement to preserve on the decoded image the artistic
intent of the original, for example, in terms of the accuracy of colors or “look,” as
specified by a colorist under the supervision of the director.

[0009] Existing reshaping techniques are typically scene-based. As used herein, the
term “scene” for a video sequence (a sequence of frames/images) may relate to a series of
consecutive frames in the video sequence sharing similar luminance, color and dynamic
range characteristics. Scene-based methods work well in video-workflow pipelines
which have access to the full scene; however, it is not unusual for content providers to
use cloud-based multiprocessing, where, after dividing a video stream into segments,
each segment is processed independently by a single computing node in the cloud. As
used herein, the term “segment” denotes a series of consecutive frames in a video
sequence. A segment may be part of a scene or it may include one or more scenes. Thus,
processing of a scene may be split across multiple processors. To improve existing
coding schemes, as appreciated by the inventors here, improved techniques for segment-
based reshaping of HDR video are needed.

[00010] The approaches described in this section are approaches that could be pursued,
but not necessarily approaches that have been previously conceived or pursued.
Therefore, unless otherwise indicated, it should not be assumed that any of the
approaches described in this section qualify as prior art merely by virtue of their inclusion

in this section. Similarly, issues identified with respect to one or more approaches should
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not assume to have been recognized in any prior art on the basis of this section, unless

otherwise indicated.

BRIEF DESCRIPTION OF THE DRAWINGS

[00011] An embodiment of the present invention is illustrated by way of example, and
not in way by limitation, in the figures of the accompanying drawings and in which like
reference numerals refer to similar elements and in which:

[00012] FIG. 1 depicts an example process for data compression using reshaping
according to an embodiment of this invention;

[00013] FIG. 2A-2C depict examples of processing video scenes for color reshaping
according to an embodiment of this invention;

[00014] FIG. 3A-3C depict examples of support frame sets according an embodiment
of this invention;

[00015] FIG. 4 depicts an example of EDR to SDR luma reshaping using CDF
matching according to an embodiment of this invention;

[00016] FIG. 5A depicts a process of overlapped forward chroma reshaping in an HDR
encoder according to an embodiment of this invention;

[00017] FIG. 5B depicts a process of overlapped backward chroma reshaping in an
HDR decoder to an embodiment of this invention; and

[00018] FIG. 6 depicts an example of a process for segment-based luma and chroma

reshaping according to an embodiment of this invention.

DESCRIPTION OF EXAMPLE EMBODIMENTS

[00019] Segment-based reshaping techniques for high dynamic range (HDR) images
are described herein. In the following description, for the purposes of explanation,
numerous specific details are set forth in order to provide a thorough understanding of the
present invention. It will be apparent, however, that the present invention may be
practiced without these specific details. In other instances, well-known structures and
devices are not described in exhaustive detail, in order to avoid unnecessarily occluding,

obscuring, or obfuscating the present invention.
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OVERVIEW
[00020] Example embodiments described herein relate to segment-based signal
reshaping, e.g., reshaping of HDR images. The reshaping may relate to or comprise luma
and/or chroma reshaping. The reshaping may also be said to relate to generating a
forward luma reshaping mapping. In one aspect, a processor for segment-based reshaping
receives a first input video signal in a first dynamic range and a second input video signal
in a second dynamic range, wherein corresponding frames in the first signal and the
second signal represent the same image, wherein the first dynamic range is higher than
the second dynamic range. The first input video signal and the second input video signal
are divided into consecutive segments, wherein each segment comprises primary frames
and padded frames, wherein padded frames for a segment overlap with the primary
frames of at least one neighboring segment. The primary frames are those frames for
which a forward luma reshaping mapping is to be generated in a computing node. The
padded frames are arranged in the segment before a first one of the primary frames and/or
after a last one of the primary frames. Different segments may be processed
independently from each other, for example by different computing nodes. In the
computing node, for luma reshaping, for a primary frame in a segment of the first input
video, the node computes a support frame set based on a sliding window centered on the
primary frame and adjusted based on scene cuts in the segment. The support frame set
may be obtained by adjusting the sliding window based on the scene cuts in the segment.
For example, frames of the sliding window that are not contained in the same scene as the
primary frame (the scene being bounded by the scene cuts) may be excluded from the
support frame set. The support frame set may include, depending on a position of the
primary frame within the segment, padded frames in addition to (other) primary frames.
Thereby, the forward luma reshaping mapping for such primary frame may be based also
on the statistics (e.g., luma histograms, noise measurements, etc.) of padded frames,
thereby offering better (smoother) transitions between forward luma reshaping mappings
at transitions from one segment to another. The computing node determines a minimum
codeword allocation for luminance pixel values in a reshaped frame of the primary frame
based on a first reshaping method and the support frame set, and it determines a first

mapping for luminance values of the primary frame from the first dynamic range to the
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second dynamic range based on a second reshaping method that preserves the artistic
“look” of the input video signals. It combines the first mapping with the minimum
codeword allocation to generate a final forward luma reshaping mapping, and applies the
final luma reshaping mapping to luminance pixel values of the primary frame to generate
luminance pixel values of an output reshaped frame.

[00021] In some embodiments, the minimum codeword allocation may be determined
based on a noise masking threshold for the primary frame. The noise masking threshold
may be determined based on the frames of the support frame set for the primary frame.
For example, the noise masking threshold may be determined based on noises
measurements for the frames of the support frame set, e.g., by averaging the noise
measurements over the frames of the support frame set. The noise measurements may be
based on block-based standard deviations of luma values in respective frames. These
block-based standard deviations may be averaged for each of a plurality of luma bins.

In some embodiments, the minimum codeword allocation may indicate a lower bound on
an allocation of output codewords in the reshaped frame across input codewords in the
primary frame. That is, the minimum codeword allocation may indicate for each pair of
adjacent codewords in the primary frame a required amount of codewords in the reshaped
frame.

[00022] In some embodiments, computing the support frame set may comprise:
determining a window of 2W+1 frames centered on the primary frame; determining a first
scene cut in the segment nearest to the left of the primary frame; determining a second
scene cut in the segment nearest to the right of the primary frame; adjusting the left side
of the window to be the beginning of the first scene cut in the segment, if the position of
the first scene cut is within W frames to the left of the primary frame; and adjusting the
right side of the window to be the frame before the position of the second scene cut in the
segment, if the position of the second scene cut is within W frames to the right of the
primary frame, where W is an integer.

[00023] In some embodiments, determining the minimum codeword allocation based
on a first reshaping method may comprise: partitioning the luminance range of the
primary frame into non-overlapping bins; generating noise estimates for each bin based

on a noise measuring criterion and the support frame set; and generating the minimum
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codeword allocation based on the input bit depth of the first input, a target bit depth for
the reshaped frame, and a function for mapping noise estimates to bit depths (e.g., a
masking-noise to bit depth function).

[00024] In some embodiments, the second reshaping method may generate the first
mapping by matching histogram characteristics of luminance values in a mapped frame to
the histogram characteristics of luminance values in a frame in the second video signal
corresponding to the primary frame, wherein the mapped frame is generated by applying
the first mapping to the primary frame. That is, the second reshaping method may
generate the first mapping so that histogram characteristics of luminance values in a
mapped frame match the histogram characteristics of luminance values in a frame in the
second video signal corresponding to the primary frame, wherein the mapped frame is
generated by applying the first mapping to the primary frame.

[00025] In some embodiments, determining the first mapping for mapping luminance
values of the primary frame from the first dynamic range to the second dynamic range
based on a second reshaping method may comprises computing based on the support
frame set a first normalized luminance histogram for the primary frame (e.g., computing
based on the support frame set a first normalized luminance histogram for the primary
frame); computing a first cumulative density function, CDF, (for the primary frame)
based on the first normalized luminance histogram(s); computing a second normalized
luminance histogram for each frame in the second input video that corresponds to a frame
in the support frame set (e.g., computing based on the support frame set a second
normalized luminance histogram for the frame in the second input video corresponding to
the primary frame); computing a second CDF based on the second normalized luminance
histogram(s); and for each luma intensity value in the primary frame determining a first
mapped luma value such that the output value of the first CDF for the luma intensity
value is approximately equal to the output value of the second CDF for the first mapped
luma value.

[00026] In some embodiments, combining the first mapping with the minimum
codeword allocation may comprise: generating delta values based on pair-wise
differences of consecutive codewords in the first mapping (e.g., generating, as delta

values, pair-wise differences between mapped codewords of consecutive codewords, the
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consecutive codewords being mapped by the first mapping); identifying a first set of
elements of the delta values which violate the minimum codeword allocation
requirements (e.g., delta values which are below a minimum number of required
codewords given by the minimum codeword requirement); determining a first metric (@)
of codeword requirements to be added for the first set of elements; identifying a second
set of elements of the delta values which do not violate the minimum codeword allocation
requirements (e.g., delta values which are not below a minimum number of required
codewords given by the minimum codeword requirement); determining a second metric
(P) of codeword requirements to be subtracted for the second set of elements; for the first
set of elements, replacing their delta values with their corresponding minimum codeword
allocation requirements values; for the second set of elements, rescaling their delta values
based on the first metric and the second metric; and generating a forward reshaping LUT
based on the updated values of the first set of elements and the second set of elements.
The first metric may indicate an additional amount of required codewords for satisfying
the minimum codeword allocation requirements. The second metric may indicate a sum
of those delta values that do not violate the minimum codeword allocation requirements.

In some embodiments, rescaling may comprise multiplying each original delta value in
the second set of elements by (1 - %)

[00027] In some embodiments, the method may further comprise determining forward
luma reshaping mappings for two or more of the frames belonging to the support frame
set of the primary frame; and determining an average forward luma reshaping mapping
based on an average or weighted average of the forward luma reshaping mappings for the
two or more frames in the support frame set of the primary frame.

[00028] In some embodiment, the method may further comprise applying the forward
luma reshaping mapping or the average forward luma reshaping mapping for the primary
frame to the luminance pixel values of the primary frame to generate luminance values of
an output reshaped frame.

[00029] For chroma reshaping, the computing node determines a forward set of
reshaping chroma parameters (e.g., a set of reshaping chroma parameters for forward
chroma reshaping) based on a forward multivariate, multi-regression model (MMR) and a

forward support frame set (e.g., a support frame set for forward chroma reshaping), such
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that the mean-square error between chroma values in the output reshaped frame and
chroma values in the corresponding frame of the second input video is minimized (e.g.,
by minimizing the mean-square error between chroma values in the output reshaped
frame and chroma values in the corresponding frame of the second input video). In
addition, the node determines a backward set of reshaping chroma parameters (e.g., a set
of reshaping chroma parameters for backward chroma reshaping) based on a backward
MMR model and a backward support frame set (e.g., a support frame set for backward
chroma reshaping), such that the mean-square error between chroma values in the
reconstructed frame in the first dynamic range and chroma values in the corresponding
primary frame is minimized (e.g., by minimizing the mean-square error between chroma
values in the reconstructed frame in the first dynamic range and chroma values in the
corresponding primary frame). The forward MMR model is applied to the primary frame
to generate chroma pixel values in the output reshaped frame, and the backward MMR
model parameters are communicated downstream to a decoder as metadata.

[00030] In some embodiments, the MSE error may be weighted MSE. In some
embodiments, the method may further comprise applying the forward MMR model to the
primary frame to generate chrominance values of the output reshaped frame. Another
aspect relates to an apparatus comprising a processor and being configured to perform
any one of the methods recited above. Yet another aspect relates to a non-transitory
computer-readable storage medium having stored thereon computer-executable

instruction for executing any one of the methods recited above.

EXAMPLE VIDEO DELIVERY PROCESSING PIPELINE

Signal Reshaping

[00031] Currently, most digital interfaces for video delivery, such as the Serial Digital
Interface (SDI), are limited to 12 bits per pixel per component. Furthermore, most

practical implementations of compression standards, such as H.264 (or AVC) and H.265
(or HEVC), are limited to 10-bits per pixel per component. Therefore efficient encoding

and/or quantization is required to support HDR content, with dynamic range from
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approximately 0.001 to 10,000 cd/m? (or nits), within existing infrastructures and
compression standards.

[00032] The term “PQ” as used herein refers to perceptual luminance amplitude
quantization. The human visual system responds to increasing light levels in a very non-
linear way. A human’s ability to see a stimulus is affected by the luminance of that
stimulus, the size of the stimulus, the spatial frequencies making up the stimulus, and the
luminance level that the eyes have adapted to at the particular moment one is viewing the
stimulus. In a preferred embodiment, a perceptual quantizer function maps linear input
gray levels to output gray levels that better match the contrast sensitivity thresholds in the
human visual system. An example PQ mapping function is described in SMPTE ST
2084:2014 (Ref.[2]), where given a fixed stimulus size, for every luminance level (i.e.,
the stimulus level), a minimum visible contrast step at that luminance level is selected
according to the most sensitive adaptation level and the most sensitive spatial frequency
(according to HVS models). Compared to the traditional gamma curve, which represents
the response curve of a physical cathode ray tube (CRT) device and coincidently may
have a very rough similarity to the way the human visual system responds, a PQ curve
imitates the true visual response of the human visual system using a relatively simple
functional model. For example, under SMPTE ST 2084, at 1 cd/m?, one 12-bit code
value corresponds to a relative change of approximately 0.0048 cd/m?; however, at 1,000
cd/m?, one 12-bit code value corresponds to a relative change of approximately 2.24
cd/m?. This non-linear quantization is needed to accommodate for the non-linear contrast
sensitivity of the human visual system (HVS)

[00033] FIG. 1 depicts an example process (100) for data compression and
decompression using luma and chroma reshaping according to an embodiment of this
invention. In an encoder (100-E), a video sequence may be available in both high
dynamic range (EDR, 102) and standard dynamic range (SDR, 104) formats. In some
embodiments, the SDR sequence may be generated based on the EDR sequence. In other
embodiments, the EDR sequence may be generated based on the SDR sequence. In an
embodiment, the “look” in both the input EDR and SDR sequences (as represented by

their luminance and color pixel values) represent the artistic intent or “look” of the
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director. Inputs (102) and (104), may be coded according to certain EOTF (e.g., gamma,
PQ, and the like).

[00034] Forward reshaping may include separate luma reshaping (105-A) and chroma
reshaping (105-B) processes. Luma reshaping (105-A) and chroma reshaping (105-B)
processes, as will be described herein, may be applied to the input EDR signal (102),
taking into consideration the characteristics of the reference SDR signal (104), to
generate a reshaped SDR signal (107) with corresponding luma (107-L) and chroma
(107-C) components. In some embodiments, forward reshaping (105) may also include
processes related to color conversion, tone mapping, and saturation control.

[00035]  After reshaping, video signal (107) is delivered to encoding block (110) for
delivering downstream to decoding and playback devices such as television sets, set-top
boxes, movie theaters, and the like. In some embodiments, coding block (110) may
include audio and video encoders, such as those defined by ATSC, DVB, DVD, Blu-Ray,
and other delivery formats, to generate coded bit stream (112). In a receiver (100-D), the
coded bit stream (112) is decoded by decoding unit (115) to generate a decoded signal
(117) representing an identical or close approximation of signal (107).

[00036] In a backward-compatible SDR decoder, decoded signal (117) may be
displayed directly to SDR display (130). In an HDR decoder, following decoding (115),
decoded signal (117) may be processed by a backward or inverse reshaping function
(120), which converts the reshaped signal back to its original (higher) dynamic range, to
be displayed on an HDR display (125). Inverse reshaping may include separate inverse
luma reshaping (120-A) and chroma reshaping (120-B). Depending on the
transformations of the forward reshaper (105), inverse reshaping (120), may also include
additional (inverse) processes, such as inverse tone-mapping, color transformations, and
the like. In some embodiments, the backward or inverse reshaping function (120) may be
integrated with a de-quantizer in decoder (115), e.g., as part of the de-quantizer in an
AVC or HEVC video decoder. In some embodiments, information about the reshaping
process (105) may be communicated to downstream devices (such as decoders) using

metadata, SEI messaging, and the like.
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Luma Reshaping Techniques

[00037] Given an input video sequence comprising two or more scenes, existing
reshaping techniques typically operate on a per-scene basis. That is, the encoder a)
collects statistics for each frame within a scene, b) calculates the forward reshaping and
backward reshaping functions, and c) applies the reshaping function to the entire scene.
This allows an encoder to better manage sudden jumps in the luminance and/or chroma
characteristics of the input due to scene changes. An example of such a process is shown
in FIG. 2a, where in an example multi-processing system with three computing nodes,
each scene (Scene 0 to Scene 2) is processed separately by each node (Node 0 to Node 2).
However, in many over-the-top service providers, the encoding farm consists of multiple
nodes in a computing cloud, where each node is assigned to encode a fixed interval
(segment) of the video for better timing and schedule management. Typical segment sizes
range in length between 10 to 30 seconds. For example, at 24 {ps, a segment may have a
total of 720 frames or pictures. An example of such process is depicted in FIG. 2b, where
the three original scenes are now divided into five equal segments (Sg.0 to Sg. 4),
wherein each segment is assigned to a separate computing node (Node 0 to Node 4).
[00038] As shown in FIG. 2b, a scene (e.g., Scene 0) can cross multiple segments (Sg.
0, Sg.1, and Sg. 2) and a segment (e.g., Sg. 2) can include frames from multiple scenes
(e.g., Sg. 2a belongs to Scene 0 and Sg. 2b belongs to Scene 1). In many applications,
once the encoding job is dispatched to each node, it is strongly preferred not to pass
information between nodes. When a scene is split into multiple segments, an encoder
encodes each sub-scene individually, via local optimization. In this scenario,
discontinuity in image characteristics (such as a sudden luminance change or a sudden
color change) will be observed within this scene.

[00039] One approach to address this issue is by using extended or padded segments,
where a padded segment may be partially encoded by multiple computer nodes. For
example, as depicted in FIG. 2c, in an embodiment, padded segment O (Psg.0) may be
encoded by both Node 0 and Node 1, and padded segment 1 (Psg. 1) may be encoded by
Node 0, Node 1, and Node 2. This approach offers better transition at the boundaries;
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however, it requires additional encoding computations due to the overlapped encoding
and may also require inter-node communications.

[00040] In a preferred embodiment, to eliminate any need for inter-node
communications, there is no overlapped-encoding; however, reshaping functions are
generated based on statistics from extended or padded segments. For example, consider
padded segment 1 (205, Psg. 1) in FIG. 2c. This segment includes three parts (or sub-
segments): padded frames (205-1), to be encoded by Node 0, primary frames (205-2), to
be encoded by Node 1, and padded frames (205-3), to be encoded by Node 2; however,
when Node 1 computes a reshaping function to be applied to sub-segment 205-2, it may
consider statistics from padded frames belonging to both 205-1 and 205-2 or to both 205-
2 and 205-3. This approach allows for a) improving the local statistics based on
neighbor segments, and b) applying parallel processing across nodes without passing

information between nodes.

Support Frame Set

[00041] Asdiscussed earlier, a segment may include one or more scene cuts. In
addition, padded segments may include frames from the prior or the subsequent segment
to improve the generation of statistical data, such as masking thresholds. In an
embodiment, such statistical data are collected within a sliding window centered on the
current frame and spanning 2W+1 frames (e.g., W= 15). In an embodiment, if the sliding
window covers a scene cut, then frames in the window belonging to another scene may
be dropped from this statistics-gathering window. This final window for the j-th frame
within the 7-th segment will be denoted as the “support frame set” @ ;.

[00042] Three examples of support frames sets are depicted in FIG. 3, where the
primary frames (300-1) of the coding (or reshaping) segment are between {rames (304)
and (306) and the padded segment, which includes padded frames (300-2) and (300-3), is
defined between frames (302) and (308). Consider a segment ¢ with a total number of
frames denoted as F, e.g., all frames in (300-1), between (304) and (306). Let fsc; denote
the beginning of the first scene cut immediately before the current frame F, and let fsc,

denote a scene cut immediately after the current frame F. In FIG. 3a, the sliding window
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(F-W, F+W) goes beyond the left scene cut (fsci), hence, given there is no scene cut to the
right, the support frame set (320) is constrained to be within the left scene cut (fscz) and
F+W. In FIG. 3b, the left scene cut (fscr) is outside of the sliding window (F-W, F+W),
hence the support frame set (330) includes all the frames in the sliding window (F-W,
F+W). In FIG. 3c, the right scene cut (fsc) is within the sliding window (F-W, F+W),
hence the support frame set (340) is constrained to be within F-W and fsc-1.

[00043] In some embodiments the padded areas (e.g., (302) to (304) and (306) to
(308)), may also include W frames each, but may also include less than W frames each,
depending on the bandwidth constraints.

[00044] Consider segment . For the j-th frame (e.g., F in FIG. 3) in the set of primary
frames (e.g. (304) to (306)) in the segment, let fsc; denote the frame for the first scene cut
to its left and let fsc- denote the frame for the first scene cut to its right. Let ( fpblt, fre)
denote the first and last frames of the extended (padded) segment 7 (e.g., between frames

(302) and (308)), then

th,)j =max{ffnj —W.fsai} . (D
and

W =min{j + W, foer — 1, fre},
denote the left and right borders of the sliding window for the j-th frame (e.g., (320) or

(330)), as constrained by the scene cuts, then the support frame set is given by

_ b
CI),,j ={W

5j?

b b e . .
Wy F LW+ 2o WS =2 W LW @

Codeword allocation based on noise masking threshold

[00045]  As described in Ref.[4] and Ref.[5], the reshaping function may be computed
according to a noise mask histogram of the input image so that quantization noise is not

perceived by the human observers. For example, denote the p-th pixel at frame j as I;(p).

Denote a noise measurement (e.g., the standard deviation within a block of pixels

centered around pixel p) for each pixel as H;(p). Let Q; denote the set of pixels with valid

noise measurement within frame j. Let i be an index inside Q;. Therefore, the set of valid

standard deviation measurements may be denoted as
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H(i),ie Q.. (3)

[00046] Next, one may partition the intensity of the input image into M non-
overlapping bins (e.g., M = 16, 32, or 64) with equal interval W; (e.g., for 16-bit input
data, Wp, = 65,536/M) to cover the whole normalized dynamic range (e.g., (0,1]). Then,
one may compute the average standard deviation in each bin as follows. For the m-th bin

(where m=0, 1, ..., M-1), identify all pixels in the original image, [ i (i),ie Q i which

m+1

have the pixel value in the range [%, ) . Then, for each bin, compute the average

standard deviation for the pixels inside the bin. Denote this average value as b; .. Given

m+1

v }s 4

., m .
v, ={l|ﬁﬁlj(l)<

then, for pixel-based noise estimation, in an embodiment
b,,=max{H ()lie¥,,}. (5)

[00047] Similarly, for block-based noise estimation, in an embodiment,

b,,=mean{H ())lie ¥, }. (6)

[00048] Next, given the support frame set defined earlier P, ; for each bin m, for

pixel-based noise estimation,
b, =min{b, | fe®, }, 7
and for block-based noise estimation.

; 1
b(/) — b (8)
m f.m 2
D, 1,55

where, given set X, | X | denotes the number of elements in the set.
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[00049] Given these noise level estimates, the target bit depth for each bin is computed

as
Q) =f®,)). ©)
where f(.) is a function for mapping noise estimates to bit depths (masking-noise to bit

depth function), typically computed empirically (see Ref.[4]).
[00050] Given equation (9), the normalized required codewords may be derived as
ooy
DY = (2—31)/23' : (10)
where Brand Brdenote respectively the input bit depth (e.g., B; = 16) and the target
output bit-depth (e.g., Br =10). Given (from equation (10)), the required normalized
codewords for each bin, the codeword allocation across all input codewords may be

derived as:
d” =D for (m—=1W, <i<mW,. (11)
The set of { d\”’ } values denotes the lower bound of required codewords. Any

quantization (reshaping) curve should satisfy this lower bound to avoid generating
quantization-related noise artifacts, such as contouring. The total number of normalized
codewords for all input codewords, D, is bounded by 1, or
Vg .
p=Yad" <1, (12)
i=v,
where vz and vy denote the minimum and maximum pixel values within the frame.

If the summation of all { '’} is under the overall codeword budget, then one can assign

the unused codewords to improve overall quality of the coded (reshaped) stream.

[00051] In many applications, it is very important for any reshaping (105) to preserve
the director’s artistic intent as expressed by the color grading of the reference EDR (102)
and SDR (104) inputs, so that the “look™ of the decoded streams (e.g., (117) and (122))
matches, respectively, the look of the input streams (e.g., (104) and (102)). For example,
in some embodiments, color grading operations are recorded (e.g., as metadata) as Lift,
Gain, and Gamma (LGG), or Slope, Offset, and Power (SOP) operations. As an example,

luma reshaping based on the efficient matching of luma histograms is described in
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Ref.[6]. Without limitation, an alternative method, based on matching cumulative

distribution functions (CDF) is also presented herein.

CDF-based Matching

[00052] In an embodiment, the ultimate goal is to match the luma looks between the
reference SDR (104) and the mapped sequence (107). In other words, an EDR to SDR
luma reshaping function (105-A) should produce a mapped SDR image (107-L) that has
luma histogram distribution similar to that of the reference SDR. In an embodiment,
instead of working in the histogram domain directly, it is more efficient to use the
cumulative sums or CDFs of these histograms to find the luma reshaping function.

[00053] Let’s denote the normalized reference SDR and EDR histograms for frame j

with h;(m) and h;(m), where m is the bin index. Then, their corresponding CDF

functions, c;(b) andc’(b), may be generated as

b 1
;(b)= hy (m) |,
< r;)[lq)tj |fezq>;,j o J

vV > 1 vV

cib)y=> > hy(m) |. (13)
m=0 |q);,j |fec1>,,j

As an example, FIG. 4 depicts examples of the ¢’ (.) (410) and ¢:(.) (405) CDFs for

normalized input codewords and normalized CDF values in (0, 1).

[00054] Consider a luma reshaping function which produces a look-up table (LUT)

{li(j )} for each frame j. This LUT represents a mapping from EDR luma intensity x, to
SDR luma intensity x,i.e. R, (xv )— x, . To find the mapped SDR value x_for EDR luma

intensity x, , based on matching the CDF, the following process, as depicted in FIG. 4, is
applied: a) Given an EDR value x,, a value ¢ is determined so that the corresponding

c; (x,) =c.b) Given c, the value of SDR intensity x, that has the same CDF value (i.e.,

s

€

x.)}=c) is the mapped SDR value for x, . This yields the equality ¢’ (x )=cilx )=c.
s PP v y q yC;ix i\
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This process may be repeated for all possible x, codewords in the j-th frame to generate
the { /" } mapping. Then, in an embodiment, the CDF-based luma reshaping function

M(.) can be expressed as:
1 =mcs,ety. (14)

That is, the luma reshaping function is determined based on the first CDF and the second
CDF.

[00055] In practical implementations, the CDF curves will be stored as discrete values.

For such cases, if the value cis not present in ¢, then known interpolation techniques,
such as linear interpolation, may be employed to generate the mapped value x_ .

[00056] Let Ti(j ) denote a forward LUT which is obtained by merging together the

CDF based luma reshaping LUT {li(j )} (e.g., as expressed by equation (14)) and the
required codeword lower bound { d”’ } (e.g., see equation (11)). An example of

generating Ti(j) is presented next.

[00057]  As explained earlier, the final forward reshaping mapping is a combination of
a) codeword allocation based on applying masking noise thresholds to collected noise
characteristics of the input EDR signals and b) an EDR to SDR mapping that preserves
the director’s intent or “look.” In an embodiment, the two results may be combined as

follows.
[00058] Given the 1} LUT, A’ =19 — 1% | e.g., pair-wise differences between
the SDR output values corresponding to two consecutive input EDR codewords, provides

a simple metric for the allocation of codewords in {li(j )}. If Al > dlg ) , then llg )

satisfies both the lower bound and the color matching requirements and no further action

is needed; if not, the lower bound requirement has priority and the Ali(j ) values will need
to be adjusted as needed. In an embodiment, such an adjustment is made by subtracting

codewords from those symbols where there are more than needed, e.g., when

s g0
ALY > d.
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[00059] Let {ﬂl.u )} denote a temporary LUT, initialized to zero, where one will
generate updated { Al } values which meet both the lower bound and the color matching

requirement. Given {ﬂl.u ) }, the Final forward reshaping LUT (FLUT) will be given by

TV =>mn. (15)
=0

[00060] For the j-th frame, let violations due to codeword allocation thresholds be

denoted as a set of indices 3. That is, let
39 =fila <a®}  viep, vl (16)

[00061] The violation amount for each of these indices in the set 3¢ is added up to

get the total of extra or additional amount of codewords required (& ).

a=Y(d?-N9), (17)

e 3L
These additional codewords may be extracted from the bins X" which do not violate the
lower bound requirements. Let £ denote the sum of codewords in the set X'/ :

XD =AY >aP}  vie [, v, (18)

L

p=> AL (19)

iex()
[00062] Codeword allocation in the bins that violate the lower bound constraints is

replaced with lower codeword allocation bounds; that is:
n? =d? , forall ie 3V, (20)
Codeword allocation in the bins which do not violate the lower bound is rescaled to keep

the number of codewords constant.

nY :Alf”x(l—%) forall ie XY, 21
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[00063] With these changes, there is a possibility of having lower bound violation in
bins where there were no violations before. So, given the updated {ﬂlfj ) }, the merging

process may be repeated again until the lower bound is satisfied. In some embodiments,
after convergence, the entries in the FLUT (e.g., from equation (15)) may be smoothened
with an averaging filter and rescaled to maintain the overall codeword budget.

[00064] If the overall codeword budget is not enough to satisfy both the lower bound
constrains and the M(.) mapping, then the M(.) mapping may be bypassed and one may
use only the codewords generated from the original lower bound requirements.

[00065] Denote as FLUT, (v, ,) a smoothed (filtered) version of the forward

reshaping LUT Ti(j) for the j-th frame in the #-th segment, defining the output luma value

for the p-th EDR pixel value v, . In an embodiment, given the support frame set @ ;,
the j-th frame may be selected to be mapped using the average FLUT (say, FLUT ), using
an average or a weighted average of the individual FLUT mappings. For example, when
averaging:

— FLUT, . (v;, ,)
FLUT. (v, )= > ————t00,

f,
& 1D,

(22)

Segment-based Chroma Reshaping
Non-overlapping Solution — Forward reshaping

[00066] Before addressing solutions related to overlapped (or padded) segments, this

section will introduce some notation to be carried out to the rest of this specification. Let

Y
tjp

Ch

tj.p ?
Cr

tjp

=
Il
< < <

denote the original normalized value (e.g., in (0,1]) for the p-th pixel of frame j within
segment 7 in the EDR reference signal (102). In an embodiment, chroma reshaping may
be based on a multivariate, multiple regression (MMR) representation. Examples of such

MMR predictors may be found in U.S. Patent 8,811,490 (Ref.[3]). For example, in an
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embodiment, using a second order with cross-products MMR representation, the vector

ﬁ?, jp may be expressed as
Ui = 100, vy Vijp
(Vt] p)z (Vt] p)z (Vt] p)z
5 (W pviip) Wiipviie) (Wi pvisp (23)

(vt]p) (vt]p)z (vt]p) (vt]p)z (vt]p) (vt]p)z

2
(vtjpvtjp JP) (vtjpvtjpvtjp I

In equation (23), in some embodiments, some terms may be removed to reduce the
computational load. For example, one may use in the model only one of the chroma

10 components or one may eliminate completely certain high-order cross components. In a
3-d order MMR with cross products, the following additional terms of U,, may be

appended to U ;
ul, = [(Vt] p)3 (Vt] p)3 (Vt] p)3

(vt]p) (vt]p)3 (vt]p) (vt]p)3 (vt]p) (vt]p)3 (23b)

3
y
15 (vt,jpvtjpvtjp .

for a total of 22 terms.

[00067] Let

SCb
= _|"nip
Siip=| o |° (24)

St,j,p

denote the two chroma channels values of the corresponding SDR reference (104) pixel.

20 Let

Ch
_ C’,]'J’ (25)
t.j.p Cr ’
Cijp

(]

denote the predicted chroma values based on the three input EDR channels. In an

embodiment, given an MMR model, the goal is to determine a set of MMR coefficients
Mf i such that the predicted SDR value, EL ip is closest to s, ip according to some

25  optimization criterion, such as optimizing the mean square error (MSE).
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[00068] For a picture with P chroma pixels, one can construct matrices, let

—T —T
ut,j,O Sl,j,o
—T =T
U, =| a s, =| 26
tj : an .y : . ( )
—T =T
| W j.p1 | | 8.7, |

Then, the predicted chroma matrix may be given by

5
€ o
ET
il _ 1, 7,1 77 F
C,=| Vv |=U,M,,. (27
_Et,Tj,P—l_
[00069] Considering a single frame only (j), the MSE optimization problem may be
expressed as:
inS,, ~C, | =argmin[S,, T, M/ |’ 28
mgggﬂw— . —mg%gﬂw— M (28)
10

which yields an optimal chroma forward reshaping function M",; given by

F 71T 7 -1, 3777 @
Mt,j =(Ut,jUt,j) (U[,]‘S[,]‘)' (29)

[00070] As explained earlier, in some embodiments it is preferred to define the

reshaping functions at the scene level; then, given segment ¢ with F; frames, the

15  optimization problem becomes:

Fr_l _ ~ 2 F;_l _ _ 2
. B . F
argmin Z S,;-C,,| =argmin Z S, -0, M|, (30)
with the solution given by
F-1
—— —r —
U0 =>UT,,.
j=0
— EA__
U'S, = ZU,TJ.S,J. . (3D
j=0
20 M/ =(U/U)"(U[S,).
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[00071] In an alternative embodiment, certain frames may be considered to have more
weight than others, hence, given weights wy ; ., for k=0, 1,2,..., Fi-1, the optimization

problem becomes

F-1

argmme”k _Lk—étqk"Z=argr§41iFnZijqk "S,k U, M/, " , (32)

M. k=0 6 k=0

and the solution is given by

77
Z 1.j.k Uzk 1k

Z Wosa UeSie (33)
F F -1 F
M, =(A; ;) (B, ).
[00072]  In some embodiments, all wy ;, weights may be equal (e.g., equal to 1). In
other embodiments, the weights may follow a certain distribution function (e.g.,

exponential, Gaussian, and the like) so that neighboring frames at the center of the sliding

window have more weight than frames at the edges of the sliding window.
Non-overlapping Solution — Backward reshaping

[00073] Let the p-th pixel at the reshaped SDR (107) domain be expressed as

Y
t,j,p

_| .cp
h,,j,p— i |- (34)
Cr
t,j,p

)

o

o

As before, in an embodiment, on the decoder, a backward chroma reshaping function,
based on an MMR model, needs to be determined so that reconstructed EDR pixels are as
close as possible to the original EDR pixels.

[00074]  Similarly to vector U, ;,, in equation (23), the vector h, ;. may also be

tjp
expressed as a combination of first, second, and/or third order terms of h, ;,, according to

a backward-reshaping MMR model.
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Let
Ch
— Vi
@y =| o (35)
Vij.p
denote the two chroma pixel values in the original EDR. Let
~Ch
I {} (36)
Lj.p

denote the predicted chroma values via backward MMR, then, given an MMR model for
the backward chroma reshaping, a matrix, Mf ; of MMR coefficients is defined such that
the predicted EDR value, V, ; , ,is closestto v, ; according to some optimization

criterion (e.g., minimizing the MSE).

[00075] For a picture with P chroma pixels, let:

T —T
ht,j,O qz,j,o
— h/. _ q’,
_ t,j,1 _ t,7,1
H, = and Q_;=| " | (37)
T —T
_ht,j,P—l ) | 9:.j.p |

Let the predicted value be

T
. Vol =
V,;=| " |=H, M} (38)

5] Ljo g

AT
| Ve jpa |

then, for the j-th frame, the optimization problem may be expressed as

2
>

— A 2 — —
. _ . B
arg r;dl}?n"Q,,j -Vl =arg r;dan"Qw -H, M/, (39)
i t.f

and the optimal chroma forward reshaping function M f ;can be obtained via the least

squared solution

M,B:j = (ﬁty,‘jﬁt,j)il(ﬁtj:jat,j) . (40)
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[00076] As before, a scene-based optimal solution may be given as

F-1
o o_ T
H'H = H H,
=0
N o S
HzT = HtT,th,j » (41)
=0

M’ =HH,)"(H'Q,.

and a segment-based solution may be derived as

£
B _ o7 I3
At,j = Zwt,j,k 'Ht,kHt,k
k=0

F-1 o
ij = Zwt,j,k 'HzT,sz,j (42)
k=0

B B -1 B
M, =(A;;) (B, ).
Forward and backward reshaping with overlapped segments

[00077] When segments are padded, additional frames from neighboring segments are
used in a sliding window. Denote the sliding window size for forward and backward
reshaping as 2W’+1 and 2W%+1, respectively, where W? < W¥. Consider segment ¢. For
the j-th frame (e.g., F in FIG. 3) in the set of primary frames (e.g. (304) to (306)) in the
segment, let fsc; denote the frame for the first scene cut to its left and let fsc- denote the
frame for the first scene cut to its right. Let ( fpblt, fr¢) denote the first and last frames of
the extended (padded) segment ¢ (e.g., between frames (302) and (308)), then the support

frame set for forward chroma reshaping is given by:

F _ F.b F.b F.b F.e F.e F.e
¢t,j _{W,] ?W,j +1?W,] +2?'”?W,]‘ _Z?W,j _1?W,j },

where
WF,b _ b WF 43
tj = max{fp,] Jsa} s (43)

and

[/Vti.’e = mll’l{] + WF; fSCr - 1r f[—gt}'
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NOTE: To perform the overlapped forward reshaping, an extra 2W” frames from the

EDR and reference SDR of the previous (#-1) segment are required, given by

{Siim18mp,280m 5058 1 e b

Ui, Uig, 2 Ulig a0 Uz—l,FH et

(44)

Similarly, 2W* additional frames at the next segment (+1) are required, given by

{Sz+1,0’ Sz+1,1 > Sz+1,2" I S,H,WF_I} >

{Ut+1,0’Ul+1,l’ﬁt+l,2"”’U (45)

L WF -1 } ’
[00078]  As explained before, using weighted optimization, the optimized forward
MMR set of coefficients may be derived as:

F 37 T3
At,j - Zwt,j,k .Ut,kUt,k 4

kedbfj
Bf,j = Z Wik ’ﬁzT,kgz,k , (46)
kedbfj
Fo_ F -1 F
M, . =(A;;)) (B, ).
[00079] In backward or inverse reshaping, an extra W frames are required from the

reshaped SDR, given by

{CH,FH -1 CH,FH& > CH,FHs LR Ct—l,FH _wE 1 47
and extra smoothed W * frames at the next segment are required, given by,

{Ct+l,0 4 Ct+1,1 4 Ct+1,2 LA Ct+1,WB—1 } . (48)
Then the support set for backward reshaping is

B _ B.b B.b B.b B.,e B.,e B.e
th,j - {W,] ?W,j +1?W,] + 2?'”?‘4/[,]‘ _Z?W,j _1?W,j },
where
Bb _ :

Wi = max{ff?td - W5, fsaids
and

Wti"e = min{j + W5, feer — 1, f5, - (49)
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[00080] Using weighted optimization, the backward MMR solution is given by

B _ o7 7
At,j - Z Wt,j,k ’ Ht,kHt,k 4

kecbfj

ij = Zwt,j,k ﬁtTk t.k (50)

ked?,
M/, =(A])'(B)).

[00081] FIG. 5A depicts a process of overlapped forward chroma reshaping in an
EDR/HDR encoder according to an embodiment of this invention. Given input YCbCr
EDR data U, and input SDR data S, for a given forward MMR model, (say, a 2d order or
a 3d order), a forward prediction parameter matrix (ME ;) may be generated according to
an MSE optimization criterion (e.g., equation (46)). Then, the chroma values of the
reshaped SDR signal (e.g., 107) may be generated using equation (27), that is

Cc; = U, M{;. (51)
[00082] FIG. 5B depicts a process of overlapped backward chroma reshaping in an
EDR/HDR encoder according to an embodiment of this invention. Given input CbCr
EDR data Q; and input YCbCr SDR data H,, for a given backward MMR model, (say, a
2d order or a 3d order), a backward prediction parameter matrix (ME ;)may be generated
according to an MSE optimization criterion (e.g., equation (50)). Then, the reconstructed
chroma values of the output EDR signal (e.g., 122_C) may be generated using equation
(38), that is

V., = H;M{;. (52)
[00083] The order of the MMR backward model and the backward prediction
parameter matrix (ME ;) may be communicated to a decoder using metadata together with
the encoded reshaped SDR signal (107).
[00084] FIG. 6 summarizes the process for segment-based luma and chroma reshaping
according to an example embodiment of this invention. As depicted in FIG. 6, given the
reference EDR (102) and SDR (104) inputs, in step (605), the input streams are sub-
divided into segments for each computing node. Each node receives extended or padded
data (to also be processed by neighboring segments) (e.g., see FIG. 3) to improve the

generation of statistical data and reduce the effects from scene changes. A reshaping
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function for each frame in a segment is computed based on the statistical data available in
a support frame set bounded by a 2W+1 frames-long sliding window centered on the
frame. In step (610), the borders of this window are adjusted based on the scene cuts
within the segment to generate the support frame set (e.g., see FIG. 3 and equations (1)
and (2)).

[00085] For luma reshaping, given the support frame set, given a measure of the noise
characteristics for each frame, the input and target bit depths, and a masking noise to bit-
depth function, step (615) determines the minimum amount of codewords for each bin in
the input image (e.g., see equation (11)). In step (620), one may also determine an EDR
to reshaped SDR mapping which preserves the “look™ of the reference SDR in the
reshaped SDR image. For example, and without limitation, such a mapping may be
based on matching either the histograms or the CDFs of the input SDR and EDR images.
In step (625), the results from steps (615) and (620) are combined so that the look is
preserved while the reshaping meets the codeword allocation required to mask the
quantization noise due to reshaping.

[00086] Given the final forward luma reshaping LUT, step (630) generates the
reshaped luma image (107-L). In some embodiments, this step may also generate an
inverse luma-reshaping function based on the forward luma reshaping LUT to be
communicated downstream to the receiver (e.g.,, as a piecewise linear or non-linear
function). Examples of these steps can be found in References [4] and [5].

[00087] For chroma reshaping, in an embodiment, step (640), may apply a forward
MMR prediction model and a forward support frame set to generate, according to an
optimizing criterion, the forward chroma reshaping parameters (e.g., see equation (46)),
to be used in step (650) to generate the chroma components (107-C) of the reshaped SDR
signal (107). Step (660) may use a backward MMR model and a backward support frame
set to generate the backward reshaping parameters (e.g., using equation (42)), which are
communicated to the downstream receiver using metadata. The reshaped SDR signal
(107), together with metadata related to the backward or inverse luma and chroma

reshaping functions may be passed to an encoder (110) for further processing.
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Linear Broadcasting

[00088] A special case of interest is the encoding of video signals in linear
broadcasting where video is encoded and delivered to the users in real time. In an
embodiment, in linear broadcasting, the number of segments is set to one.

[00089] Each of the following references is incorporated herein by reference in its

entirety.

References

[1] ITU-R BT. 1886, “Reference electro-optical transfer function for flat panel displays
used in HDTV studio production,” ITU, March 2011.

[2] SMPTE ST 2084:2014 “High Dynamic Range EOTF of Mastering Reference
Displays,” SMPTE, 2014.

[3] U.S. Patent 8,811,490, “Multiple color channel multiple regression predictor,” by G-
M. Su, et al., 2014.

[4] PCT Application Ser. No. PCT/US2016/020230, “Content-adaptive perceptual
quantizer for high dynamic range images,” by J. Froehlich et al., filed March 1, 2016.
[5] U.S. Provisional Patent Application Ser. No. 62/334,099, “Block-based content-
adaptive reshaping for high dynamic range images,” by A. Kheradmand, et al., filed on
May 10, 2016. Published also as U.S. Patent Application Pub. US 2017/0221189.

[6] U.S. Provisional Patent Application Ser. No. 62/356,087, “Efficient Histogram-Based
Luma Look Matching,” by H. Kadu and G-M. Su, filed on June 29, 2016, now PCT
Application PCT/US2017/039839, filed on June 28, 2017.

EXAMPLE COMPUTER SYSTEM IMPLEMENTATION
[00090] Embodiments of the present invention may be implemented with a computer
system, systems configured in electronic circuitry and components, an integrated circuit
(IC) device such as a microcontroller, a field programmable gate array (FPGA), or
another configurable or programmable logic device (PLD), a discrete time or digital

signal processor (DSP), an application specific IC (ASIC), and/or apparatus that includes
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one or more of such systems, devices or components. The computer and/or IC may
perform, control, or execute instructions related to segment-based luma and chroma
reshaping of images with enhanced dynamic range, such as those described herein. The
computer and/or IC may compute any of a variety of parameters or values that relate to
the reshaping processes described herein. The image and video embodiments may be
implemented in hardware, software, firmware and various combinations thereof.

[00091] Certain implementations of the invention comprise computer processors
which execute software instructions which cause the processors to perform a method of
the invention. For example, one or more processors in a display, an encoder, a set top
box, a transcoder or the like may implement methods related to segment-based luma
and/or chroma reshaping of HDR images as described above by executing software
instructions in a program memory accessible to the processors. The invention may also be
provided in the form of a program product. The program product may comprise any non-
transitory medium which carries a set of computer-readable signals comprising
instructions which, when executed by a data processor, cause the data processor to
execute a method of the invention. Program products according to the invention may be
in any of a wide variety of forms. The program product may comprise, for example,
physical media such as magnetic data storage media including floppy diskettes, hard disk
drives, optical data storage media including CD ROMs, DVDs, electronic data storage
media including ROMs, flash RAM, or the like. The computer-readable signals on the
program product may optionally be compressed or encrypted.

[00092] Where a component (e.g. a software module, processor, assembly, device,
circuit, etc.) is referred to above, unless otherwise indicated, reference to that component
(including a reference to a "means") should be interpreted as including as equivalents of
that component any component which performs the function of the described component
(e.g., that is functionally equivalent), including components which are not structurally
equivalent to the disclosed structure which performs the function in the illustrated

example embodiments of the invention.
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EQUIVALENTS, EXTENSIONS, ALTERNATIVES AND MISCELLANEOUS
[00093] Example embodiments that relate to the efficient segment-based luma and/or
chroma reshaping of HDR images are thus described. In the foregoing specification,
embodiments of the present invention have been described with reference to numerous
specific details that may vary from implementation to implementation. Thus, the sole and
exclusive indicator of what is the invention, and is intended by the applicants to be the
invention, is the set of claims that issue from this application, in the specific form in
which such claims issue, including any subsequent correction. Any definitions expressly
set forth herein for terms contained in such claims shall govern the meaning of such terms
as used in the claims. Hence, no limitation, element, property, feature, advantage or
attribute that is not expressly recited in a claim should limit the scope of such claim in
any way. The specification and drawings are, accordingly, to be regarded in an

illustrative rather than a restrictive sense.
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CLAIMS

1. A method for segment-based signal reshaping with a processor, the method
comprising:
receiving a first input video signal in a first dynamic range and a second input
video signal in a second dynamic range, wherein corresponding frames in the first signal
and the second signal represent the same image, wherein the first dynamic range is higher
than the second dynamic range;
dividing the first input video signal and the second input video signal into
segments, wherein each segment comprises primary frames and padded frames, wherein
the primary frames are those frames in the segment for which a forward luma reshaping
mapping is to be generated, and wherein for two consecutive segments padded frames for
one of the segments overlap with the primary frames of the other segment;
for a primary frame in a segment of the first input video:
computing a support frame set based on a sliding window centered on the
primary frame, wherein the support frame set is obtained by adjusting the sliding window
based on scene cuts in the segment;
determining a minimum codeword allocation for luminance pixel values in
a reshaped frame of the primary frame based on a first reshaping method and the support
frame set;
determining a first mapping for mapping luminance values of the primary
frame from the first dynamic range to the second dynamic range based on a second
reshaping method and the support frame set; and
combining the first mapping with the minimum codeword allocation to

generate the forward luma reshaping mapping.

2. The method of claim 1, wherein the support frame set is adjusted to exclude frames of

the sliding window that are not in the same scene as the primary frame.

3. The method of claim 1 or 2, wherein the minimum codeword allocation is determined

based on a noise masking threshold for the primary frame.
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4. The method of claim 3, wherein the noise masking threshold is determined based on

noises measurements for the frames of the support frame set.

5. The method of any one of claims 1 to 4, wherein the minimum codeword allocation
indicates a lower bound on an allocation of output codewords in the reshaped frame

across input codewords in the primary frame.

6. The method of any preceding claim, wherein computing the support frame set
comprises:

determining a window of 2W+1 frames centered on the primary frame;

determining a first scene cut in the segment nearest to the left of the primary
frame;

determining a second scene cut in the segment nearest to the right of the primary
frame;

adjusting the left side of the window to be the beginning of the first scene cut in
the segment, if the position of the first scene cut is within W frames to the left of the
primary frame; and

adjusting the right side of the window to be the frame before the position of the
second scene cut in the segment, if the position of the second scene cut is within W

frames to the right of the primary frame, where W is an integer.

7. The method of any preceding claim, wherein determining the minimum codeword
allocation based on a first reshaping method comprises:

partitioning the luminance range of the primary frame into non-overlapping bins;

generating noise estimates for each bin based on a noise measuring criterion and
the support frame set; and

generating the minimum codeword allocation based on the input bit depth of the
first input, a target bit depth for the reshaped frame, and a function for mapping noise

estimates to bit depths.
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8. The method of any preceding claim, wherein the second reshaping method generates
the first mapping by matching histogram characteristics of luminance values in a mapped
frame to the histogram characteristics of luminance values in a frame in the second video
signal corresponding to the primary frame, wherein the mapped frame is generated by

applying the first mapping to the primary frame.

9. The method of claim 8, wherein determining the first mapping for mapping luminance
values of the primary frame from the first dynamic range to the second dynamic range
based on a second reshaping method comprises:

computing a first normalized luminance histogram for each frame in the support
frame set;

computing a first cumulative density function, CDF, for the primary frame based
on the first normalized luminance histograms;

computing a second normalized luminance histogram for each frame in the second
input video that corresponds to a frame in the support frame set;

computing a second CDF based on the second normalized luminance histograms;
and

for each luma intensity value in the primary frame determining a first mapped
luma value such that the output value of the first CDF for the luma intensity value is
approximately equal to the output value of the second CDF for the first mapped luma

value.

10. The method of any preceding claim, wherein combining the first mapping with the
minimum codeword allocation comprises:

generating, as delta values, pair-wise differences between mapped codewords of
consecutive codewords, the consecutive codewords being mapped by the first mapping;

identifying a first set of elements of the delta values which violate the minimum
codeword allocation requirements;

determining a first metric () of codeword requirements to be added for the first
set of elements, the first metric indicating an additional amount of required codewords for

satisfying the minimum codeword allocation requirements;
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identifying a second set of elements of the delta values which do not violate the
minimum codeword allocation requirements;

determining a second metric (f) of codeword requirements to be subtracted for
the second set of elements, the second metric indicating a sum of those delta values that
do not violate the minimum codeword allocation requirements;

for the first set of elements, replacing their delta values with their corresponding
minimum codeword allocation requirements values;

for the second set of elements, rescaling their delta values based on the first metric
and the second metric; and

generating a forward reshaping LUT based on the updated values of the first set of

elements and the second set of elements.

11. The method of claim 10, wherein rescaling comprises multiplying each original delta

value in the second set of elements by (1 - %)

12. The method of any preceding claim, further comprising:

determining forward luma reshaping mappings for two or more of the
frames belonging to the support frame set of the primary frame; and

determining an average forward luma reshaping mapping based on an
average or weighted average of the forward luma reshaping mappings for the two or more

frames in the support frame set of the primary frame.

13. The method of claim 12, further comprising:
applying the forward luma reshaping mapping or the average forward luma
reshaping mapping for the primary frame to the luminance pixel values of the primary

frame to generate luminance values of an output reshaped frame.

14. The method of claim 13, further comprising:
determining a set of reshaping chroma parameters for forward chroma reshaping
based on a forward multivariate, multi-regression model, MMR, and a support frame set

for forward chroma reshaping, by minimizing the MSE error between chroma values in
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the output reshaped frame and chroma values in the frame of the second input video

corresponding to the primary frame.

15. The method of claim 13 or 14, further comprising determining a set of reshaping

chroma parameters for backward chroma reshaping based on a backward MMR model
and a support frame set for backward chroma reshaping, by minimizing the MSE error
between chroma values in a reconstructed output image in the first dynamic range and

chroma values in the primary frame of the first input video.

16. The method of claim 14 or 15, wherein the MSE error is weighted MSE.

17. The method of any one of claims 14 to 16, further comprising applying the forward
MMR model to the primary frame to generate chrominance values of the output reshaped

frame.

18. An apparatus comprising a processor and configured to perform any one of the

methods recited in claims 1-17.
19. A non-transitory computer-readable storage medium having stored thereon

computer-executable instruction for executing a method in accordance with any of the

claims 1-17.
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