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(57) ABSTRACT 

An industrial automation component may receive a first set of 
data associated with the industrial automation component, 
Such that the industrial automation component is associated 
with a first industrial automation system. The industrial auto 
mation component may then receive a second set of data 
associated with one or more other industrial automation com 
ponents, such that the one or more other industrial automation 
components are associated with one or more other industrial 
automation systems. The industrial automation component 
may then identify one or more similar patterns in the first set 
of data and the second set of data and adjust one or more 
operations of the industrial automation component based on 
the similar patterns. 
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SYSTEMS AND METHODS FOR ADUSTING 
OPERATIONS OF AN INDUSTRIAL 
AUTOMATION SYSTEMBASED ON 

MULTIPLE DATASOURCES 

BACKGROUND 

0001. The present disclosure generally relates to enabling 
devices within an industrial automation system to become 
aware of certain attributes pertaining to the industrial auto 
mation system or a part of the industrial automation system, 
in which the devices are located. More specifically, the 
present disclosure relates to systems and methods for indus 
trial automation devices to analyze its received data with 
respect to various parts of the industrial automation system or 
the industrial automation system as a whole. 

BRIEF DESCRIPTION 

0002. In one embodiment, an industrial automation com 
ponent may receive a first set of data associated with the 
industrial automation component, such that the industrial 
automation component is associated with a first industrial 
automation system. The industrial automation component 
may then receive a second set of data associated with one or 
more other industrial automation components. Such that the 
one or more other industrial automation components are asso 
ciated with one or more other industrial automation systems. 
The industrial automation component may then identify one 
or more similar patterns in the first set of data and the second 
set of data and adjust one or more operations of the industrial 
automation component based on the similar patterns. 
0003. In another embodiment, a cloud-computing device 
may receive a first set of data associated with one or more 
remote industrial automation components, such that the one 
or more remote industrial automation components are asso 
ciated with one or more remote industrial automation sys 
tems. The cloud-computing device may then identify one or 
more patterns in the first set of data and the second set of data, 
receive a second set of data associated with a local industrial 
automation component, and monitor the second set of data for 
the one or more patterns. The cloud-computing device may 
then send one or more commands to the local industrial auto 
mation component to adjust one or more operations when the 
second set of data comprises the one or more patterns. 
0004. In yet another embodiment, a non-transitory com 
puter-readable medium may include computer-executable 
instructions to receive a first set of data associated with a local 
industrial automation component, such that the local indus 
trial automation component is associated with a local indus 
trial automation system. The instructions may then include 
receiving a second set of data associated with one or more 
other industrial automation components, identifying one or 
more similar patterns in the first set of data and the second set 
of data, and adjusting one or more operations of the local 
industrial automation component based on the similar pat 
terns. 

0005. In yet another embodiment, an industrial automa 
tion component may receive a first set of data associated with 
the industrial automation component. Here, the industrial 
automation component is associated with an industrial auto 
mation system. The industrial automation component may 
then derive a second set of data associated with one or more 
other industrial automation components based on the first set 
of data and one or more relationships between the industrial 
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automation component and the one or more other industrial 
automation components. The industrial automation compo 
nent may then send one or more recommendations regarding 
one or more operations of the one or more other industrial 
automation components to the one or more other industrial 
automation components based on the second set of data. 

DRAWINGS 

0006. These and other features, aspects, and advantages of 
the present invention will become better understood when the 
following detailed description is read with reference to the 
accompanying drawings in which like characters represent 
like parts throughout the drawings, wherein: 
0007 FIG. 1 illustrates a block diagram representing 
example hierarchical levels of an industrial automation sys 
tem, in accordance with an embodiment presented herein; 
0008 FIG. 2 illustrates a block diagram of an example 
control system that may be employed within the industrial 
automation system of FIG. 1, in accordance with an embodi 
ment presented herein; 
0009 FIG. 3 illustrates a block diagram of components 
within the industrial control system of the industrial automa 
tion system of FIG. 1, in accordance with an embodiment 
presented herein; 
0010 FIG. 4 illustrates an example of the industrial auto 
mation system of FIG. 1, in accordance with an embodiment 
presented herein; 
(0011 FIG. 5 illustrates a block diagram that depicts hier 
archical levels of the example industrial automation system of 
FIG. 4, in accordance with an embodiment presented herein; 
0012 FIG. 6 illustrates a flowchart of a method for estab 
lishing a presence of an industrial control system in an indus 
trial automation network associated with the industrial auto 
mation system of FIG. 1, in accordance with an embodiment 
presented herein; 
0013 FIG. 7 illustrates a flowchart of a method for recog 
nizing a presence of an industrial control system in an indus 
trial automation network associated with the industrial auto 
mation system of FIG. 1, in accordance with an embodiment 
presented herein; 
0014 FIG. 8 illustrates a flowchart of a method for deter 
mining relationship information between components in the 
industrial automation system of FIG. 1, in accordance with an 
embodiment presented herein; 
0015 FIG. 9 illustrates a flowchart of a method for con 
trolling operations of industrial automation components 
based on the relationship information between components in 
the industrial automation system of FIG. 1, in accordance 
with an embodiment presented herein; 
0016 FIG. 10 illustrates a flowchart of a method for 
adjusting operations of industrial automation components 
after receiving a command from at least one of the compo 
nents in the industrial automation system of FIG. 1, in accor 
dance with an embodiment presented herein; 
(0017 FIG. 11 illustrates a flowchart of a method for pro 
viding an industrial control system a level of autonomous 
control over a portion of the industrial automation system of 
FIG. 1, in accordance with an embodiment presented herein; 
(0018 FIGS. 12A, 12B, and 12C illustrate block diagrams 
that depict different selections of a slider visualization that 
may be used to select a scope of hierarchical levels of the 
example industrial automation system of FIG. 4that an indus 
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trial control system may be designated to have autonomous 
control over, in accordance with an embodiment presented 
herein; 
0019 FIG. 13 illustrates a flowchart of a method for modi 
fying control functions of the industrial control system with 
respect to various hierarchical levels of the industrial auto 
mation system of FIG. 1 based on a user's credentials, in 
accordance with an embodiment presented herein; 
0020 FIG. 14 illustrates a flowchart of a method for bal 
ancing processing workloads of control systems in the indus 
trial automation system of FIG. 1, in accordance with an 
embodiment presented herein; 
0021 FIG. 15 illustrates a block diagram of an example 
communication network available to a control system in the 
industrial automation system of FIG. 1, in accordance with an 
embodiment presented herein; 
0022 FIG. 16 illustrates a flow chart of a method for 
balancing processing workloads of control systems in the 
industrial automation system of FIG. 1 based on predicted 
workloads for the control systems, in accordance with an 
embodiment presented herein; 
0023 FIG. 17 illustrates a flow chart of a method for 
power balancing the operations of the industrial automation 
system of FIG. 1, in accordance with an embodiment pre 
sented herein; 
0024 FIG. 18 illustrates a block diagram of a data analysis 
system that may be employed in the industrial automation 
system of FIG. 1, in accordance with an embodiment pre 
sented herein; 
0025 FIG. 19 illustrates a flow chart of a method for 
controlling the operations of one or more components in the 
industrial automation system of FIG. 1 based on big data 
analysis, in accordance with an embodiment presented 
herein; 
0026 FIG. 20 illustrates a flow chart of a method for 
performing various types of analysis after similar patterns of 
data has been identified during the method for controlling 
operations of components of FIG. 19: 
0027 FIG. 21 illustrates a flow chart of a method for 
broadcasting data and data tags in the industrial automation 
system of FIG. 1, in accordance with an embodiment pre 
sented herein; 
0028 FIG. 22 illustrates an example block diagram of a 
data feed channel that output by the method of FIG. 21, in 
accordance with an embodiment presented herein; 
0029 FIG. 23 illustrates a flow chart of a method 330 for 
enabling a remote control system to Subscribe to a data feed 
channel of a particular control system, in accordance with an 
embodiment presented herein; 
0030 FIG. 24 illustrates a flow chart of a method for 
organizing data published in a data feed channel, in accor 
dance with an embodiment presented herein; and 
0031 FIG. 25 illustrates a flow chart of a method for 
analyzing data published in a data feed channel in accordance 
with an embodiment presented herein. 

DETAILED DESCRIPTION 

0032. One or more specific embodiments will be 
described below. In an effort to provide a concise description 
of these embodiments, not all features of an actual implemen 
tation are described in the specification. It should be appre 
ciated that in the development of any such actual implemen 
tation, as in any engineering or design project, numerous 
implementation-specific decisions must be made to achieve 
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the developers specific goals, such as compliance with sys 
tem-related and business-related constraints, which may vary 
from one implementation to another. Moreover, it should be 
appreciated that such a development effort might be complex 
and time consuming, but would nevertheless be a routine 
undertaking of design, fabrication, and manufacture for those 
of ordinary skill having the benefit of this disclosure. 
0033. When introducing elements of various embodi 
ments of the present invention, the articles “a” “an.” “the 
and “said are intended to mean that there are one or more of 
the elements. The terms “comprising.” “including.” and “hav 
ing are intended to be inclusive and mean that there may be 
additional elements other than the listed elements. 

0034 Embodiments of the present disclosure are gener 
ally directed towards an industrial automation system that 
may employ a number of industrial automation components 
to perform various industrial processes. In one embodiment, 
each of the industrial automation components may be capable 
of connecting to an industrial automation network that may 
facilitate communication between each of the connected 
industrial automation components. The industrial automation 
network may include any wired or wireless network that may 
be implemented as a local area network (LAN), a wide area 
network (WAN), and the like. As such, an industrial automa 
tion component may include properties that enable the indus 
trial automation component to be recognized once the indus 
trial automation component is connected to the industrial 
automation network. Moreover, each industrial automation 
component already connected to the industrial automation 
system may be able to recognize other industrial automation 
components as they connect to the industrial automation net 
work. By providing the ability to be recognized by industrial 
automation components and to recognize other industrial 
automation components, the devices and controllers 
employed in the industrial automation system that correspond 
to the connected industrial automation components may 
become aware of the industrial automation environment in 
which they exist. Using this awareness information, the 
devices and controllers may more efficiently control the 
operations of the industrial automation system by communi 
cating with other industrial automation components and alter 
ing certain operations of the devices and controllers to maxi 
mize the efficiency of the energy used in the industrial 
automation system, the production of the industrial automa 
tion system, or any combination thereof. 
0035. In certain situations, once the industrial automation 
components recognize each other and begin communicating 
with each other via the industrial automation network, each 
industrial automation component may become aware of vari 
ous attributes pertaining to other industrial automation com 
ponents in the industrial automation system via the industrial 
automation network. As such, each industrial automation 
component may optimize their respective operations within 
the industrial automation system with respect to the attributes 
of the other industrial automation components. For example, 
an industrial automation component may receive data from 
other components that may be in a same or different part of the 
industrial automation system. The data may include system 
configurations for the other components, maintenance sched 
ules for the other components, system design modifications 
for the other components, user preferences for the compo 
nents, and any other data that may be stored in or acquired by 
the other components. 
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0036. In one embodiment, after receiving the data from the 
other components, the respective industrial automation com 
ponent may then contextualize the received data with respect 
to different scopes or hierarchical levels of the industrial 
automation system. That is, the respective industrial automa 
tion component may associate the received data to a scope or 
hierarchical level of the industrial automation system. By 
analyzing the received data with respect to the different 
Scopes of the industrial automation system, the respective 
industrial automation component may adjust its operations 
and send commands to adjust the operations of other compo 
nents to more effectively and efficiently control the operation 
of the overall industrial automation system. Moreover, the 
ability of the respective industrial automation component to 
contextualize data with respect to different scopes of the 
industrial automation system may improve a user experience 
in operating and maintaining an entire industrial automation 
system or various parts of the industrial automation system. 
0037. By way of introduction, FIG. 1 depicts a block dia 
gram of an example of hierarchical levels that may represent 
an industrial automation system 10. The industrial automa 
tion system 10 may be any system in the material handling, 
packaging industries, manufacturing, processing, batch pro 
cessing, or any technical field that employs the use of one or 
more industrial automation components. In one embodiment, 
the industrial automation system 10 may include a factory 12 
that may encompass part of the entire industrial automation 
system 10. As such, the industrial automation system 10 may 
include additional factories 14 that may be employed with the 
factory 12 to perform an industrial automation process or the 
like. 

0038. Each factory 12 (or factory 14) may be divided into 
a number of areas 16, which may, for example, include dif 
ferent production processes that use different types of indus 
trial automation components. In one example, one area 16 
may include a Sub-assembly production process and another 
area 16 may include a core production process. In another 
example, each area 16 may be related to a different operation 
being performed in the manufacturing process. For instance, 
in a jelly bean manufacturing system, the areas 16 may 
include a jelly bean making area, a packaging area, a water 
filtration area, and the like. In yet another example, the area 
may include a production line in which a particular industrial 
process may be performed. Referring back to the jelly bean 
manufacturing system example, the production line may 
include a cooking line in which the jelly beans may be cre 
ated, a sorting line where the jelly beans may be sorted 
according to a respective flavor, and a packaging line where 
the sortedjellybeans may be packaged into boxes or the like. 
0039. The area 16 may also be associated with physical 
locations of a number of components 20 with respect to the 
industrial automation system 10. The areas 16 may also be 
related to different discipline areas of the industrial automa 
tion system 10. Such as batch operation areas, continuous 
operation areas, discrete operation areas, inventory operation 
areas, and the like. 
0040. The areas 16 may be subdivided into smaller units, 
or cells 18, which may be further subdivided into components 
20. Using the example described above, the sub-assembly 
production process area 16 may be subdivided into cells 18 
that may denote a particular group of industrial automation 
components 20 that may be used to perform one aspect of the 
Sub-assembly production process. As such, the cell 18 may 
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include a portion of the area 16 Such as first part of a produc 
tion line. The cell 18 may also different parts of a particular 
procedure. 
0041. These cells 18 may then be further subdivided into 
components 20, which may correspond to individual indus 
trial automation components, such as controllers, input/out 
put (I/O) modules, motor control centers, motors, human 
machine interfaces (HMIS), operator interfaces, contactors, 
starters, sensors, drives, relays, protection devices, Switch 
gear, compressors, network Switches (e.g., Ethernet Switches, 
modular-managed, fixed-managed, service-router, industrial, 
unmanaged, etc.) and the like. Although the factory 12, the 
factories 14, the areas 16, and the cells 18 are termed as 
factories, areas, and cells, it should be noted that in various 
industries these groupings may be referred to differently in 
different industries or the like. For instance, the groupings 
may be termed as units, areas, sites, and the like. 
0042. The components 20 may also be related to various 
industrial equipment such as mixers, machine conveyors, 
tanks, skids, specialized original equipment manufacturer 
machines, and the like. The components 20 may also be 
associated with devices used by the equipment such as scan 
ners, gauges, valves, flow meters, and the like. In one embodi 
ment, every aspect of the component 20 may be controlled or 
operated by a single controller (e.g., control system). In 
another embodiment, the control and operation of each aspect 
of the component 20 may be distributed via multiple control 
lers (e.g., control system). 
0043. The components 20 may be used within the corre 
sponding cell 18, area 16, or factory 12 to perform various 
operations for the respective cell 18, area 16, or factory 12. In 
certain embodiments, the components 20 may be communi 
catively coupled to each other, to an industrial control system 
22, or the like. Additionally, the industrial control system 22 
may also be communicatively coupled to one or more control 
systems that may monitor and/or control the operations of 
each respective cell 18, area 16, or factory 12. 
0044 As such, the industrial control system 22 may be a 
computing device that may include communication abilities, 
processing abilities, and the like. For example, the industrial 
control system 22 may be a controller. Such as a program 
mable logic controller (PLC), a programmable automation 
controller (PAC), or any other controller that may monitor, 
control, and operate an industrial automation device or com 
ponent. The industrial control system 22 may be incorporated 
into any physical device (e.g., the industrial automation com 
ponents 20) or may be implemented as a stand-alone comput 
ing device (e.g., general purpose computer). Such as a desktop 
computer, a laptop computer, a tablet computer, a mobile 
device computing device, or the like. 
0045. In certain embodiments, the industrial control sys 
tem 22 may be implemented within devices that enable indus 
trial automation components 20 to connect and communicate 
with each other. For instance, the industrial control system 22 
may be implemented within network routers and/or switches. 
In this manner, the network routers and/or Switches may host 
the industrial control system 22 that may be used to control 
and operate the industrial control components 20 that may be 
communicatively coupled to the respective network router 
and/or switch. Since network routers and/or switches may 
serve as a hub for data transfers between the industrial auto 
mation components 20, the industrial control system 22 
embedded within the routers/and or switches may be strate 
gically positioned within a data network to have access or 
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receive data associated with various industrial automation 
components 20. As such, the industrial control system 22 may 
perform various types of analyses on the received data and 
may then control and operate the respective industrial auto 
mation components 20 more efficiently or effectively based 
on the results of the analyses. 
0046. In addition to the physical devices mentioned above, 
the industrial control system 22 may include a software-based 
emulation of any of the aforementioned physical devices. For 
example, the industrial control system 22 may be imple 
mented as Software modules that may perform similar opera 
tions as certain hardware controllers, devices, and the like. As 
Such, the industrial control system 22 may create virtual 
instances of the hardware components (e.g., controllers, I/O 
modules). These virtual instances may provide more flexible 
ways in which the industrial control system 22 may be imple 
mented to monitor and control the industrial automation com 
ponents 20. 
0047. In one embodiment, the industrial control system 22 
may be implemented virtually in a cloud-accessible platform 
(i.e., cloud-computing system), one or more servers, in vari 
ous computing devices (e.g., general purpose computers). 
and the like. As such, the industrial control system 22 may 
operate as a soft controller or as a control engine running in 
the cloud-computing system. By virtually implementing the 
industrial control system 22 in a cloud-computing system, the 
industrial control system may use a distributed computing 
architecture to perform various analyses and control opera 
tions. As more data associated with the industrial automation 
components 20, the cells 18, the areas 16, and the factories 14 
become available, the distributed computing architecture in 
the cloud-computing system may enable data analysis to be 
performed more efficiently. That is, since the cloud-comput 
ing system may incorporate numerous computing systems 
and processors to perform the data analysis, the results of the 
analysis may be available more quickly. In this way, the 
respective operations of the industrial automation compo 
nents 20, the cells 18, the areas 16, and the factories 14 may 
be controlled in real-time or near real-time. 

0048 Keeping the foregoing in mind, it should be under 
stood that the industrial control system 22, as mentioned 
throughout this disclosure, may be implemented as physical 
components and/or virtual components (i.e., Software-based) 
used to monitor and/or operate the industrial automation 
components 20, the cells 18, the areas 16, and the factories 14. 
Moreover, by providing the ability to incorporate the indus 
trial control system 22 into various types of environments, the 
industrial automation system 10 may be well suited to expand 
and grow with the addition of new industrial automation 
components 20. 
0049 FIG. 2 illustrates an example control system 23 that 
may be employed with the industrial control system 22. As 
shown in FIG. 2, the industrial control system 22 may be 
communicatively coupled to an operator interface 24, which 
may be used to modify and/or view the settings and opera 
tions of the industrial control system 22. The operator inter 
face 24 may be a user interface that may include a display and 
an input device used to communicate with the industrial con 
trol system 22. The display may be used to display various 
images generated by industrial control system 22. Such as a 
graphical user interface (GUI) for operating the industrial 
control system 22. The display may be any suitable type of 
display, such as a liquid crystal display (LCD), plasma dis 
play, or an organic light emitting diode (OLED) display, for 
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example. Additionally, in one embodiment, the display may 
be provided in conjunction with a touch-sensitive mechanism 
(e.g., a touch screen) that may function as part of a control 
interface for the industrial control system 22. In some 
embodiments, the operator interface 24 may be characterized 
as a human-machine interface, a human-interface machine, or 
the like. 

0050. The industrial control system 22 may also be com 
municatively coupled to input/output (I/O) modules 25. The 
I/O modules 25 may enable the industrial control system 22 to 
communicate with various devices in the industrial automa 
tion system. Moreover, the I/O modules 25 may enable the 
industrial control system 22 to receive information from the 
various devices, such that the information may provide ref 
erence points and other details regarding the industrial auto 
mation system to assist the industrial control system 22 to 
become aware of the environment in which the industrial 
control system 22 may be operating. 
0051 Generally, the industrial control system 22 may also 
be communicatively coupled to a certain device that may be 
used to control or manage the operation of the industrial 
automation system. For instance, in one embodiment, the 
industrial control system 22 may be coupled to a drive 26. The 
drive 26 may be an electrical drive that may convert an input 
alternating current (AC) voltage into a controllable AC volt 
age using a rectifier circuit and an inverter circuit. The indus 
trial control system 22, in one embodiment, may be a con 
troller that may control the operation of the drive 26. The 
drive 26 may be coupled to a motor 27, which may operate a 
component such as a conveyor 28 or the like. In one embodi 
ment, the industrial control system 22 may be communica 
tively coupled to the operator interface 24, the I/O module 25, 
the drive 26, or the like via a communication network such as 
EtherNet/IP, ControlNet, DeviceNet, or any other industrial 
communication network protocol. 
0.052 Keeping the example control system 23 in mind and 
referring to FIG. 1, the drive 26, the motor 27, and the con 
veyor 28 may each be considered to be a single component 20. 
However, the drive 26, the motor 27, and the conveyor 28 may 
also be considered to be a part of a particular cell 18, area 16, 
and factory 12. Accordingly, the industrial control system 22 
may have the ability to adjust the operation of the component 
20, the cell 18, the area 16, and the factory 12. For example, 
by adjusting the operation of the drive 26, the industrial 
control system 22 may adjust the operation of the motor 27 
and the conveyor 28. Consequently, the industrial control 
system 22 may adjust the operation of the cell 18, the area 16, 
and the factory 12 having the conveyor 28 as a component. By 
understanding how each component 20 may be related to the 
industrial automation system 10 with respect to each area 16, 
each cell 18, and each component 20, the industrial control 
system 22 may begin to become capable to manage the opera 
tions (e.g., production, energy usage, equipment lifecycle) of 
the industrial automation system 10 more efficiently. 
0053 As mentioned above, the industrial control system 
22 may be a controller or any computing device that may 
include communication abilities, processing abilities, and the 
like. FIG. 3 illustrates a detailed block diagram 30 of compo 
nents in the industrial control system 22 that may be used to 
perform the techniques described herein. Referring now to 
FIG. 3, the industrial control system 22 may include a com 
munication component 32, a processor 34, a memory 36, a 
storage 38, input/output (I/O) ports 40, and the like. The 
communication component 32 may be a wireless or wired 
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communication component that may facilitate communica 
tion between the industrial automation components 20, the 
control systems for the factory 12, the area 16, the cell 18, and 
the like. The processor 34 may be any type of computer 
processor or microprocessor capable of executing computer 
executable code. The processor 34 may also include multiple 
processors that may perform the operations described below. 
The memory 36 and the storage 38 may be any suitable 
articles of manufacture that can serve as media to store pro 
cessor-executable code, data, or the like. These articles of 
manufacture may represent computer-readable media (i.e., 
any suitable form of memory or storage) that may store the 
processor-executable code used by the processor 34 to per 
form the presently disclosed techniques. The memory 36 and 
the storage 38 may also be used to store the data, analysis of 
the data, and the like. The memory 36 and the storage 38 may 
represent non-transitory computer-readable media (i.e., any 
Suitable form of memory or storage) that may store the pro 
cessor-executable code used by the processor 34 to perform 
various techniques described herein. It should be noted that 
non-transitory merely indicates that the media is tangible and 
not a signal. 
0054 The I/O ports 40 may be interfaces that may couple 

to the I/O modules 25 discussed above. Although the block 
diagram 30 is depicted with respect to the industrial control 
system 22, it should be noted that the control system for the 
factory 12, the area 16, the cell 18, and the like may also 
include the same components to perform the various tech 
niques described herein. 
0055 Keeping the foregoing in mind, the industrial con 

trol system 22 may use the communication component 32 to 
communicatively couple to one or more control systems. The 
industrial control system 22 may also monitor and/or control 
the operations of each respective component 20, cell 18, area 
16, or factory 12. For example, the control system 22 may 
receive data received from assets, controllers, and the like 
(e.g., the components 20) that may be located in the factory 
12, the areas 16, or the cells 18. In one embodiment, the 
industrial control system 22 or a control system for each area 
16, cell 18, or component 20 may receive information related 
to how the industrial automation system 10 may be subdi 
vided, how each area 16, cell 18, and component 20 may 
interact with each other, which components 20 are part of 
each factory 12, area 16, or cell 18, or the like. For example, 
each area 16 may be related to a particular process of a 
manufacturing process. As such, the information received by 
the respective control system may detail which processes 
performed in certain areas 16 may depend on other processes 
being completed in other areas 16. 
0056. In certain embodiments, the respective control sys 
tem may determine how each component 20 may relate to a 
respective cell 18 or area 16 based on data received from each 
respective component 20. For instance, a control system of a 
first component 20 may receive data from multiple other 
components 20. Such as a motor for a conveyer belt and a 
compressor for Some industrial automation device. Upon 
receiving the data from a second component 20 that corre 
sponds to the motor for the conveyer belt, the control system 
of the first component 20 may determine that the second 
component 20 is associated with some cell 18, which may be 
part of some area 16, based on a speed in which the motor may 
be operating. That is, the control system of the first compo 
nent 20 may refer to information, Such as System design 
parameters for the industrial automation system 10, and 
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determine where the motor is located by identifying a motor 
with operating parameters, as specified by the system design 
parameters, having a Substantially similar speed as the 
received speed. In certain embodiments, the speed at which 
the motor may be operating may not be sufficient to identify 
a particular motor if other motors in the industrial automation 
system 10 are operating at the same speed. As such, the 
control system may identify a motor by monitoring a speed 
profile (i.e., speed curve over time) of each motor in the 
industrial automation system 10. Additional ways in which a 
control system may identify particular components 20 may 
include monitoring an operating mode (e.g., running/ 
stopped/paused) of each component 20, examining network 
related information (e.g. IP addresses, MAC addresses, sub 
net masks, or a combination of any of these, etc.) associated 
with each component 20, monitoring operating temperatures 
of each component 20 if available (e.g., components 20 in 
certain cells 18 are exposed to more heat/cold than others 
cells 18), monitoring energy consumption data associated 
with each component (e.g., larger drives could be part of and 
used in certain cells 18 while smaller drives are used in other 
cells 18), and so forth. 
0057. In any case, after analyzing the data associated with 
each component 20, the control system of the first component 
20 may determine its relationship with other components 20 
of the industrial automation system with respect to the various 
Scopes or hierarchical levels of the industrial automation sys 
tem 10. By understanding the relationship to other compo 
nents 20 with respect to various scopes of the industrial auto 
mation system 10, the control system of the first component 
20 may become aware of conditions occurring in processes, 
areas 16, or cells 18 that may directly or indirectly affect the 
operations of the first component 20. As such, the control 
system of the first component 20 may adjust its operations and 
send commands to other components 20 to adjust their 
respective operations to compensate or minimize negative 
consequences that may occur due to the conditions in the 
areas 16, the cells 18, or the like. For example, production 
capacity of upstream or downstream cells being automati 
cally adjusted by control systems in the respective cells by 
monitoring production levels of the cells adjacent to or related 
to the respective control system. As a result, the control sys 
tems may optimize production of the industrial automation 
system 10 by reducing the effects of bottlenecks cells that 
may lead to over or under production. In another example, 
sections of a conveyor used to transport materials may start 
adjusting their respective speeds based on other sections of 
the conveyor or production variances associated with the area 
16, the cells 18, or the entire factory 12. In yet another 
example, the control system of the first component 20 may 
take into account energy consumption data associated with a 
second component to adjust the operation of the first compo 
nent 20 (e.g. go to a lower energy consumption mode to 
maintain overall consumption constant, etc.). Additionally, 
after each component 20 becomes aware of the presence or 
existence of another component 20, Some of the components 
20 may negotiate and determine an optimal production rates 
for each component 20 based on pre-determined criteria such 
as energy consumption/rates, production mix, production 
levels, and the like. Keeping the foregoing in mind, an 
example industrial automation system 10 of a packaging fac 
tory 50 and how the packaging factory 50 may be divided and 
sub-divided into areas 16 and cells 18 are depicted in FIG. 4. 
As illustrated in FIG.4, the packaging factory 50 may repre 
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sent an exemplary high-speed packaging line that may be 
employed in the food and beverage industry that may process 
beverage containers (i.e., a beverage line). As such, the pack 
aging factory 50 may include industrial automation compo 
nents that, for example, may enable machine components to 
fill, label, package, or palletize containers. The packaging 
factory 50 may also include one or more conveyor sections 
that may transport, align, or buffer containers between the 
machine components. Although FIG. 4 illustrates a packag 
ing factory, it should be noted that the embodiments described 
herein are not limited for use with a packaging factory. 
Instead, it should be understood that the embodiments 
described herein may be employed in any industrial automa 
tion environment. 

0058 As illustrated in FIG. 4, the packaging factory 50 
may include machine components configured to conduct a 
particular function with respect the beverage packaging pro 
cess. For example, the beverage packaging process begins at 
a loading station 52, where pallets of empty cans or bottles to 
be filled are fed into packaging factory 50 via a conveyor 
section 54. The conveyor section 54 transports the empty cans 
from the loading station 52 to a washing station 56, where the 
empty cans and bottles are washed and prepared for filling. As 
the washed cans and bottles exit the washing station 56, the 
conveyor section 54 may gradually transition into an aligning 
conveyor section 58, such that the washed cans and bottles 
enter a filling and sealing station 60 in a single-file line. 
0059. The filling and sealing station 60 may function at an 
optimal rate when the washed cans and bottles enter the filling 
and sealing station 60 in a steady, uniform stream. However, 
if the transition between the conveyor section 54 and the 
aligning conveyor section 58 is erratic or faster than desired, 
the filling and sealing station 60 may not function at an 
optimal rate. As such, optimizing performance parameters 
(e.g., speed, size, function, position/arrangement or quantity) 
of the conveyor sections (i.e., conveyor section 54 or aligning 
conveyor section 58) may be beneficial to the efficiency of the 
packaging factory 50. 
0060. As the sealed cans exit the filling and sealing station 
60, a buffering conveyor section 62 may hold the sealed cans 
to delay their entry into the next station. In addition, the 
buffering conveyor section 62 may transport the sealed cans 
in a single-file line so that the sealed cans arrive at a steriliza 
tion station 64 or a labeling station 66 at a desired time with 
the desired quantity of cans. Similar to the filling and sealing 
station 60, the packaging station 64 or the labeling station 66 
functions efficiently when the buffering conveyor section 62 
operates at optimal performance parameters (e.g., optimal 
speed, size, function, position/arrangement or quantity). 
After the cans and bottles have been sterilized and/or labeled, 
they are packaged into cases (e.g., 6-pack, 24-pack, etc.) at a 
packaging station 68, before they are palletized for transport 
at station 70 or stored in a warehouse 72. Clearly, for other 
applications, the particular system components, the convey 
ors and their function will be different and specially adapted 
to the application. 
0061 The packaging factory 50 may also include the 
industrial control system 22, which may be located in a con 
trol room 74 or the like. The industrial control system 22 may 
be coupled to one or more sensors 76, which may monitor 
various aspects of the machine components or conveyor sec 
tions of the packaging factory 50. The sensors 76 may include 
any type of sensor, such as a pressure sensor, an accelerom 
eter, a heat sensor, a motion sensor, a Voltage sensor, and the 
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like. The sensors 76 may be located in various positions 
within the packaging factory 50, and may measure a param 
eter value of interest relating to the beverage packaging pro 
cess during the operation of the packaging factory 50. For 
example, in certain embodiments, the sensors 76 may include 
sensors configured to measure the rate of bottles or containers 
per minute (BPM) entering or leaving a machine component 
(i.e., stations 54, 56, 58, 64, 66, 68 or 70), or the rate of 
accumulation of bottles on a portion of a conveyor section 
(e.g., conveyor section 54 or 62). In general, any sensors 76 
capable of measuring a parameter value of interest relating to 
the beverage packaging process of the packaging factory 50 
(e.g., rate, pressure, speed, accumulation, density, distance, 
position/arrangement, quantity, size, and so forth) may be 
used. 

0062. In some embodiments, the packaging factory 50 
may include a number of industrial automation power com 
ponents 78 that may be used to control power used by various 
machine components in the packaging factory 50. The power 
components 78 may include devices, such as drives, motors, 
inverters, Switch gear, and the like, which may be used to 
operate a corresponding machine component. For example, 
the conveyor section 54 may rotate using a motor, which may 
be controlled via a power component 78, such as a variable 
frequency drive. 
0063. The power component 78 may include a control 
system that may monitor and control the operations of the 
respective power component 78. As such, the power compo 
nent 78 may correspond to the component 20 described above 
with respect to FIG. 1. Referring back to the example above, 
the control system of the power component 78, such as the 
drive used to control the motor rotating the conveyor section 
54, may monitor a Voltage provided to the motor and may 
determine the speed at which the conveyor section 54 may be 
moving. In one embodiment, the control system of the power 
component 78 may send the data related to the speed at which 
the conveyor section 54 may be moving to the industrial 
control system 22 or to other control systems that may control 
other components 20. In this manner, the industrial control 
system 22 or other control systems may be aware of the 
operations of the power component 78 and may account for 
these operations when determining how its respective com 
ponent should operate. 
0064. Keeping the packaging factory 50 of FIG. 4 in mind, 
the industrial control system 22 may receive data from mul 
tiple power components 78 dispersed throughout the packag 
ing factory 50. The industrial control system 22 may then 
contextualize the received data with respect to different 
scopes or hierarchical levels as described above with refer 
ence to FIG. 1. For example, FIG. 8 illustrates how the power 
components 78 of the packaging factory 50 may be catego 
rized into different scopes. 
0065. In one embodiment, the scopes of the packaging 
factory 50 may be categorized based on functions of the 
components 20 and the cells 18 of the packaging factory 50. 
For instance, referring to both FIGS. 4 and 5, the loading 
station 52 may be categorized as cell 1, the washing station 56 
may be categorized as cell 2, the sealing station 60 may be 
categorized as cell 3, the sterilization station 64 may be cat 
egorized as cell 4, the labeling station may be categorized as 
cell 5 and the packaging station 68 may be categorized as cell 
6. As shown in FIG. 5, each component 20 may correspond to 
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a particular cell 18. That is, each component 20 that may be 
used by the respective station may be categorized as part of 
the respective cell 18. 
0066. In the same manner, the areas 16 may be categorized 
based on functions of the cells 18 of the packaging factory 50. 
For instance, cells 1-3 of the packaging factory 50 may cor 
respond to a preparation process and cells 4-6 of the packag 
ing factory 50 may correspond to a packaging process. As 
Such, cells 1-3 may be categorized as area 1 and cells 4-6 may 
be categorized as area 2. 
0067. In one embodiment, the industrial control system 22 
may determine the categories or scopes of the industrial auto 
mation system 10 based on a factory diagram or specification 
that describes the various processes employed by the indus 
trial automation system 10 and the components 20 used for 
the respective processes. In another embodiment, each con 
trol system for each component 20 may include information 
indicating the function of the component 20, a location of the 
component 20 with respect to the industrial automation sys 
tem 10, a part of a manufacturing process that the component 
20 is associated with, or the like. Here, each respective control 
system of each respective component 20 may send this infor 
mation to the industrial control system 22 or to other control 
systems of nearby components 20. The control system that 
receives the information may then determine how the com 
ponent 20 that transmitted the information may relate to the 
various scopes of the industrial automation system 10, how 
the component 20 that received the information may be 
related to the component 20 that transmitted the information 
with respect to the various scopes of the industrial automation 
system 10, and the like. In certain embodiments, each control 
system may send information related to the scopes of the 
industrial automation system 10, information detailing a rela 
tionship between each scope of the industrial automation 
system 10, information detailing a relationship between each 
component 20 in the industrial automation system with 
respect to each scope of the industrial automation system 10, 
and the like to a database 80, which may be accessible by each 
control system as a centralized database or a database distrib 
uted between a number of machines, computers, or the like. 
0068 Keeping the foregoing in mind, to share data 
between control systems, in one embodiment, each industrial 
control system 22 may first connect to an industrial automa 
tion network. The industrial automation network may include 
a telecommunications network that may allow the industrial 
control system 22 to exchange data as described above. As 
Such, the industrial automation network may include any type 
of communicative network including a cloud-based network 
and the like. The industrial automation network may be 
present in the industrial automation system 10 and may serve 
as a way in which to communicate to various devices within 
the industrial automation system 10. The industrial control 
system 22 may connect to the industrial automation network 
via a wired or wireless connection via its communication 
component 32. 
0069. When the industrial control system 22 connects to 
the industrial automation network, the industrial control sys 
tem 22 may provide certain information via the industrial 
automation network to enable other control systems already 
present or communicatively coupled to the industrial automa 
tion network to recognize the industrial control system 22. 
For example, FIG. 6 illustrates a flowchart of a method 90 that 
the industrial control system 22 may employ to establish or 
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indicate a presence in an industrial automation network that 
corresponds to the industrial automation system 10. 
(0070 Referring now to FIG. 6, at block 92, the industrial 
control system 22 may connect to the industrial automation 
network. In one embodiment, the industrial control system 22 
may connect to the industrial automation network using cer 
tain Verification codes or security parameters that enable the 
industrial control system 22 to connect to the industrial auto 
mation network. 

0071. After the industrial control system 22 establishes a 
connection to the industrial automation network, at block 94, 
the industrial control system 22 may broadcast data, Such as 
identification information, to the industrial automation net 
work. In one embodiment, the industrial control system 22 
may push the data automatically after the connection to the 
industrial automation network is established. When broad 
casting the data, the industrial control system 22 may send a 
notification or message to each device or control system 
communicatively coupled to the industrial automation net 
work indicating that the industrial control system 22 has 
connected to the industrial automation network. 

0072 The data or identification information broadcast to 
the industrial automation network may include certain details 
associated with the industrial control system 22. For example, 
the data may include a serial number, a product name, a 
product class, a type of data output, a list of services provided 
by the industrial control system 22, and the like that may 
enable other control systems on the industrial automation 
network to recognize the type of industrial control system 22 
that is now present on the industrial automation network. The 
data may also include information related to a device or 
component 20 that may be controlled and/or operated by the 
control system 22. As such, the data may include information 
related to certain capabilities of the industrial control system 
22. That is, the information may provide details concerning 
how the industrial control system 22 may be capable of oper 
ating certain components 20 and its ability to affect certain 
operations in the cell 18, the area 16, or the factory 12 of the 
industrial automation system 10. 
0073. In addition to sending identification information, 
the industrial control system 22 may also send contextual data 
related to how the component 20, the cell 18, the area 16, or 
the factory 12 associated with the industrial control system 22 
may be related to each other. For example, the industrial 
control system 22 may send information related to how the 
industrial automation system 10 may be subdivided, how 
each area 16, cell 18, and component 20 may interact with 
each other, which components 20 are part of each factory 12, 
area 16, or cell 18, or the like, how operations of each com 
ponent 20 associated with the industrial control system 22 
may relate to a respective cell 18 or area 16, system design 
parameters for the industrial automation system 10, how the 
industrial control system 22 is related to other components 20 
of the industrial automation system 10 with respect to the 
various scopes or hierarchical levels of the industrial automa 
tion system 10, or the like. 
0074 The industrial control system 22 may also send a 
notification or message that lists all of the artifacts or docu 
ments that specify operating procedures associated with a 
respective component 20, cell 18, or area 16. The industrial 
control system 22 may also senda notification or message that 
provides a physical description oralist of physical properties 
of various components 20 associated with the industrial con 
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trol system 22. As such, an operator may identify various 
components 20 by their respective physical properties. 
0075. The industrial control system 22 may also send 
information related to a type of material that a respective 
component 20, a respective cell 18, and a respective area 16 
may be using or is expecting to perform work or processing 
operations on. In another example, the industrial control sys 
tem 22 may also send information related to a geographical 
location associated with the respective component 20, respec 
tive cell 18, or respective area 16 or a physical location asso 
ciated with the respective component 20, respective cell 18, or 
respective area 16 with respect to the industrial automation 
system 10. Additionally, the information may include a geo 
graphical reference that indicates a region (e.g., North 
America, Asia) in which the respective component 20, 
respective cell 18, or respective area 16 may be placed into 
service. 

0076. After broadcasting the identification information, at 
block 96, the industrial control system 20 may receive one or 
more acknowledgement messages from other control systems 
or controllers that were previously connected to the industrial 
automation network. The acknowledgement message may 
serve as a notice to the industrial control system 22 that its 
presence has been recognized by the corresponding control 
system. 

0077. In one embodiment, at block 98, the industrial con 
trol system 22 may receive identification information associ 
ated with the control system that sent the acknowledgement 
message. The identification information may correspond to 
the information described above with reference to block 94. 
By receiving the identification information corresponding to 
each component 20 joining the industrial automation net 
work, the control system of the newly added component 20 
may determine its operating parameters based on the location 
of the component 20 with respect to the Surrounding compo 
nents 20 and the types of devices correspond to the surround 
ing components 20. For instance, if a new loading station 52 
and a new washing station 56 is added to the packaging 
factory 50, the control system associated with the buffering 
conveyor section 62 may determine that it may receive two 
times as many bottles as it may have previously received since 
the input mechanisms for the bottles has doubled. As such, the 
control system for the buffering conveyor section 62 may 
double the speed at which it operates to increase the produc 
tion capacity of the packaging factory 50. 
0078. In certain embodiments, the industrial control sys 
tem 22 may include a database of drivers or other software 
tools that may be used to establish a communication link with 
and connect to the industrial control system 22 to various 
components 20, including components that may not be manu 
factured by the same manufacturer of the industrial control 
system 22. That is, the industrial control system 22 may be 
capable of interacting with and controlling various types of 
components 20 manufactured by various manufacturers 
using the drivers after the industrial control system 20 detects 
the presence of the various types of components 20 via the 
industrial automation network. As such, the industrial control 
system may be capable of sending control commands to vari 
ous types of components 20 manufactured by various manu 
facturers. In one embodiment, the database of drivers may be 
stored in the memory 36 or the storage 38 of the industrial 
control system 22. However, it should be noted that the data 
base of drivers may also be stored in a cloud computing 
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device, server, another control system connected to the indus 
trial automation network and the like. 
0079 Generally, the drivers may act as a translator 
between the industrial control system 22 and the correspond 
ing control interface or operating system of the corresponding 
component 20. As such, by using the driver associated with a 
particular component 20, the industrial control system 22 
may quickly establish a communication link and be capable 
of controlling the various components 20 without configuring 
or adjusting configurations of the industrial control system 
22. That is, an operator should not have to program or alter the 
configuration of the industrial control system 22. Such that the 
industrial control system 22 may establish a communication 
connection with and/or control the operations of the various 
types of components 20. 
0080 Keeping the foregoing in mind, FIG. 7 depicts a 
flowchart of a method 100 that other control systems com 
municatively coupled to the industrial automation network 
may employ when recognizing a newly coupled control sys 
tem. For example, after the industrial control system 22 estab 
lishes a connection to the industrial automation network, the 
control systems or other devices already coupled to the indus 
trial automation network may employ the method 100 to 
provide an indication to the industrial control system 22 that 
its presence has been recognized. 
I0081 Referring now to FIG. 7, at block 102, a control 
system already connected to the industrial automation net 
work may receive identification information from the indus 
trial control system 22, which may have recently coupled to 
the industrial automation network. Upon receiving the iden 
tification information from the industrial control system 22, 
the control system may, at block 104, send an acknowledge 
ment message to the industrial control system 22. 
I0082. At block 106, the control system may send identifi 
cation information related to itself and its corresponding 
operations to the industrial control system 22. In one embodi 
ment, the control system may send the identification infor 
mation to the newly connected industrial control system 22 
automatically upon recognizing that the industrial control 
system 22 has connected to the industrial automation net 
work. As such, each control system coupled to the industrial 
automation network may become aware of the presence and 
capabilities of each component available in the industrial 
automation system 10. 
I0083. In general, when the control systems described 
herein become aware of each other, each control system gen 
erally recognizes the presence of the respective control sys 
tems in the industrial automation network and their respective 
capabilities and relationships within the industrial automa 
tion system. As such, an aware control system may make 
operational decisions that account for the effects of the deci 
sions with respect to the operations of the other control sys 
tems on the industrial automation network. By consciously 
making operational decisions that account for the operations 
of other control systems, the aware control system may effi 
ciently manage the operation of the entire industrial automa 
tion system 10. 
I0084. In one embodiment, the industrial control system 22 
may analyze the identification information received from 
each control system on the industrial automation network to 
determine various characteristics of each control system and 
its relationship to the industrial automation system 10. For 
instance, FIG. 8 illustrates a flowchart of a method 110 for 
determining relationship information between the compo 
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nents 20 of the industrial automation system 10. The method 
110 may be performed by the industrial control system 22, but 
it should be noted that any control system (i.e., with respect to 
area 16, cell 18, or component 20) may be used to perform the 
method 110. In one embodiment, the processor 34 of the 
industrial control system 22 may perform the blocks of the 
method 110. 
I0085. Referring now to FIG. 8, at block 112, the industrial 
control system 22 may receive data from one or more of the 
components 20 in the industrial automation system 10. The 
data may include identifying information that corresponds to 
a particular component 20. The data may also include infor 
mation related to devices being controlled or operated by the 
component, information related to power being provided to 
these devices, information gathered by various sensors dis 
posed on the component 20, and the like. 
I0086. At block 114, the industrial control system 22 may 
organize the received data with respect to different scopes of 
the industrial automation system, as described above. That is, 
the industrial control system 22 may contextualize the 
received data with respect to various scopes or hierarchical 
levels of the industrial automation system 10 based on a 
diagram or specification that details the operations of the 
industrial automation system 10. 
0087. At block 116, the industrial control system 22 may 
determine effectual relationships between the components 
20, from which the industrial control system 22 may receive 
data. The effectual relationship may include information indi 
cating how one component 20 may affect the operations of a 
different component 20. For example, referring back to FIG. 
4, if a load increases on the conveyor section 54 (e.g., more 
bottles on the conveyor), the motor associated with the con 
veyor section 54 may draw more current from the power 
component 78 to maintain an expected speed at which the 
conveyor section 54 operates. As such, upon detecting the 
increased load, the industrial control system 22 may increase 
a power demand from the power component 78 to maintain 
the speed of the conveyor section 54. Moreover, given the 
load increase, the industrial control system 22 may determine 
that the washing station 56 should wash each container more 
quickly and may increase the speed at which the washing 
station 56 operates. As such, the washing station 56 may draw 
additional power from a respective power component 78 that 
may provide power to the washing station 56. In this situation, 
the industrial control system 22 may determine that the power 
component 78 associated with the conveyor section 54 may 
have an effectual relationship with the power component 78 
associated with the washing station 56. 
0088. After the industrial control system 22 determines 
the effectual relationship information regarding the compo 
nents 20 in which it received data from, the industrial control 
system 22 may, at block 118, store the effectual relationship 
information as effectual relationship data. In one embodi 
ment, the industrial control system 22 may store the effectual 
relationship data in the memory 36 or storage 38 components 
of the industrial control system 22. Alternatively or addition 
ally, the industrial control system 22 may send the effectual 
relationship data to a control system associated with each 
component 20 or to the database 80, such that other control 
systems may access the data and base its operations on the 
information stored therein. 

0089. In certain embodiments, the industrial control sys 
tem 22 may analyze the data received from each component 
20 and adjust the operations of various areas 16, cells 18, or 
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components 20 based on its analysis. FIG. 9, for example, 
depicts a flowchart of a method 120 for controlling operations 
of the components 20 based on the effectual relationship data 
described above. Like the method 120 above, in one embodi 
ment, the processor 34 of the industrial control system 22 may 
perform the method 120. 
(0090 Referring now to FIG.9, at block 122, the industrial 
control system 22 may monitor data received from the com 
ponents 20 of the industrial automation system 10 with 
respect to different scopes of the industrial automation sys 
tem 10. That is, the industrial control system 22 may receive 
data from various components 20, contextualize the received 
data with respect to the factories 14, areas 16, and the cells 18 
of the industrial automation system 10. 
0091 After contextualizing the received data, the indus 

trial control system 22 may, at block 124, determine whether 
the contextualized data is within an acceptable range for each 
respective scope of the industrial automation system 10. In 
one embodiment, each scope of the industrial automation 
system 10 may operate according to certain specifications. 
For example, each scope may be expected to consume a 
particular range of energy within Some period of time. In this 
example, based on the contextualized energy data for each 
scope of the industrial automation system 10, the industrial 
control system 22 may determine whether the energy con 
Sumed by each respective scope falls within a respective 
acceptable range. 
0092. If, at block 124, the industrial control system 22 
determines that the contextualized data does fall within an 
acceptable range, the industrial control system 22 may return 
to block 122 and continue monitoring the data received from 
the components 20. If, however, the industrial control system 
22 determines that the contextualized data does not fall within 
an acceptable range, the industrial control system 22 may 
proceed to block 126. 
0093. At block 126, the industrial control system 22 may 
send one or more commands to certain components 20 that 
may be part of the respective scope of the industrial automa 
tion system that does not include contextualized data within 
an acceptable range. The commands may alter or adjust the 
operations of the respective component 20 receiving the com 
mands, such that the contextualized data may fall within the 
acceptable range. As such, in one embodiment, the industrial 
control system 22 may determine how the operations of each 
component 20 in each scope of the industrial automation 
system 10 should be adjusted to ensure that the contextualized 
data falls within the acceptable range. After determining how 
the operations of each component 20 in each scope of the 
industrial automation system 10 should be adjusted, the 
industrial control system 22 may send corresponding com 
mands to the corresponding components 20 to adjust their 
respective operations. 
0094. Keeping method 120 in mind, FIG. 10 illustrates a 
flowchart of a method 130 for adjusting operations of an 
industrial automation component 20 after receiving a com 
mand from another control system. In one embodiment, the 
method 132 may correspond to the method 120 above in that 
after the industrial control system 22 sends commands to the 
components at block 126, the method 130 depicts how the 
components that receive the commands may adjust its opera 
tions. 

(0095. As such, at block 132, the control system of the 
component 20 may receive a command to adjust its opera 
tions. In one embodiment, the command may simply indicate 
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that the control system should adjust the operations of the 
component 20 to make the contextualized data fall within an 
acceptable range. 
0096. At block 134, the control system of the component 
20 may determine how its operations may be adjusted to make 
the contextualized data fall within an acceptable range based 
on the effectual relationship data. That is, the control system 
may evaluate different adjustments to the operations of its 
respective component to determine how the adjusted opera 
tions may affect the corresponding contextualized data. After 
determining an adjustment to the operations of its respective 
component that may assist the contextualized data to fall 
within the acceptable range, the control system of the com 
ponent 20 may, at block 136, adjust the operations of the 
component 20 accordingly. 
0097. In one embodiment, while determining an adjust 
ment to the operations of its respective component that may 
assist the contextualized data to fall within the acceptable 
range, the control system of the component 20 may determine 
adjustments that may be made to other components 20 based 
on the effectual relationship data that may further assist the 
contextualized data to fall within the acceptable range. As 
such, at block 138, the control system of the component 20 
may send commands to the other components 20 to adjust 
their respective operations to assist the contextualized data to 
fall within the acceptable range. 

Autonomous Control of Components in Various Hierarchical 
Levels 

0098 Generally, the methods discussed above include 
adjusting the operations of components 20 that may be com 
municatively coupled to the industrial control system 22. As 
discussed above, any component 20 may include a respective 
industrial control system 22 that may control the respective 
operations of the respective component 20. Further, in some 
embodiments, one industrial control system 22 may control 
the operations of the components 20 in one or more cells 18, 
one or more areas 16, and the like. As such, the industrial 
control system 22 may be configured to autonomously con 
trol the operations of a single component 20 or a group of 
components 20. In certain embodiments, the industrial con 
trol system 22 may be designated to autonomously control 
one or more components 20 in the industrial automation 
system 10 with respect to a corresponding hierarchical level 
of the one or more components 20 with respect to the indus 
trial automation system 10. That is, a user may specify a 
hierarchical level of the industrial automation system 10, 
Such that the industrial control system 22 may autonomously 
control the respective operations of the respective compo 
nents 20 corresponding to the selected hierarchical level. As a 
result, the industrial control system 22 may be capable to 
provide different levels of autonomous control over the indus 
trial automation system 10. In certain embodiments, the 
industrial control system 22 may also provide multiple levels 
of autonomous control over the industrial automation system 
10. Further, the industrial control system 22 may provide 
control to just a portion of one or more hierarchical levels of 
the industrial automation system 10. 
0099. The industrial control system 22 may be designated 
as an autonomous controller for some or all of the compo 
nents 20 that may be communicatively coupled to the indus 
trial control system 22. That is, the industrial control system 
22 may independently control Some or all of the operations of 
certain components 20 in spite of commands or control opera 
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tions of another control system. For example, the industrial 
control system 22 may be communicatively coupled to a first 
component 20, which may be operated by a first control 
system, and to a second component 20, which may be oper 
ated by a second control system. When the industrial control 
system 22 is designated as the autonomous controller for the 
first component 20 and the second component 20, the indus 
trial control system 22 may control the operations of the first 
component 20 and the second component 20 in spite of any 
conflicting operational commands generated by the first con 
trol system or the second control system. 
0100. By autonomously controlling the operations of cer 
tain components 20 in a particular hierarchical level of the 
industrial automation system 10, the industrial control system 
22 may analyze data associated with the certain components 
20 with respect to various parameters associated with the 
particular hierarchical level that corresponds to the certain 
components 10. As a result, the industrial control system 22 
may control the operations, energy consumption, production, 
efficiency, and other variables associated with the particular 
hierarchical level of the industrial automation system 10. 
0101 Keeping the foregoing in mind, FIG. 11 illustrates a 
flow chart of a method 150 that the industrial control system 
22 may employ to autonomously control one or more com 
ponents 20 in the industrial automation system 10 based on a 
corresponding hierarchical level of the industrial automation 
system 10. In certain embodiments, the industrial control 
system 22 may be communicatively coupled to a number of 
the components 20 that may be disposed at various hierarchi 
cal levels of the industrial automation system 10. 
0102 At block 152, the industrial control system 22 may 
receive an input from a user that may specify one or more 
hierarchical levels in the industrial automation system 10. 
Referring briefly to FIG. 1, the hierarchical levels of the 
industrial automation system 10 may include a factory-level 
(12), a work area-level (16), a cell-level (18), or a component 
level (20). Moreover, the selected hierarchical level may 
include one or more of the work areas 16, one or more of the 
cells 18, or one or more of the components 20. The industrial 
control system 22 may receive the input indicating the 
selected hierarchical levels via the I/O ports 40 of the indus 
trial control system 22. That is, the user may specify to the 
industrial control system 22 which hierarchical levels may be 
selected via input from a keyboard device, a mouse device, a 
touch screen device, or the like. Additional details regarding 
how the user may select the hierarchical level that includes the 
components 20 that the user may desire the industrial control 
system 22 to autonomously control will be provided below 
with reference to FIGS. 12A-12C. 

0103) At block 154, the industrial control system 22 may 
send a slave-mode command to each control system of each 
component 20 associated with the selected hierarchical level. 
Upon receiving the slave-mode command, the respective con 
trol system of the respective component 20 may operate as a 
slave in a master/slave communication configuration. That is, 
the slave-mode command may cause the respective control 
system to defer all or a portion of its control operations for the 
respective component 20 to the industrial control system 22. 
Prior to receiving the slave-mode command, the respective 
control system for the respective component 20 may control 
all of the operations of the respective component 20. In one 
embodiment, after receiving slave-mode command, the 
respective control system may continue to control all of the 
operations of the respective component 20 until the respective 
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control system receives an operational command from the 
industrial control system 22. That is, when the respective 
control system receives an operational command from the 
industrial control system 22 that conflicts with a current 
operation of the respective component 20, the respective con 
trol system may defer to the operational command of the 
industrial control system 22 and allow the industrial control 
system 22 to change the operation of the respective compo 
nent 20 according to the operational command. 
0104. In another embodiment, after receiving the slave 
mode command, the respective control system may defer all 
of the operations of the respective component 20 to the indus 
trial control system 22. As such, the respective control system 
may forward the operational commands received from the 
industrial control system 22 to the respective component 20. 
Alternatively, the respective control system may serve as an 
intermediary or interface that may adjust the operations of the 
respective component 20 based on the operational commands 
received from the industrial control system 22. 
0105. At block 156, the industrial control system 22 may 
receive data from each control system of each component 20 
in the selected hierarchical level. The data may include raw 
data acquired via one or more sensors disposed on the respec 
tive component 20. The sensors may include rotational sen 
sors, speed sensors, weight sensors, Voltage sensors, current 
sensors, and the like. 
0106 The data may also include analyzed or interpreted 
data that may have been processed by a processor of the 
respective control system of the respective component 20. For 
example, the respective control system may receive Voltage 
and current data from sensors disposed on the respective 
component 20 and may analyze the Voltage and current data 
to determine power consumption properties associated with 
the respective component 20. In this manner, the industrial 
control system 22 may receive the analyzed data from the 
respective control system and thus may not analyze or inter 
pret the raw data received from the sensors disposed on the 
respective component 20. AS Such, the processing power of 
the industrial control system 22 and each respective control 
system may be used efficiently. 
0107 At block 158, the industrial control system 22 may 
receive one or more industrial automation system parameters 
that may specify desired properties or characteristics regard 
ing how the industrial automation system 10 or various hier 
archical levels of the industrial automation system 10 may 
operate. In one embodiment, the industrial automation sys 
tem parameters may include a workflow associated with the 
industrial automation system 10. The workflow may indicate 
how each component 20 of the industrial automation system 
10 may relate to various processes or hierarchical levels of the 
industrial automation system 10. Additionally, the workflow 
may indicate how various hierarchical levels of the industrial 
automation system 10 may relate to each other with respect to 
the industrial automation system 10. For example, referring to 
the packaging factory 50 of FIG.4, the workflow may provide 
details indicating that a component 20 (e.g., a motor operating 
the conveyor section 54) is part of cell 2. Moreover, the 
workflow associated with the packaging factory 50 may also 
indicate that the operations of the packaging factory 50 is as 
follows: cell 1 to cell 2 to cell 3 to cell 4 to cell 5 to cell 6. The 
workflow associated with the packaging factory 50 may also 
specify which cells 18 are part of each work area 16. The 
workflow may also indicate how the industrial automation 
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system 10 may be organized. For instance, the workflow may 
indicate that the work area 1 feeds into the work area 2. 

0108. At block 160, the industrial control system 22 may 
analyze the data received at block 156 in view of the industrial 
automation system parameters received at block 158. As 
such, the industrial control system 22 may determine whether 
each component 20, cell 18, and work area 16 may be oper 
ating according to the industrial automation system param 
eters. In one embodiment, the industrial control system 22 
may aggregate all of the like data from each component 20 in 
the selected hierarchical level. The industrial control system 
22 may then analyze the aggregated data for the selected 
hierarchical level with respect to the industrial automation 
system parameters. For example, the industrial control sys 
tem 22 may aggregate all of the energy consumption data 
received from the respective components 20 of the selected 
hierarchical level. The industrial control system 22 may then 
compare the aggregated energy consumption data to an 
expected energy consumption value for the corresponding 
hierarchical level, as specified by the industrial automation 
system parameters. The industrial control system 22 may 
generate certain commands for the respective control systems 
of the respective components 20 of the selected hierarchical 
level based on the comparison. 
0109 At block 162, the industrial control system 22 may 
send commands to the respective control systems associated 
with the respective components 20 that correspond to the 
respective hierarchical level received at block 152 to adjust 
their operations based on the analysis performed at block 160. 
That is, if the received data associated with the components 
20 of the selected hierarchical level indicates that certain 
hierarchical levels in the industrial automation system 10 are 
not operating according to the industrial automation system 
parameters, the industrial control system 22 may send com 
mands to the respective control systems associated with the 
respective components 20 of the selected hierarchical level to 
change its operations. The modified operations of the respec 
tive components 20 may cause the hierarchical levels in the 
industrial automation system 10 to operate according to the 
industrial automation system parameters. 
0110. In certain embodiments, the industrial control sys 
tem 22 may determine the commands to provide to the respec 
tive control systems associated with the selected hierarchical 
level based on the workflow of the industrial automation 
system 10. By evaluating the workflow of the industrial auto 
mation system 10, the industrial control system 22 may 
become more aware or cognizant of how the components 20 
may affect the operations of the various hierarchical levels, 
including the selected hierarchical level, in the industrial 
automation system 10. AS Such, the industrial control system 
22 may account for the effects to the industrial automation 
system 10 when determining any command for any respective 
component 20 of the selected hierarchical level. For instance, 
if the industrial control system 22 receives data indicating that 
a motor operating the filling and sealing station 60 Suddenly 
changes its operational speed to 50% of its previous opera 
tional speed, the industrial control system 22 may analyze the 
workflow of the packaging factory 50 to determine which 
components 20 and which hierarchical levels may be affected 
by the change of operation of the filling and sealing station 60. 
The industrial control system 22 may then send commands to 
the control systems associated with the components 20 in the 
selected hierarchical level to adjust their respective opera 
tions in light of the changed operating parameters of the 
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filling and sealing station 60. If the selected hierarchical level 
received at block 152 includes work area 1 of the packaging 
factory 50, the industrial control system 22 may identify the 
components 20 preceding the filling and sealing station 60 
(e.g., the conveyor section 54, washing station 56, aligning 
conveyor section 58) and send commands to the control sys 
tems that correspond to the identified components to change 
the respective operations of the identified components to 
accommodate or match the current operational speed of the 
filling and sealing station 60. 
0111. By autonomously controlling the operations of the 
components 20 associated with a particular hierarchical level. 
the industrial control system 22 may enable the industrial 
automation system 10 to be controlled more efficiently. In one 
embodiment, different hierarchical levels of the industrial 
automation system 10 may be controlled separately by a 
respective industrial control system 22. As such, the industrial 
automation system 10 may be controlled or operated accord 
ing to a decentralized control manner. That is, each autono 
mous control system may control its respective components 
20 of its respective hierarchical level without regard to the 
operations of other control systems. As such, each respective 
control system may make distributed decisions for different 
hierarchical levels of the industrial automation system 10 and 
how the respective decisions may affect the operations or 
various properties (e.g., energy consumption, production 
time, efficiency, etc.) of the components 20 of the correspond 
ing hierarchical level. 
0112 Although the industrial automation system 10 is 
described above as being controlled in a decentralized man 
ner, it should be noted that the selected hierarchical level for 
the industrial control system 22 may include the entire factory 
12. As such, the industrial control system 22 may provide for 
a centralized control system. That is, the industrial control 
system 22 may control the operation of each component 20 in 
the factory 12. In certain embodiments, even when the indus 
trial control system 22 operates as the central control system 
for all of the components in the industrial automation system 
10, the industrial automation system parameters received at 
block 158 may include specifications or operating specifica 
tions for various hierarchical levels of the industrial automa 
tion system 10. Here, the industrial control system 22 may 
operate in a centralized manner and control the operations of 
each component 20 of the industrial automation system 10 to 
meet the industrial automation system parameters for the 
various hierarchical levels. 

0113. Whether the industrial control system 22 operates in 
a centralized or decentralized manner, in certain embodi 
ments, the industrial control system 22 may not be able to 
accommodate or meet all of the industrial automation system 
parameters for the selected hierarchical level(s) of the indus 
trial automation system 10. In this case, the industrial control 
system 22 may prioritize or determine a priority value for 
each of the industrial automation system parameters. In one 
embodiment, the industrial control system 22 may establish a 
priority for each industrial automation parameter based on the 
workflow that corresponds to the industrial automation sys 
tem 10. That is, the industrial control system 22 may deter 
mine an importance of each hierarchical level or part of the 
industrial automation system 10 and may determine which of 
the industrial automation system parameters to accommodate 
when the accommodation of two or more of the industrial 
automation system parameters is not possible. In certain 
embodiments, the user may specify to the industrial control 
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system 22 the priority value of each of the industrial automa 
tion system parameters. Alternatively, the user may provide a 
priority value for each hierarchical level of the industrial 
automation system 10. AS Such, the industrial control system 
22 may determine which of the industrial automation system 
parameters to accommodate when the accommodation of two 
or more of the industrial automation system parameters is not 
possible based on the priority value provided by the user. 
0114 Referring back to block 152, the industrial control 
system 22 may receive the hierarchical level designated for 
autonomous control in a number of ways. In one embodiment, 
the industrial control system 22 may include a graphical user 
interface (GUI) that may depict certain visualizations that 
represent the hierarchical levels of the industrial automation 
system 10. For instance, referring to the example industrial 
automation system depicted in FIG.4, the GUI may depict the 
packaging factory 50 according to the hierarchical levels that 
correspond to the packaging plant 50 as shown in FIG. 12A. 
0115 Referring now to FIG. 12A, in one embodiment, 
visualizations depicted in a GUI 170 may include a graphical 
indication 172 of a respective location of the industrial con 
trol system 22. For example, as shown in FIG. 12A, the GUI 
170 may indicate that component 13 may correspond to the 
location of the industrial control system 22 by providing the 
graphical indication 172 that resembles a star graphic in the 
block that is designated as component 13. Although the 
graphical indication 172 is depicted in FIG. 12A as a star 
graphic, it should be noted that the graphical indication 172 
may be any type of graphical or visual effect that may enable 
the user to identify the part of the industrial automation sys 
tem 10 that may be directly coupled to the industrial control 
system 22. 
0116. In addition to the graphical indicator 172 described 
above, the GUI 170 may also include a slider visualization 
174. The slider visualization 174 may provide the user with an 
ability to select a hierarchical level of the industrial automa 
tion system 10 that the user may desire that the industrial 
control system 22 may autonomously control. As such, the 
slider visualization 174 may provide selections for more 
granular hierarchical levels of the industrial automation sys 
tem 10 on one end of the slider visualization 174 and may 
provide selections for broader hierarchical levels of the indus 
trial automation system 10 on another end of the slider visu 
alization 174. For example, as shown in FIG. 12A, one end of 
the slider visualization 174 may correspond to a component 
level of the hierarchical levels and the other end may corre 
spond to a factory level of the hierarchical levels. That is, in 
one embodiment, the most granular hierarchical level of the 
industrial automation system 10 may correspond to a particu 
lar component in the industrial automation system 10, while 
the broadest hierarchical level of the industrial automation 
system 10 may correspond to the entire factory 12 of the 
industrial automation system 10. 
0117 Keeping the foregoing in mind, the slider visualiza 
tion 174 may include a selector 176 that may be moved by the 
user in either direction of the slider visualization 174. In one 
embodiment, the position of the selector 176 along the slider 
visualization 174 may indicate to the industrial control sys 
tem 22 a selection of a hierarchical level or a number of 
hierarchical levels that the user may designate as being 
autonomously controlled by the industrial control system 22. 
As shown in FIG. 12A, for example, the selector 176 is 
positioned at the component level end of the slider visualiza 
tion 174. As such, the GUI 170 may provide a visual indica 
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tion 178 of the scope or hierarchical level that corresponds to 
what the industrial control system 22 may autonomously 
control. In one embodiment, the visual indication 178 shown 
in FIG. 12A may includea thick or highlighted border around 
the hierarchical level that corresponds to the location of the 
selector 176 along the slider visualization 174. However, it 
should be noted that other visualization effects may be 
applied to the hierarchical level that corresponds to the loca 
tion of the selector 176 along the slider visualization 178 to 
indicate that the respective hierarchical level is selected. 
Referring again to in FIG. 12A, the visual indication 178 
indicates that the hierarchical level that the industrial control 
system 22 may exert autonomous control over may include 
the component 20 (i.e., component 13), which may corre 
spond to the location of the industrial control system 22 or the 
component 20 that may be directly coupled to industrial con 
trol system 22. 
0118. In certain embodiments, as the selector 176 moves 
across the slider visualization 174, the scope or hierarchical 
levels of the industrial automation system 10 selected for 
autonomous control may change. For example, FIG. 12B 
illustrates the GUI 170 as shown in FIG. 12A; however, the 
selector 176 depicted in FIG. 12B is moved towards the 
opposite end of the slider visualization 174, as compared to 
FIG. 12A. As such, the visual indication 178 may highlight or 
encompass a larger scope of the industrial automation system 
10 as compared to FIG. 12A. As shown in FIG. 12B, the 
selector 176 may be positioned at a location along the slider 
visualization 174 that corresponds to a cell level of the factory 
12. As such, the visual indication 178 of FIG. 12B encom 
passes cell 5 and cell 6 of the factory 12. If the selector 176 
moves toward the component level of the slider visualization 
174, the visual indication 178 may encompass just cell 5. 
Moreover, if the selector 176 moves even closer toward the 
component level of the slider visualization 174, the visual 
indication 178 may encompass just two components (e.g., 
components 13 and 14 or components 13 and 15). 
0119 Referring now to FIG. 12C, if the selector 176 
moves toward the factory level of the slider visualization 174, 
the visual indication 178 may encompass cell 4, cell 5, and 
cell 6. As a result, the visual indication 178 may encompass 
area 2 of the factory 12. In the same manner, if the selector 176 
moves further toward the factory level of the slider visualiza 
tion 174, the visual indication 178 may encompass area 2 of 
the factory 12 and one component 20 (e.g., component 7) of 
area 1. As the selector 176 continues to move toward the 
factory level, the visual indication 178 may encompass addi 
tional components 20, cells 18, and areas 16 (e.g., area 1) until 
it encompasses the entire factory 12. 
0120 In addition to specifying various hierarchical levels 
that the industrial control system 22 may exert autonomous 
control over, the industrial control system 22 may provide 
different control options or operational functions based on the 
user providing the input to the industrial control system 22. 
That is, the industrial control system 22 may provide different 
operating options to the user via the GUI 170 based on certain 
credentials of the user. The credentials of the user may be 
determined based on a user identification or log in informa 
tion provided to the industrial control system 22. In one 
embodiment, the user credentials may indicate to the indus 
trial control system 22 the role of the user with respect to the 
industrial automation system 10. For example, certain users 
may be part of an operational or maintenance team, while 
other users may be part of a Supervisory or management team. 
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AS Such, the industrial control system 22 may provide the 
respective user different control options based on the corre 
sponding role of the user. 
I0121 For example, FIG. 13 illustrates a method 190 for 
modifying control functions of the industrial control system 
22 based on a user's credentials. At block 192, the industrial 
control system 22 may receive user credentials associated 
with the user operating the industrial control system 22. In 
one embodiment, the user credentials may be linked to a user 
identification number or log in information provided to the 
industrial control system 22. 
I0122. At block 194, the industrial control system 22 may 
determine a list of hierarchical levels of the industrial auto 
mation system 10 that the respective user may be approved to 
access or control. In certain embodiments, lower level users 
(e.g., maintenance/operational personnel) may be limited to 
using control functions that may control the operation of the 
component 20 directly coupled to the industrial control sys 
tem 22 or the operation of lower granular hierarchical levels 
available. Alternatively, higher level users (e.g., Supervisors/ 
managers) may be provided access to additional control func 
tions that may control the operation of the components 20 that 
may be part of broader hierarchical levels of the industrial 
automation system 10. In this manner, the higher level users 
may have greater control of the industrial automation system 
10. At block 196, the industrial control system 22 may present 
the control functions available to the respective user deter 
mined at block 194. 
(0123 Referring back to the method 150 of FIG. 11, in 
certain embodiments, after receiving the hierarchical level 
designation at block 152, the industrial control system 22 may 
employ the method 190 to ensure that the operations of vari 
ous hierarchical levels of the industrial automation system 10 
are not modified by mistake or accident. That is, since a 
considerable amount of control of the entire industrial auto 
mation system 10 may be available via a single industrial 
control system 22, the user credentials verification process 
provided by the method 190 may help ensure that the proper 
personnel has access to various parts of the industrial auto 
mation system 10. 

Load Balancing 
0.124. In addition to autonomously controlling different 
components 20 in the industrial automation system 10 and 
providing different levels of autonomous control options to 
user, the industrial control system 22 may also employ vari 
ous load balancing protocols or algorithms to balance the 
computational processing loads between various control sys 
tems in the industrial automation system 10. That is, as more 
sensors are added to the component 20 or as the amount of 
data associated with each component 20, cell 18, work area 
16, factory 12, and industrial automation system 10 becomes 
available, the processing demands associated with the indus 
trial control system 22 may also increase. As with any pro 
cessor, the processor 34 of the industrial control system 22 
may include a limited amount of processing power (e.g., 3.2 
gigahertz processor). 
0.125. In this manner, to effectively control how the com 
ponents 20 of various hierarchical levels of the industrial 
automation system 10 operate in real-time or near real-time, 
the processor 34 of the industrial control system 22 may 
distribute its processing tasks to various control systems in 
the industrial automation system 10. In other words, if the 
industrial controls system 22 determines that it may not be 
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capable to analyze the data associated with each component 
20 in a designated hierarchical level of the industrial automa 
tion system 10 to adequately operate the various components 
20 in real-time or near real-time, the industrial control system 
22 may senda request or command to other control systems in 
the industrial automation system 10 to perform various cal 
culations or data analysis processes to better enable the indus 
trial control system 22 to more effectively operate the com 
ponents 20 of the industrial automation system 10. As such, in 
addition to being aware of the operations of each component 
20, the industrial control system 22 may also be aware of the 
processing properties and capabilities of each control system 
in the industrial automation system 10, such that the industrial 
control system 22 may employ various processing load bal 
ancing techniques to ensure that processing power being used 
by each control component in the industrial automation sys 
tem 10 is being used efficiently. 
0126 Keeping the foregoing in mind, FIG. 14 illustrates a 
flowchart of a method 210 for distributing processing work 
loads to various control systems in the industrial automation 
system 10. In one embodiment, the method 210 may be per 
formed by the industrial control system 22 that may be des 
ignated as an autonomous controller for various components 
20 in the industrial automation system 10. However, it should 
be understood that any control system in the industrial auto 
mation system 10 may employ the method 210 to distribute its 
respective processing workload among other control systems. 
0127. For the purpose of facilitating the discussion related 
to the method 210, FIG. 15 depicts an example communica 
tion network 230 that may correspond to the work area 1 of 
FIG. 5. In one embodiment, each component 20 in the work 
area 1 may include a respective control system that may 
include the communication component 32, the processor 34. 
the memory 36, the storage 38, and the I/O ports 40 as 
described above with reference to FIG. 3. As such, each 
respective control system may include a processor that has 
certain processing capabilities. In addition to possessing cer 
tain processing capabilities, each respective control system 
may include certain processing or data analysis tools, which 
may be stored in the memory 36 or the storage 38. The 
processing or data analysis tools may be designed to perform 
specific tasks or data analysis operations to interpret data 
acquired by sensors disposed on the component 20 and the 
like. 

0128. As shown in FIG. 15, the industrial control system 
22 may correspond to the control system associated with the 
component 4 of FIG. 5. However, it should be noted that 
industrial control system 22 may be associated with any com 
ponent 20 in the industrial automation system 10 or may be a 
stand-alone computing device as depicted in FIG. 5. In one 
embodiment, the industrial control system 22 depicted in 
FIG. 15 may be directly communicatively coupled to control 
system 1, control system 5, control system 6, and control 
system 7 (i.e., directly-coupled control systems 232), which 
may correspond to the control systems for the component 1, 
the component 5, the component 6, and the component 7 of 
FIG. 5, respectively. Each of the directly coupled control 
systems 232 may establish a direct communication link via a 
wired or a wireless connection, Such that communication 
between the directly coupled control system 232 and the 
industrial control system 22 may not include any intermedi 
ary systems or components. 
0129. Additionally, although the industrial control system 
22 may not be directly coupled to all of the control systems of 
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the work area 1, the industrial control system 22 may estab 
lish an indirect communication link with other control sys 
tems via the directly coupled control systems 232. As such, 
the industrial control system 22 may communicate with indi 
rectly coupled control systems 234 via the directly coupled 
control systems 232. That is, the directly coupled control 
system 232 may relay requests, commands, and data between 
the industrial control system 22 and the indirectly coupled 
control systems 234. In this way, the industrial control system 
22 may further control the operations of the components 20 
that may not be directly communicatively coupled to the 
industrial control system 22. Moreover, by establishing a 
communication means between the industrial control system 
22 and the indirectly coupled control systems 234, the indus 
trial control system 22 may further distribute the processing 
work load of the industrial control system 22 to the directly 
coupled control systems 232 and the indirectly coupled con 
trol systems 234. 
I0130. Keeping the communication network 230 of FIG.15 
in mind and referring back to the method 210 of FIG. 14, at 
block 212, the industrial control system 22 may send a request 
to each control system in a particular hierarchical level. The 
request may be a request to provide processing information 
related to each respective control system. In one embodiment, 
the industrial control system 22 may send the request to each 
directly coupled control system 232 via the direct communi 
cation link between the industrial automation system 22 and 
the directly coupled control systems 232. 
0131) If the selected hierarchical level includes other indi 
rectly coupled control systems 234, upon receiving the 
request from the industrial control system 22, the directly 
coupled control systems 232 may forward the request to the 
control systems directly communicatively coupled to the 
directly coupled control systems 232. For example, control 
system 1 and control system 7, which are directly coupled 
control systems 232 with respect to the industrial control 
system 22, may forward a request received from the industrial 
control system 22 to the control system 2, control system 3, 
control system 8, and the control system 9 of FIG. 15. As 
Such, the industrial control system 22 may send a request for 
processing information to the indirectly coupled control sys 
tems 234. 

0.132. The processing information may include various 
details or properties regarding the communication compo 
nent 32, the processor 34, the memory 36, and the storage 38 
of each respective control system. For instance, the process 
ing information may include a list of capabilities of the 
respective control system, such as a bandwidth of the com 
munication component 32, a processing speed of the proces 
sor 34, an amount of memory available in the memory 36, a 
list of programs and/or data processing tools that may be 
stored in the storage 38, and the like. The processing infor 
mation may also include some indication detailing how much 
of the processing power of the processor 34 of the respective 
control system is being used. In one embodiment, the pro 
cessing information may provide a percentage value to rep 
resent how much of the total processing power of the proces 
sor 34 of the respective control system is being used to 
perform the various processes of the respective control sys 
tem. The percentage value may thus correspond to a process 
ing load of the processor 34. 
I0133. At block 214, the industrial control system 22 may 
receive the processing information from each respective con 
trol system. Upon receiving the processing information, at 
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block 216, the industrial control system 22 may determine 
whether the processing load between each respective control 
system in the selected hierarchical level is balanced. In one 
embodiment, the industrial control system 22 may determine 
whether the processing load of each respective control system 
is within some percentage or range (e.g., 5-10%) of an aver 
age processing load of all of the control systems (including 
the processing load of the industrial control system 22) in the 
selected hierarchical level. 

0134) If, at block 216, the industrial control system 22 
determines that the processing loads between each of the 
respective control systems of the selected hierarchical level is 
balanced, the industrial control system 22 may return to block 
214 and continue to receive the processing information from 
each respective control system. If, however, at block 216, the 
industrial control system 22 determines that the processing 
loads between each of the respective control systems of the 
selected hierarchical level is not balanced, the industrial con 
trol system 22 may proceed to block 218. 
0135. At block 218, the industrial control system 22 may 
distribute the processing loads of each respective control 
system based on the received processing information. That is, 
the industrial control system 22 may first identify certain 
control systems that may be have a processing load that is 
lower than the average processing load between the respec 
tive control systems. The industrial control system 22 may 
then identify certain processing operations being performed 
by other control systems 22 that may have processing loads 
that may be higher than the average processing load and may 
distribute Some of the processing operations of the control 
systems having the above-average processing load to the con 
trol systems having the below-average processing load. 
0136. In certain embodiments, at block 218, the control 
system 22 may send recommendations to each respective 
control system indicating how the processing loads of each 
respective control system may be distributed. In this manner, 
the user of the control system 22 may provide an input to 
proceed adjusting the processing loads of each respective 
control system, as opposed to the processing loads being 
automatically adjusted. 
0.137 After distributing some of the processing load 
between control systems at block 218, the industrial control 
system 22 may return to block 214 and receive updated pro 
cessing information from each respective control system. As 
Such, the industrial control system 22 may again determine 
whether the processing load between each respective control 
system is balanced at block 216 and may further distribute the 
processing loads between each control system at block 218. 
0.138. In certain embodiments, the industrial control sys 
tem 22 may distribute the processing loads between the con 
trol systems based on various properties associated with each 
control system. For example, certain control systems may 
include specific data analysis tools while other control sys 
tems may not. As such, when distributing processing loads 
between the control systems, the industrial control system 22 
may identify a control system that has the data analysis tools 
stored thereon before requesting that a particular control sys 
tem performs the respective processing operations. 
0.139. Additionally, to better achieve processing load bal 
ancing between the control systems of the selected hierarchi 
cal level, the industrial control system 22 may determine 
which of its processing operations may be more efficiently 
performed by other control systems. For example, if the 
industrial control system 22 calculates the power consump 
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tion properties of each cell 18, the industrial control system 
22 may receive power consumption data from each control 
system in each cell 18 and may then aggregate the power 
consumption data with respect to each cell 18. In one embodi 
ment, instead of performing the aggregation calculations 
using the processor 34 of the industrial control system 22, the 
industrial control system 22 may send a command to one 
control system in each cell 18 to determine the power con 
sumption data for the respective cell 18. Each respective 
control system designated to determine the power consump 
tion data for the respective cell 18 may then send the aggre 
gated power consumption data for the respective cell 18 to the 
industrial control system 22. For example, referring to FIG. 
15, the industrial control system 22 may send a command to 
the control system 7 to determine the power consumption data 
for the corresponding cell 18 (cell 3). As such, the control 
system 7 may receive power consumption data from the con 
trol system 8 and the control system 9 and aggregate the 
received power consumption data with the power consump 
tion data that the control system 7 has attributed to its respec 
tive component (i.e., component 7). As a result, the control 
system 7 may determine the power consumption data for the 
cell 3 and may send the power consumption data to the indus 
trial control system 22, thereby preserving some of the pro 
cessing power of the industrial control system 22 that previ 
ously would have been used to aggregate the received data 
from each control system in cell 3. 
0140. In one embodiment, the industrial control system 22 
may preserve its processing power for various decision mak 
ing processes regarding the control of various operations of 
the components 20 in various hierarchical levels of the indus 
trial automation system 10. AS Such, the industrial control 
system 22 may identify different control systems in the indus 
trial automation system 10 that may be capable of performing 
various intermediate processing tasks that may result in data 
that may determine how the components 20 should operate. 
0.141. In yet another embodiment, the industrial control 
system may distribute the processing loads between control 
systems by designating one or more control systems of a 
particular hierarchical level as responsible for performing 
various calculations and data analysis associated with the 
components 20 of the particular hierarchical level. That is, 
one or more control systems that are part of a particular 
hierarchical level may performall of the data analysis opera 
tions for the components 20 of the particular hierarchical 
level. The one or more control systems may then forward the 
results of the data analysis operations to the industrial control 
system 22, Such that the industrial control system 22 may 
operate the industrial automation system 10 in view of the 
data analysis results. 
0142. In addition to monitoring the balance of the process 
ing loads in real time, the industrial control system 22 may 
predict whether the processing loads of the control systems 
being monitored may become unbalanced. Keeping this in 
mind, FIG. 16 illustrates a flowchart of a method 240 for 
balancing processing workloads of control systems in the 
industrial automation system of FIG. 1 based on predicted 
workloads for the control systems. 
0.143 At block 242, the industrial control system 22 may 
receive processing information from each control system 
(i.e., directly coupled and indirectly coupled) as described 
above with reference to block 214 of FIG. 14. In one embodi 
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ment, the industrial control system 22 may identify the pro 
cessing load of a corresponding control system from the 
processing information. 
0144. At block 244, the industrial control system 22 may 
store the processing information or the processing load of 
each respective control system in the memory 36 or the stor 
age 38. In one embodiment, the industrial control system 22 
may store the processing load of each respective control sys 
tem in a look up table that may be indexed according to a time 
at which the processing information was received. 
0145 After storing the processing information, the indus 

trial control system 22 may wait for Some amount of time to 
expire. The amount of time that the industrial control system 
22 may wait may correspond to an input received from a user. 
AS Such, the user may specify to the industrial control system 
22 a frequency at which the industrial control system 22 may 
evaluate the processing information received from the respec 
tive control systems. After the amount of time expires, at 
block 246, the industrial control system 22 may again start 
receiving the processing information from the respective con 
trol systems. 
0146. At block 248, the industrial control system 22 may 
compare the processing information stored at block 244 to the 
processing information received at block 246. In one embodi 
ment, if a change between the processing load stored at block 
244 and the processing load received at block 246 is not 
greater than the threshold, the industrial control system 22 
may return to block 244 and store the recently received pro 
cessing information or the processing load. If, however, the 
change between the processing load stored at block 244 and 
the processing load received at block 246 is greater than some 
threshold, the industrial control system 22 may proceed to 
block 250. At block 250, the industrial control system 22 may 
distribute the processing workloads between the respective 
control systems as described above with reference to block 
218 of FIG. 14. 

0147 The method 240 illustrates one example in which 
the industrial control system 22 may predict whether the 
processing workloads between the control systems of some 
hierarchical level of the industrial automation system 10 may 
become unbalanced in the future. That is, if the change in the 
processing load determined at block 248 exceeds the thresh 
old, the industrial control system 22 may determine that the 
processing load between the respective control systems may 
become unbalanced at Some time in the future. As such, the 
industrial control system 22 may preemptively distribute the 
processing work loads between the respective control sys 
tems before the processing work loads become unbalanced. 
0148. In certain embodiments, the industrial control sys 
tem 22 may also predict whether the processing work loads 
may become unbalanced by evaluating data processing 
operations of each respective control system or the industrial 
control system 22 over Some amount of time. That is, the user 
may specify to the industrial control system 22 an amount of 
time to analyze the processing load of one or more control 
systems in the industrial automation system 10. The industrial 
control system 22 may then evaluate or monitor the process 
ing load of the respective control system, which could include 
the processing load of the industrial control system 22, itself. 
If the industrial control system 22 determines that the pro 
cessing load of the respective control system over the amount 
of time is greater than some threshold, the industrial control 
system 22 may distribute the processing workloads between 
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various control systems as described above. Here, the thresh 
old may be represented as a load over time curve. 
0149. In addition to balancing processing loads between 
various control systems, the industrial control system 22 may 
also dynamically balance power loads between areas 16, cells 
18, and the like. For example, FIG. 17 illustrates a flow chart 
of a method 260 for power balancing operations of the indus 
trial automation system 10. Power balancing the operations of 
the industrial automation system 10 may generally include 
monitoring the power consumption properties associated 
with various hierarchical levels of the industrial automation 
system 10 and adjusting the operations of various compo 
nents 20 to ensure that the power consumption loads between 
each hierarchical level of the industrial automation system 10 
may be balanced. The method 260 is described below as being 
performed by the industrial control system 22, but it should be 
understood that any control system or multiple control sys 
tems may employ the method 260. 
0150. At block 262, the industrial control system 22 may 
receive power consumption data associated with each hierar 
chical level of the industrial automation system 10. In one 
embodiment, the industrial control system 22 may receive an 
input from a user that specifies one or more hierarchical levels 
in the industrial automation system 10. In this case, the indus 
trial control system 22 may receive the power consumption 
data associated with the selected hierarchical level. In certain 
embodiments, the industrial control system 22 may receive 
the power consumption data from a particular control system 
designated to determine the power consumption data for a 
respective hierarchical level as mentioned above. Alterna 
tively, the industrial control system 22 may receive the raw 
power consumption data from each control system in each 
hierarchical level and calculate the power consumption data 
associated with each hierarchical level. 

0151. After receiving the power consumption data of each 
hierarchical level (or the selected hierarchical levels), at block 
264, the industrial control system 22 may determine whether 
the power load of each hierarchical level is balanced. Deter 
mining that the power load of each hierarchical level is bal 
anced may include determining that the power consumed in 
certain hierarchical levels or areas within one or more hier 
archical levels are below a certain threshold for each hierar 
chical level. That is, the industrial control system 22 may 
determine whether the power load of each respective hierar 
chical level is within Some percentage or range (e.g., 5-10%) 
of a respective power load threshold associated with each 
hierarchical level. 

0152. In one embodiment, the power consumption data 
may include information related to an amount of energy con 
Sumed by one or more components 20 in the component 
level, cell-level, area-level, or factory-level of the hierarchical 
levels. The information related to the amount of energy con 
sumed by the components 20 may include data related to the 
amount of energy consumed when the respective components 
20 are powered off, operating at reduced energy levels (e.g., 
sleep mode), and powered back on again. In addition to the 
power consumption data, the industrial control system 22 
may also receive historical data associated with an expected 
amount of idle time for each respective component 20. Upon 
receiving the power consumption data and the historical idle 
time data, the control system 22 determine an amount of 
energy consumed by the respective components 20 when 
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powering down during the expected idle times, operating in a 
reduced power mode during the expected idle times, and the 
like. 
0153. The power consumption data may also include 
information related to how the change in power modes of 
certain components 20 may affect the power consumption or 
demand in other components 20. As such, the control system 
22 may recognize that changes to the power operations on one 
component 20 may imply that there will be a new demand in 
another component 20. 
0154 Keeping the forgoing in mind, the control system 22 
may also receive an objective for power management that 
may include reducing overall energy/power consumption of a 
particular hierarchical level in the industrial automation sys 
tem 10 or more reducing a cost of energy used to produce 
products. To reduce the cost of energy used to produce prod 
ucts or operate the industrial automation system 10 (or Vari 
ous hierarchical levels in the industrial automation system 
10), the control system 22 may, as described below, analyze 
historical data associated with the power consumed by the 
components 20 that correspond to the data received by the 
control system 22, operating relationships between the 
respective components 20, relationships to functions being 
performed by the industrial automation system 10 and the 
components related to those functions, an energy cost sched 
ule, and the like. Based on the analysis of this data, the control 
system 22 may determine operations and/or adjust operations 
of various components 20 to meet the power management 
object. 
0155 By way of example, the control system 22 may 
received data related to discovered energy relationships 
between components 20, a schedule of energy costs, a for 
ward looking production schedule, and a known relationships 
between components 20 involved in the production schedule. 
The control system 22 may then identify certain times at 
which different operations for different components 20 
should be performed to minimize total energy cost, while also 
meeting the production schedule. That is, the control system 
22 may receive an energy cost schedule that indicates a price 
for energy at various times during the day, week, year, etc. 
The control system 22 may then perform operations for com 
ponents 20 that use significant energy at times when energy 
costs are lower than peak demand times. 
0156 If the power consumption data indicates that the 
power between various parts of one or more hierarchical 
levels is balanced, operating under a respective threshold, or 
is efficiently consuming energy, the industrial control system 
22 may return to block 262. If, however, the power consump 
tion data indicates that the power between various parts of one 
or more hierarchical levels is unbalanced, operating over a 
respective threshold, or is not efficiently consuming energy, 
the industrial control system 22 may proceed to block 266. 
0157 At block 266, the industrial control system 22 may 
send commands to certain components 20 or to control sys 
tems that correspond to the certain components 20 to alter or 
adjust its operations. The adjusted operations may cause the 
components 20 to adjust their operations. Such that the power 
balance between each part of a respective hierarchical level 
may remain balanced or operating under a respective thresh 
old. For example, the industrial control system may deter 
mine that the power drawn from a particular area 16 is above 
a certain threshold. If one particular cell 18 (e.g., cell 1) of an 
area 16 is drawing more power than another cell 18 (e.g., cell 
2) in the same area 16, the industrial control system 22 may 
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adjust the operations of the components 20 in cell 1 to con 
sume less power to reduce the overall power drawn from the 
area 16. In one embodiment, any changes to the operations of 
the components 20 may be made after the industrial control 
system 22 determines whether the changes would enable the 
industrial automation system 10 to continue operating as per 
certain system design parameters, any specified operating 
parameters, or the like. 
0158. As such, the commands sent to the components 20 
may include minimizing an amount of power used over some 
section of equipment within a respective hierarchical level 
(i.e., to stay within some overall threshold). As such, the 
industrial control system 22 may defer or slow down certain 
operations of certain components 20 to keep the respective 
hierarchical level at some threshold associated with the 
respective hierarchical level or to keep the overall industrial 
automation system 10 under some threshold associated with 
the overall industrial automation system 10. 
0159. After sending the commands to the components 20, 
the industrial control system 22 may return to block 262. As 
Such, the industrial control system 22 may continuously 
monitor the powerbalancing properties of the industrial auto 
mation system 10. 

Controlling Operations Based on Multiple DataSources 

0160. As mentioned above, the industrial control system 
22 may use a number of control systems in the industrial 
automation system 10 to perform various data processing 
tasks. Keeping this in mind, with the increased amount of data 
that may be collected from the industrial automation system 
10, the control systems may collectively process the volumi 
nous amount of collected data to identify patterns in the data 
that may indicate certain characteristics or prognostics 
related to the industrial automation system 10. That is, the 
control systems may evaluate the collected data to determine 
different manners in which various components in the indus 
trial automation system 10 may be operated to improve effi 
ciency or effectiveness of the items being produced or manu 
factured via the industrial automation system 10. In certain 
embodiments, the control systems present in the industrial 
control system 22 may not include Sufficient processing 
power and/or storage capabilities to process all of the col 
lected data from the industrial automation system 10, in addi 
tion to analyzing data collected from various other industrial 
automation systems. Moreover, the data collected from the 
industrial automation system 10 may be so large and complex 
that the control systems of the industrial automation system 
10 may not be capable of processing all of the data using their 
collective processors or data processing applications. As 
Such, in one embodiment, the industrial control system 22 
may be part of a data analysis system 270, as illustrated in 
FIG. 18. 
0.161 Referring now to FIG. 18, the data analysis system 
270 may include a local industrial control system 22 (which 
may be associated with a local factory 12), the database 80. 
one or more servers 272, a cloud-computing device 274, and 
the like. In certain embodiments, the servers 272 may include 
a computer or a collection of computers that may perform 
various processing or data analysis operations. 
0162 The cloud computing device 274 may include a 
number of computers that may be connected through a real 
time communication network, such as the Internet, EtherNet/ 
IP, ControlNet, or the like. In one embodiment, large-scale 
analysis operations may be distributed over the computers 
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that make up the cloud-computing device 274. Generally, the 
computers or computing devices provided by the cloud-com 
puting device 274 may be dedicated to performing various 
types of complex and time-consuming analysis that may 
include analyzing a large amount of data. As a result, the 
industrial control system 22 or other controllers that may be 
associated with managing the operations of a respective com 
ponent 20, cell 18, or area 16, may continue its respective 
processing operations without performing additional pro 
cessing or analysis operations that may involve analyzing 
large amounts of data collected from various industrial con 
trol systems. 
0163 The large amount of data collected from various 
control systems associated with various industrial automation 
systems may commonly be referred to as big data. With the 
increased availability of big data due to the communication 
abilities of control systems, the big data may be analyzed or 
used as a reference to identify similar patterns of data between 
two or more industrial automation systems. By identifying 
similar patterns between two or more industrial automation 
systems, the cloud computing device 274, the servers 272, or 
the industrial control system 22 may diagnose certain prob 
lems in a respective industrial automation system, predict 
when problems may arise in the respective automation sys 
tem, determine how operations may be adjusted in the respec 
tive automation system, and the like. 
0164. Keeping the foregoing in mind, the local industrial 
control system 22, the servers 272, and the cloud-computing 
device 274 may communicate with each other as shown in 
FIG. 18. For the purpose of discussion, the following descrip 
tion of the operations and tasks capable of being performed by 
the local industrial control system 22, the servers 272, and the 
cloud-computing device 274 will be discussed as being per 
formed by the cloud-computing device 274. However, it 
should be understood that the local industrial control system 
22 (or a number of industrial control systems) or the servers 
272 may also be used to perform the operations discussed 
below. 

0.165. As mentioned above, the cloud-computing device 
274 may be communicatively coupled to the local industrial 
control system 22 and the database 80 via the industrial auto 
mation network discussed above. In this manner, the local 
industrial control system 22 may send raw data it acquires via 
sensors communicatively coupled to the local industrial con 
trol system 22 to the cloud-computing device 274. In certain 
embodiments, the local industrial control system 22 may 
perform certain analysis on the raw data. In this case, the local 
industrial control system 22 may also send the results of these 
analyses to the cloud-computing device 274. As such, the 
cloud-computing device 274 may receive any type of data that 
may be received by or processed by the local industrial con 
trol system 22. 
0166 The cloud-computing device 274 may also receive 
data from other industrial control systems 22 disposed in the 
local factory 12. Additionally, the cloud-computing device 
274 may receive data from other industrial control systems 22 
that may be disposed in different factories 12. In certain 
embodiments, the different factories 12 may not be related to 
each other. That is, each factory may be owned and operated 
by separate entities and may manufacture or produce similar 
or different products. Moreover, each factory may be part of 
the same or different industries. Nevertheless, the data 
received by the cloud-computing device 274 from each indus 
trial control system 22 in each factory 12 may include data 
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related to similar components 20 or a group of components 20 
(e.g., cell 18 or area 16) operating together in a similar man 
ner. As such, the cloud-computing device 274 may analyze 
the data from each industrial control system 22 and identify 
patterns within the data that may indicate how components 20 
from two or more different factories may be operating under 
similar load or operating conditions. 
0167. In addition to receiving data from various industrial 
control systems 22, the cloud-computing system 274 may 
also receive data related to the operations of various compo 
nents or group of components 20 from the database 80. For 
example, as shown in FIG. 18, the database 80 may include 
data 276 associated with different factories 12. In certain 
embodiments, the data 276 may also include data from other 
industrial control systems 22 in the same local factory 12 as 
the local industrial control system 22. It should be noted that 
the database 80 may also include hierarchy information, 
effectual data information, workflow information, and other 
types of data discussed throughout the present disclosure. 
0.168. The data 276 may also include empirical data pro 
vided by various manufacturers and the like. The empirical 
data may include historical data associated with the opera 
tions of the components 20 by each respective manufacturer 
over time. As such, the database 80 may include data 276 
related to different industries and associated with different 
periods of time (e.g., days, weeks, years). 
0169. Keeping the foregoing in mind, FIG. 19 illustrates a 
method 280 that the cloud-computing device 274 may 
employ for controlling operations of the components 20 of the 
local factory 12 based on big data acquired by the cloud 
computing device 274. As mentioned above, although the 
following description of the method 280 is described as being 
performed by the cloud-computing device 274, it should be 
noted that the server 272, the local industrial control system 
22, or a group of industrial control systems 22 may perform 
the method 280 described below. 
(0170 Referring now to FIG. 19, at block 282, the cloud 
computing device 274 may receive a first set of data associ 
ated with the local components 20 of the local factory 12. The 
first set of data may include raw data and/or processed data 
associated with the local components 20 of the local factory 
12. In one embodiment, the first set of data may be received 
from one or more local industrial control systems 22 that may 
be associated or communicatively coupled to the local com 
ponents 20 of the local factory 12. 
0171 At block 284, the cloud-computing device 274 may 
receive a second set of data associated with other components 
20 of one or more other factories 12. That is, the second set of 
data may include data similar to the local components 20 of 
the local factory 12, even though the other components 20 
may be operating in different factories 12. After receiving the 
second set of data, in one embodiment, the cloud-computing 
device 274 may review configuration data for other compo 
nents 20 to identify components 20 in the second set of data 
that are configured (i.e., arranged) and used similar to the 
local components 20. The cloud-computing device 274 may 
then analyze and/or compare the operational and configura 
tion data between those similar components 20 to determine 
various operational adjustments for the local components 20. 
0172 Keeping this in mind, the components 20 of any 
factory 12 may generally work together to perform various 
operations related to production or processing within the 
factory 12. For example, an electric drive component may be 
used to control a motor component in a number of different 
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factories 12, which may be producing or manufacturing dif 
ferent products. Although each different factory 12 may pro 
duce a different product, some of the components 20 of each 
factory 12 may perform similar functions. 
0173 Referring back to the example presented above, an 
electric drive component in a first factory 12 may control a 
speed of a motor component based on various operational 
parameters related to producing a first type of product in the 
first factory 12. Although a second factory 12 may produce a 
second type of product, the second factory 12 may use a 
similar electric drive component and a similar motor compo 
nent as used in the first factory 12. However, the electric drive 
component and the motor component used in the first factory 
12 may operate differently as compared to the electric drive 
component and the motor component used in the second 
factory 12. For instance, the electric drive component used in 
the first factory 12 may operate the respective motor compo 
nent at a first speed, while the electric drive component 20 of 
the second factory may operate the respective motor compo 
nent at a second speed. Even though the electric drive com 
ponent from each different factory 12 may operate the respec 
tive motor component at different respective speeds, the data 
representative of the operating characteristics of each electric 
drive component and motor component is valuable for deter 
mining how to efficiently operate each respective component, 
diagnosing problems in each respective component, main 
taining each respective component, and the like. 
0.174 Referring back to block 284, in certain embodi 
ments, the cloud-computing device 274 may receive the sec 
ond set of datavia the database 80, the servers 272, or the like. 
As mentioned above, the second set of data may include data 
from different factories 12 as compared to the local factory 12 
that corresponds to the first set of data. The second set of data 
may include information regarding the operating parameters 
of the components 20, the power consumption of the compo 
nents 20, the operating load of the components 20, the main 
tenance history of the components 20, and the like. 
0175 Although it has been noted that the second set of 
data may include data from different factories 12 as compared 
to the local factory 12 that corresponds to the first set of data, 
it should be noted that the second set of data may also include 
data from the same local factory 12 that corresponds to the 
first set of data. That is, the second set of data may include 
empirical or historical data related to the operations of the 
components 20 in the respective factory 12 over Some amount 
of time (e.g., weeks, months, years). 
0176 Keeping the foregoing in mind, at block 286, the 
cloud-computing device 274 may analyze the first set of data 
in view of the information related to other components 20 of 
the second set of data. As such, the cloud-computing device 
274 may compare the first and second sets of data to identify 
patterns of similar data between the two datasets. For 
instance, the similar patterns of data may include similar 
operating parameters of the components 20 from the local 
components 20 as compared to the other components 20, 
similar power consumption characteristics between the local 
components and the other components 20, similar mainte 
nance operations performed on the local components 20 and 
the other components 20, and the like. In one embodiment, 
after receiving data associated with similar components 20 as 
compared to the local components 20 for some amount of 
time (e.g., one month), the cloud-computing device 274 may 
determine various ways in which the production of the local 
factory 12 or the operations of the local components may be 
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optimized based on trends or other analysis determined based 
on the data acquired over time. 
0177. Further, instead of analyzing the first and second 
sets of data, the cloud-computing device 274 may analyze just 
the second set of data. By analyzing just the second set of 
data, the cloud-computing device 274 may still identify pat 
terns in the second set of data. The cloud-computing device 
274 may use the identified patterns in the second set of data to 
predict how the local components 20 may perform when 
operating under similar circumstances as the identified pat 
terns. 

0178. In any case, upon identifying patterns in the first 
and/or second sets of data, at block 288, the cloud-computing 
device 274 may perform various types of analyses on the first 
set of databased on the identified patterns. That is, the cloud 
computing device 274 may analyze the first set of data with 
respect to the identified patterns to determine additional 
details with regard to the operations or efficiency of the com 
ponents 20 of the local factory 12. 
0179. In one example, upon analyzing the first set of data 
with respect to the identified patterns, the cloud-computing 
device 274 may determine certain expected values for various 
operating parameters of certain components 20. For instance, 
after analyzing temperature data for various components 20 
operating under different conditions (e.g., loads, environ 
ments, etc.), the cloud-computing device 274 may determine 
an expected temperature value for the local component 20 
operating under its current condition. Moreover, the cloud 
computing device 274 may determine an expected tempera 
ture value for the local component 20 when the local compo 
nent 20 is operated at different conditions. That is, an operator 
may adjust the operations of the local component 20 and may 
use the expected temperature value at the adjusted operation 
conditions, as determined by the cloud-computing device 
274, to verify that the local component 20 is operating cor 
rectly. As such, by analyzing the similar data patterns associ 
ated with other components 20, the cloud-computing device 
274 may determine effective operating parameters for the 
local components 20 even though the local components 20 
may not have been operated in the same manner in the past. In 
this manner, the additional analysis determined using the big 
data associated with the components 20 may provide better 
insight and understandings as to how to increase the effi 
ciency or the effectiveness of the production of the local 
factory 12. 
0180 Additional examples of the types of analyses that 
may be performed at block 288 are presented in a flow dia 
gram 300 of FIG. 20. Referring briefly to FIG. 20, at block 
302, the cloud-computing device 274 may compare energy 
consumption data (e.g., first set of data) associated with the 
local components 20 monitored or operated by the local 
industrial control system 22 with energy consumption data 
(e.g., second set of data) associated with other components 20 
in different factories 12, as discussed above. The energy con 
Sumption data may include information related to amounts of 
power being consumed by each local component 20 and each 
other component 20 while operating under various load con 
ditions, operating parameters, or the like. 
0181 At block 304, the cloud-computing device 274 may 
compare productivity data between the first set of data and the 
second set of data. The productivity data may include a num 
ber of units produced by the respective factory 12, a speed at 
which certain components 20 may operate, or the like. At 
block 306, the cloud-computing device 274 may compare 
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maintenance data between the first and second sets of data. 
The maintenance data may include a list of various mainte 
nance operations that may have been performed on the 
respective component 20. In one embodiment, the cloud 
computing device 274 may cross reference the identified 
patterns in the first and second sets of data with the mainte 
nance records for each component associated with the iden 
tified pattern. In certain cases. Some patterns of data may 
commonly be associated with a specific maintenance event. 
For instance, if a pattern of increased energy consumption is 
identified in the second set of data and is followed by a 
maintenance event, such as replacing some part within a 
respective component 20, the cloud-computing device 274 
may provide a recommendation to replace the same part of the 
local component 20 when the energy consumption data of the 
local component 20 exhibits a similar energy consumption 
pattern. 
0182. In addition to or in lieu of comparing the first set of 
data and the second set of data, at block 288, the cloud 
computing device 274 may derive or predict the behavior of a 
component 20 that may not be related to the data being ana 
lyzed. For example, the cloud-computing device 274 may 
receive a first set of data related to the temperature of a 
component 20 operating in a particular cell 18. Using the first 
set of data related to temperature, the cloud-computing device 
274 may derive or determine a characteristic of the respective 
component 20 other than temperature. By way of example, 
the cloud-computing device 274 may determine power char 
acteristics of the respective component based on the tempera 
ture data. In another example, the cloud-computing device 
274 may use power data to infer data related to production. As 
Such, the cloud-computing device 274 may use one type of 
data to infer different types of data related to the respective 
component 20, the respective cell 18, the respective area 16, 
the respective factory 12, and the like. 
0183 Alternatively, the cloud-computing device 274 may 
use one type of data to infer different types of data related to 
a different component 20, a different cell 18, a different area 
16, a different factory 14, and the like. For example, the 
cloud-computing device 274 may receive power data related 
to a first component 20. Using the power data for the first 
component 20, the cloud-computing device 274 may derive 
or infer temperature data for a second component 20, which 
may be coupled to or affected by the operations of the first 
component 20. In this manner, the cloud-computing device 
274 may use one type of data associated with one component 
20 to determine another type of data associated with another 
component 20. In one embodiment, the cloud-computing 
device 274 may determine how the two components 20 may 
relate with each other based on the effectual relationship 
between the two components 20, the hierarchical levels in 
which the two components 20 operate, and the like. 
0184 Keeping the foregoing in mind and referring back to 
FIG. 19, at block 290, the cloud-computing device 274 may 
determine operation adjustments for the local components 20 
in the local factory 12 based on the analyses performed at 
block 288. The cloud-computing device 274 may then, at 
block 292, send one or more commands to the local industrial 
control system 22 to adjust the operations of the local com 
ponents 20 communicatively coupled to the local control 
system 22 to operate more efficiently, produce more effec 
tively, conserve energy, or the like. For instance, if the cloud 
computing device 274 identifies a pattern of data in other 
components 20 that was subsequently followed by imple 
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menting an operational change to the other components 20, 
the cloud-computing device 274 may send commands to the 
local industrial control system 22 to make the same opera 
tional changes to the similar local components 20. In this way, 
the cloud-computing device 274 may assume that the opera 
tor of the local industrial control system 22 may wish to make 
the same operational changes as indicated by the pattern of 
data. 

0185. However, it should be noted that in other embodi 
ments, the cloud-computing device 274, at block 292, may 
instead send a recommendation to the local industrial control 
system 22 (e.g., via GUI) indicating Suggested operational 
changes. The recommendation may also include a data report 
that details the identified patterns associated with the other 
components 20 and the Subsequent operational changes 
implemented with the other components 20. Additionally, the 
report may include analysis that may interpret the identified 
patterns as alarm conditions that may be used to determine 
how the corresponding components 20 may be maintained. In 
certain embodiments, the report may also indicate the results 
or effects of making the operational change. For example, the 
operational changes may lead to a decrease in energy con 
Sumption, thereby operating more efficiently with respect to 
the energy available to the components 20. 
0186. In addition to sending the recommendations and/or 
reports to the local industrial control system 22, the cloud 
computing device 274 may also send information related to 
the identified patterns to a remote monitoring service, tech 
nicians associated with the local industrial automation sys 
tem, technical Support staff that may be capable of interpret 
ing the identified patterns, expert troubleshooters, consultants 
associated with the local industrial control system, and the 
like. In this manner, the appropriate personnel may receive 
data related to the operations of the local industrial automa 
tion system immediately. 
0187. In one embodiment, the cloud-computing device 
274 may observe that another industrial control system 22 
may be operating similar components 20 under similar con 
ditions as the local components 20. The other industrial con 
trol system 22 may be located at a different geographical 
location as the local industrial control system 22 but may be 
owned and operated by or associated with the same entity. As 
Such, each of these industrial control systems 22 may be 
producing the same product even though they may be oper 
ating each respective component 20 slightly differently. In 
this case, the cloud-computing device 274 may analyze other 
data associated with the respective components 20 with 
respect to various hierarchical levels of the industrial auto 
mation system 10. The cloud-computing device 274 may then 
determine whether some of the components 20 or some of the 
hierarchical levels of the industrial automation system 10 
may be operating more efficiently. The cloud-computing 
device 274 may then make operational adjustments or recom 
mendations to the local industrial control system 22 based on 
the analysis between two similarly operating factories. 
0188 In addition to analyzing data related to similar com 
ponents 20 owned and operated by or associated with the 
same entity, the data 276 may include data associated with 
Sub-industrial automation systems located within the local 
factory 12, within the same enterprise of the user, within the 
same industry of the user, in any other industry, and the like. 
Here, the cloud-computing device 274 may send recommen 
dations to the local industrial control system 22 based on a 
portion of the data 276 that includes information related to 
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components 20 being operated using similar operating 
parameters as the local components 20. 
0189 In another embodiment, the cloud-computing 
device 274 may analyze the first and second sets of data to 
perform various types of prognostic analysis that may indi 
cate whether certain maintenance procedures or quality 
checks should be performed on a local component 20 based 
on the operational history and the maintenance history of the 
local industrial control system 22. That is, the information 
collected via the second set of data may include information 
indicating the history of maintenances performed on various 
components 20 in the other factories 12. In this manner, the 
cloud-computing device 274 may analyze whether the local 
components 20 were operated under similar circumstances as 
compared to other components 20 and determine when a local 
component 20 disposed in the local factory 12 may be ser 
Viced or replaced based on the history of usage and mainte 
nance of a similar component used in other factories 12. 
0190. In yet another embodiment, at block 292, the cloud 
computing device 274 may send commands to the local 
industrial control system 22 to take actions to prevent various 
sections or the local components 20 of the local factory 12 
from going offline. That is, the cloud-computing device 274 
may analyze the first and/or second sets of data and determine 
whether the local industrial automation system 10 or the local 
factory 12 may beat risk of stopping production due to certain 
problems or potential problems in a particular section or 
component(s) 20 of the local factory 12. For example, if the 
cloud-computing device 274 determines that a particular sec 
tion of the local factory 12 or one of the local components 20 
may experience a fault or failure based on the similar patterns 
of data identified from other components 20, the cloud-com 
puting device 274 may send commands to the local industrial 
control system 22 to alter the operations of the certain section 
or components 20 of the local factory 12 that may feed the 
problematic section to decrease the load on the problematic 
section and help prevent the fault or failure from occurring. 
0191 The cloud-computing device 274 may also analyze 
the first and second sets of data with respect to various hier 
archical levels of the industrial automation system 10, as 
discussed above with respect to FIGS. 9-13. As such, the 
cloud-computing device 274 may alter the operations of local 
components 20 in a particular scope, section, or hierarchical 
level of the industrial automation system 10 based on the first 
and second sets of data collected regarding various hierarchi 
cal levels of the local industrial automation system and vari 
ous hierarchical levels of other industrial automation sys 
tems. For example, the control system may receive data 
regarding the power equipment in the local factory 12 as well 
as data regarding the power equipment in other factories 12. 
Here, the cloud-computing device 274 may make decisions 
affecting the power equipment in the local factory 12 based on 
the data regarding the power equipment in the other factories 
12. 

0.192 In certain embodiments, the cloud-computing 
device 274 may evaluate the first and second sets of data 
regarding the power equipment with respect to various hier 
archical levels in each respective industrial automation sys 
tem 10. AS Such, the cloud-computing device 274 may make 
decisions affecting various hierarchical levels of the local 
factory 12 based on the data regarding the power equipment 
operating in other factories 12 with respect to the operations 
of the power equipment in various hierarchical levels of the 
factory 12. In the same manner, the cloud-computing device 
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274 may also evaluate the collected data with respect to a 
lower hierarchical level, such that the operations of the com 
ponents in the lower hierarchical level may be adjusted 
according to various data analysis results regarding the power 
equipment data. As such, the cloud-computing device 274 
may make various types of decisions that affect various hier 
archical levels of the local industrial automation system 10. 
0193 When performing the various types of analyses at 
block 288, the cloud-computing device 274 may determine 
which hierarchical level of the industrial automation system 
10 to analyze the received data based on various network 
factors. For instance, the availability of data pertaining to 
more aspects of the industrial automation system may also be 
used as a factor for determining the appropriate hierarchical 
level to analyze the first and second sets of data. For instance, 
if network latency, capacity, and utilization capabilities asso 
ciated with the cloud-computing device 274 and the collected 
data are low, the cloud-computing device 274 may analyze 
the first and second sets of data with respect to higher and 
lower hierarchical levels of the industrial automation system 
10. However, if, for example, the latency increases or 
becomes high, the cloud-computing device 274 may refrain 
from analyzing the available data associated with higher hier 
archical levels since the processing time to analyze such data 
may not be effective to make real or near real-time operational 
adjustments. As such, the cloud-computing device 274 may 
analyze the first and second sets of data with respect to lower 
hierarchical levels and thus use data acquired from the com 
ponents 20 or cells 18 when making its determinations. 

Broadcasting Data and Data Tags 
0194 As industrial control system 22, the servers 272, or 
the cloud-computing device 274 acquires data from various 
parts of the industrial automation system 10, it is increasingly 
apparent that the industrial control system 22, the servers 272, 
or the cloud-computing device 274 may have access to a 
Voluminous amount of data without an efficient manner in 
which to organize or sort through the data. That is, since each 
industrial automation component 20 may provide data with 
respect to the cell 18, the area 16, the factory 12, and the like, 
the control system 22 or any other data processing component 
(e.g., servers 272, cloud-computing device 274) may have 
difficulties sorting through all of the available data for analy 
sis, monitoring, and the like. As such, given the sheer Volume 
of data that may be collected from the awareness-enabled 
industrial automation control system 10, it may be beneficial 
to incorporate a protocol or classification system that may 
assist the control system 22 to identify and/or classify the data 
that it may have acquired more effectively. After the control 
system 22 classifies or categorizes the acquired data, it may be 
beneficial for the control system 22 or any other data process 
ing component to broadcast the data along with the respective 
categorization to a data feed, in which other industrial auto 
mation components 20 may be able to track and review. 
0.195 Keeping the foregoing in mind, FIG. 21 illustrates a 
flow chart of a method 310 for broadcasting data and data tags 
in the industrial automation system 10. As mentioned above, 
each industrial control component 22 may receive data from 
various sources within the industrial automation system 10. 
In addition to data from different sources, the received data 
may be contextualized with respect to the various hierarchical 
levels discussed above (e.g., component-level, cell-level. 
area-level, factory-level, etc.). In this manner, the data 
acquired by the control component 22 may be characterized 
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in a number of different ways. For instance, the data may be 
characterized according to the type (e.g., energy, communi 
cations, connectivity, processing power, etc.) of data it may 
be, the device (e.g., industrial automation component 20) that 
may have sent the data, the hierarchical level that corresponds 
to the data, and the like. Keeping this in mind, the method 310 
provides a manner in which the data received by a respective 
control component 22 may broadcast messages or notifica 
tions in a message feed or data feed channel. Such that other 
control components 22 may observe or become aware of the 
data received by the respective control component 22. 
(0196. Referring now to FIG. 21, the description of the 
method 310 presented below will be discussed as being per 
formed by the control component 22. However, it should be 
noted that the method and techniques presented herein may 
be performed by any data processing component, such as the 
servers 272 and the cloud-computing device 274. 
0.197 By way of example, at block 312, the control com 
ponent 22 may receive data from one or more industrial 
automation components 20. As discussed above, the data may 
be associated with a particular component 20, a group of 
components 20, a hierarchical level, or the like. In one 
embodiment, the associations related to the data may be 
stored within the metadata of the respective data. That is, the 
metadata may include information that indicates how the 
various relationships or associations may pertain to the 
respective data. 
0198 Keeping this in mind, at block 314, the control com 
ponent 22 may determine whether the data is associated with 
an existing data tag or data categorization. The data tag may 
define an association or a data category that may correspond 
to the respective data. In certain embodiments, the data tags 
may be pre-defined by users of the industrial automation 
components 20, defined by an application programmer (e.g. 
application programmer-defined tags) of an industrial control 
system 22, automatically generated by the control system 
(e.g., system-defined tags), and the like. That is, in some 
instances, a user may specify that aparticular type of data may 
be categorized with a particular data tag. The data tag speci 
fication may be stored in the metadata of the respective data, 
and thus may be part of the respective data as the respective 
data is transmitted and stored. In some embodiments, the 
metadata of the respective data may track the industrial auto 
mation components 20 that the respective data may have been 
stored. That is, the metadata may store a history of the com 
ponents 20 in which it may have been previous stored on or 
transferred to. 

0199. In one embodiment, the control system may add a 
tag or information to metadata of the collected data that may 
be used to assist the control system in categorizing the col 
lected data into one or more searchable categories. The cat 
egorization of the collected data may enable the control sys 
tem to identify additional data that may be relevant to a certain 
set of data being analyzed by the control system. 
0200. If the data is associated with or has an existing data 
tag stored in its respective metadata, the control component 
22 may proceed to block 320 and broadcast or display the data 
along with the data tag in a data feed channel. The data feed 
channel may be implemented using an application program 
ming interface (API) such as the Representational State 
Transfer (REST) architecture, which is a collection of net 
work design principles that define resources and ways to 
address and access data. As such, the data feed channel may 

22 
Nov. 5, 2015 

interface with and may be accessed by various web syndica 
tion formats like Really Simple Syndication (RSS) and Atom 
Syndication Format (Atom). 
0201 The data feed channel may include a family of stan 
dard web (e.g., Internet-based) feed formats that may publish 
information that may be updated multiple times. As such, the 
data feed channel may be a Rich Site Summary (RSS) docu 
ment (e.g., feed, web feed, or channel) that may be depicted 
ona display of the control component 22 or may be accessible 
by other components 20 or other control systems 22. The RSS 
document may include information related to the data and the 
data tag mentioned above including full or Summarized text, 
publishing date, publisher's component identification num 
ber, and the like. In certain embodiments, the RSS document 
may include a standard Extensible Markup Language (XML) 
file format that ensures compatibility with many different 
machines/programs. As such, by using the RSS document, the 
control system 22 may syndicate data automatically, Such that 
other components 20 or control systems 22 may be automati 
cally updated of a status pertaining to the respective compo 
nent 20 or respective control system 22 publishing the respec 
tive data. 

0202 Keeping the foregoing in mind, in one embodiment, 
the data feed channel may be associated with certain levels 
within the hierarchical levels of the industrial automation 
system 10. For example, the data feed channel may be asso 
ciated with a particular component 20, cell 18, area 16, fac 
tory 14, or the like of the hierarchical levels of the industrial 
automation system 10. In this case, the data, data tags, and 
other information may be published in a respective data feed 
channel that corresponds with the data, data tags, or other 
information. In certain embodiments, different control sys 
tems 22, components 20, or users may then Subscribe or 
request access to a respective data feed channel and may thus 
be aware of all of the data, data tags, etc. that may be related 
to the respective hierarchical level of the industrial automa 
tion system 10. Although the data feed channel has been 
described with respect to a particular component 20, cell 18, 
area 16, factory 14, or the like of the hierarchical levels of the 
industrial automation system 10, it should be noted that the 
data feed channel may correspond to a particular industry. As 
Such, all of the data, data tags, etc. associated with the par 
ticular industry may be published on one data feed channel 
associated with the particular industry. Moreover, various 
control systems 22 may subscribe to one or more data feed 
channels associated with one or more respective component 
20, cell 18, area 16, factory 14, industry, or the like. In one 
embodiment, when the data feed channel is associated with a 
particular component 20, cell 18, area 16, factory 14, or 
industry, the data feed channel may be managed and/or oper 
ated by the cloud-computing device 274. As such, the cloud 
computing device 274 may perform the method 310 
described above. However, it should be noted that the tech 
niques described herein may be performed by a control sys 
tem 22, the servers 272, or the like. 
0203 FIG.22 illustrates an example block diagram 330 of 
a data feed channel 332 that may be output using the method 
310 described above. As shown in FIG. 22, the data feed 
channel 322 may publish data received by a control system 22 
that may receive data associated with the buffering conveyor 
section 62 and the Sterilization station 64 of the packaging 
factory 50 in FIG. 4. The data feed channel 332 may publish 
messages or entries that may describe the data being pub 
lished. For example, entry 334 may publish that the buffering 
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conveyor section 62 consumed 500 watts of energy per hour, 
which may be the data received by the respective control 
system 22. The data tags associated with the consumed 
energy may include the type of data being published (e.g., 
energy) and the hierarchal level that corresponds to the data 
(e.g., cell 4). In certain embodiments, the data tag may be 
distinguished from the data using a symbol. Such as 'if' and 
the like. 

0204. In addition to the data and the data tag, the entries 
334,336 may include a date and/or time at which the data was 
published, identification information related to the control 
system 22 or component 20 that published the data, a hierar 
chical-level associated with the publisher, a physical location 
of the publisher, and the like. In certain embodiments, the 
entries 334,336 may be presented such that the most recently 
published data may be atop of the data feed channel. How 
ever, the entries 334,336 may also be presented such that the 
most recently published data may be on the bottom of the data 
feed channel depending on the preference of the subscriber, 
the respective control system 22, the user of the respective 
control system 22, or the like. Further, a subscriber of the data 
feed channel 332 may scroll or search through all of the 
entries of the data feed channel 332 to locate older entries. 

0205 Referring now back to block 314, if the data 
received by the control system 22 is not associated with a data 
tag, the control system 22 may proceed to block316. At block 
316, the control system 22 may send a request to another 
control system 22, the servers 272, the cloud-computing 
device 274, or the like to identify a data tag that may be 
associated with the received data. In certain embodiments, the 
other device may query a database or its local data and iden 
tify data that may be similar to the data received by the 
respective control system 22 at block 312. Upon locating the 
similar data, the other device may determine whether the 
similar data includes a data tag within its metadata that may 
define the type of data. If the other device determines a data 
tag that may be associated with the data received at block 312, 
the other device may send the determined data tag to the 
respective control system 22. As such, at block 318, if the 
control system 22 receives the data tag for the respective data, 
the control system 22 may proceed to block 320 and broadcast 
or publish the data along with the corresponding data tag. If 
however, at block 318, the control system 22 does not receive 
the data tag, the control system 22 may return to block 312 
and continue receiving data from various industrial automa 
tion components 20. 
0206. In certain embodiments, the control system 22 may 
publish the data using a normalized unit that may have been 
specified by a user of the control system 22, an application 
programmer of the control system 22, or the like. When 
various control systems 22 receive data from other data feed 
channels, the respective control system 22 may convert the 
data to a unit as specified by the respective user, programmer, 
or the like. 

0207. In addition to or in lieu of sending the request for a 
data tag to other devices, in one embodiment, the control 
system 22 may review various data feed channels that the 
respective control system 22 may subscribe to and identify a 
data tag that may be associated with the data received at block 
312. That is, the respective control system 22 may search the 
data feeds that may be available to the respective control 
system 22 and identify published data that may be similar to 
the data received at block 312. Upon locating these entries in 
the data feed channel, the respective control system 22 may 
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identify the data tags used to characterize the published data. 
The respective control system 22 may then use the identified 
data tags to broadcast the received data at block 320. 
0208 FIG. 23 illustrates a flow chart of a method 340 for 
enabling a remote control system 22 to Subscribe to a data 
feed channel of a particular control system 22. As shown in 
FIG. 23, at block 342, the particular control system 22 may 
receive a request to Subscribe to a data feed channel associ 
ated with the particular control system 22 from a remote or 
other control system 22 in the industrial automation system 
10. 
0209. At block 344, the particular control system 22 may 
verify whether the requesting control system 22 is authorized 
to access the respective data feed channel. That is, the par 
ticular control system 22 may include a list of components 20 
or other control systems 22 that may be authorized to have 
access to the respective data feed channel. In this case, if the 
requesting control system 22 is not listed as an authorized 
entity, the particular control system 22 may deny the request 
to allow the other control system 22 to subscribe to the respec 
tive data feed channel. 
0210. At block 346, the particular control system 22 may 
provide the requesting control system 22 access to the respec 
tive data feed channel. As such, the remote control system 22 
may monitor the data and data tags published by the particular 
control system 22. In certain embodiments, instead of a data 
feed channel, the particular control system 22 may send elec 
tronic mail messages, text messages (e.g., Short Message 
Service (SMS)), or other electronic forms of communication 
(e.g., updating an RSS document) to the remote control sys 
tem 22 to inform the remote control system 22 of the data and 
data tags received by the particular control system 22. 
0211. In certain embodiments, each control system 22 
may operate a respective data feed channel. In this case, when 
a respective control system 22 provides a requesting control 
system 22 access to the respective data feed channel, the 
respective control system that may publish the information of 
the respective data feed channel in the data feed channel of the 
requesting control system 22. In this manner, the requesting 
control system 22 may monitor the data feed channels of a 
number of control systems 22 that provided the requesting 
control system 22 access to their respective data feed chan 
nels. As a result, the requesting control system 22 may moni 
tor or be aware of the data associated with a number of other 
control systems 22. 
0212. By publishing data and data tags received by the 
particular control system 22 and by providing other control 
systems with access to the data feed channel of the particular 
control system 22, the particular control system 22 may 
enable itself and other control systems 22 to sort through data 
more efficiently. For example, any control system 22 having 
access to the data feed channel may sort through the published 
data using a method shown in FIG. 24. 
0213 FIG. 24 illustrates a flow chart of a method 350 for 
organizing data published in a data feed channel. The method 
350 may be performed by any control system 22 that may 
have access to the data feed channel. At block 352, the control 
system 22 may receive a request to display all similarly 
tagged data published in a particular data feed channel. That 
is, the control system 22 may have access to a number of 
different data feed channels that may be associated with a 
number of different control systems 22. As such, the request 
ing control system 22 may specify a particular data feed 
channel in which the data is being organized. In certain 
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embodiments, the requesting control system 22 may specify a 
number of different data feed channels to identify data having 
similar data tags. 
0214. At block 354, the control system 22 may search each 
specified data feed channel for data tags and generate a list of 
entries published by the respective data feed channel having 
the same data tag. In one embodiment, the data tag may be 
denoted by a special character or symbol, thereby enabling 
the control system 22 to locate the data tags more efficiently. 
0215. Upon identifying the data having the similar data 

tags, the control system 22 may display the identified data at 
block 356. In one embodiment, the identified data may be 
displayed in groups according to the respective data tag. It 
should be noted that the respective data feed channel being 
queried may not change its presentation at this time. Instead, 
a new data feed channel or visualization having the identified 
data may be presented. As such, each respective data feed 
channel being queried may continue to broadcast or publish 
data in real time. 
0216 Keeping the foregoing in mind, the control system 
22, the servers 272, the cloud-computing devices 274, or the 
like may use the data and data tags published in the data 
channel feeds to control the operations of the industrial auto 
mation system 10. In certain embodiments, the control sys 
tem 22, the servers 272, the cloud-computing devices 274, or 
the like identify patterns in the published data as per the 
method 280 described above in FIG. 19. 
0217. In the same manner, FIG. 25 illustrates a flow chart 
of a method 350 for analyzing data that may be broadcast or 
published in the data feed channel. In certain embodiments, 
the method 360 may occur after the method 350 has been 
performed. Keeping this in mind and referring to FIG. 25, at 
block 362, the control system 22 may receive data identified 
in one or more data feed channels having similar data tags. 
0218. At block 364, the control system 22 may analyze the 
data received at block 352. In certain embodiments, the data 
may be analyzed using various techniques described herein. 
For example, the received data may be analyzed to identify 
patterns, which may then be used to predict the behavior of 
the components 20, the cells 18, the areas 16, the factories 14, 
and the like associated with the received data. In one embodi 
ment, the data may be analyzed or compared to a threshold. In 
certain embodiments, the data analyzed at block 364 may 
include data from various different data channels. That is, the 
data may include data from all of the control systems 22 that 
the respective control system 22 may be subscribed to. 
0219. Additionally, the control system 22 may analyze the 
data by cross-referencing entries of the respective data feed 
channel (or along with other data feed channels) with histori 
cal data associated with a number of other industrial automa 
tion components. The control system 22 may also determine 
whether various relationships exist between the entries. 
Using these types of analyses, the control system 22 may 
predict or determine an expected behavior of various compo 
nents in the respective industrial automation system 10. 
0220. At block 366, the control system 22 may send a 
recommendation to one of the control systems 22 in the 
industrial automation system 10 based on the analysis. That 
is, the control system 22 may send a recommendation to alter 
the operations of an industrial automation component 20 that 
corresponds to the respective control system 22 based on the 
predicted behavior, the threshold, and the like. 
0221) While only certain features of the invention have 
been illustrated and described herein, many modifications 
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and changes will occur to those skilled in the art. It is, there 
fore, to be understood that the appended claims are intended 
to coverall Such modifications and changes as fall within the 
true spirit of the invention. 

1. An industrial automation component, configured to: 
receive a first set of data associated with the industrial 

automation component, wherein the industrial automa 
tion component is associated with a first industrial auto 
mation system; 

receive a second set of data associated with one or more 
other industrial automation components, wherein the 
one or more other industrial automation components are 
associated with one or more other industrial automation 
systems; 

identify one or more similar patterns in the first set of data 
and the second set of data; and 

adjust a first set of operations of the industrial automation 
component based on the similar patterns. 

2. The industrial automation component of claim 1, 
wherein the second set of data is stored on a database com 
municatively coupled to the industrial automation compo 
nent. 

3. The industrial automation component of claim 1, 
wherein the second set of data comprises historical data asso 
ciated with the first industrial automation system. 

4. The industrial automation component of claim 1, 
wherein the one or more other industrial automation systems 
produce one or more similar products as compared to the first 
industrial automation system. 

5. The industrial automation component of claim 1, 
wherein the one or more other industrial automation systems 
produce one or more different products as compared to the 
first industrial automation system. 

6. The industrial automation component of claim 1, 
wherein the similar patterns are identified with respect to one 
or more hierarchical levels in the first industrial automation 
system and each of the other industrial automation systems. 

7. The industrial automation component of claim 1, 
wherein the first and second sets of data comprise operational 
data are associated with the industrial automation component 
and the one or more other industrial automation components, 
respectively. 

8. The industrial automation component of claim 1, 
wherein the first and second sets of data comprise energy 
consumption data, productivity data, maintenance data, 
operational data, or any combination thereof. 

9. The industrial automation component of claim 8, con 
figured to determine the first set of operations based on the 
similar patterns identified in the energy consumption data, the 
productivity data, the operational data, the maintenance data, 
or any combination thereof. 

10. The industrial automation component of claim 1, con 
figured to: 

determine one or more expected values for a subset of the 
first set of databased on one or more patterns of data in 
the second set of data; and 

adjust the first set of operations when the subset of the first 
set of data is not substantially similar to the expected 
values. 

11. The industrial automation component of claim 1, con 
figured to: 

determine one or more expected values for a subset of the 
first set of databased on one or more patterns of data in 
the second set of data; and 
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send one or more recommendations to a graphical user 
interface (GUI) of the industrial automation component 
when the subset of the first set of data is not substantially 
similar to the expected values. 

12. The industrial automation component of claim 11, 
wherein the recommendations are associated with one or 
more maintenance operations that correspond to the indus 
trial automation component, a second set of operations that 
correspond to the industrial automation component, or any 
combination thereof. 

13. The industrial automation component of claim 1, 
wherein the one or more other industrial automation systems 
are part of a different industry as compared to the first indus 
trial automation system. 

14. A cloud-computing device, configured to: 
receive a first set of data associated with one or more 

remote industrial automation components, wherein the 
one or more remote industrial automation components 
are associated with one or more remote industrial auto 
mation systems; 

receive a second set of data associated with a local indus 
trial automation component, wherein the local industrial 
automation component is associated with a local indus 
trial automation system; 

identify one or more patterns in the first set of data and the 
second set of data; 

monitor the second set of data for the one or more patterns; 
and 

send one or more recommendations to the local industrial 
automation component to adjust one or more operations 
when the second set of data comprises the one or more 
patterns. 

15. The cloud-computing device of claim 14, configured 
tO: 

cross reference operation data associated with the one or 
more remote industrial automation components with the 
one or more patterns in the first set of data, wherein the 
operation data comprises operational parameters that 
corresponds to the one or more remote industrial auto 
mation components; and 

send the recommendations to the local industrial automa 
tion component to adjust the operations based on the 
operation data. 

16. The cloud-computing device of claim 14, configured 
tO: 

cross reference maintenance data associated with the one 
or more remote industrial automation components with 
the one or more patterns in the first set of data, wherein 
the maintenance data comprises one or more mainte 
nance events that corresponds to the one or more remote 
industrial automation components; and 

send one or more notifications to a graphical user interface 
(GUI) of the local industrial automation component, 
wherein the notifications comprise one or more recom 
mended maintenance operations based on the mainte 
nance data. 

17. The cloud-computing device of claim 14, configured to 
receive the first set of data from a database, the one or more 
industrial automation components, one or more servers, or 
any combination thereof. 

18. A non-transitory computer-readable medium compris 
ing computer-executable instructions configured to: 
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receive a first set of data associated with a local industrial 
automation component, wherein the local industrial 
automation component is associated with a local indus 
trial automation system; 

receive a second set of data associated with one or more 
other industrial automation components, wherein the 
one or more other industrial automation components are 
associated with one or more other industrial automation 
systems; 

identify one or more similar patterns in the first set of data 
and the second set of data; and 

adjust one or more operations of the local industrial auto 
mation component based on the similar patterns. 

19. The non-transitory computer-readable medium of 
claim 18, wherein the one or more operations are adjusted to 
avoid a fault when the similar patterns are associated with a 
fault event. 

20. The non-transitory computer-readable medium of 
claim 18, further comprising computer-executable instruc 
tions configured to: 

receive a third set of data comprising historical data asso 
ciated with the local industrial automation component; 

identify one or more patterns in the third set of data; and 
adjust the operations of the local industrial automation 

component based on the patterns. 
21. The non-transitory computer-readable medium of 

claim 20, further comprising computer-executable instruc 
tions configured to: 

determine one or more expected values for the first set of 
databased on the patterns of data in the third set of data; 
and 

send one or more maintenance recommendations to a 
graphical user interface (GUI) of the local industrial 
automation component when the first set of data is not 
Substantially similar to the expected values. 

22. The non-transitory computer-readable medium of 
claim 18, wherein the first and second sets of data comprise 
energy consumption data, efficiency data, maintenance data, 
or any combination thereof. 

23. An industrial automation component, configured to: 
receive a first set of data associated with the industrial 

automation component, wherein the industrial automa 
tion component is associated with an industrial automa 
tion system; 

derive a second set of data associated with one or more 
other industrial automation components based on the 
first set of data and one or more relationships between 
the industrial automation component and the one or 
more other industrial automation components; and 

send one or more recommendations regarding one or more 
operations of the one or more other industrial automa 
tion components to the one or more other industrial 
automation components based on the second set of data. 

24. The industrial automation component of claim 23, con 
figured to derive a third set of data associated with the indus 
trial automation component based on the first set of data and 
one or more relationships between the first set of data and the 
third set of data. 

25. The industrial automation component of claim 23, 
wherein the relationships comprise an association of a first 
hierarchical level associated with the industrial automation 
component and one or more other hierarchical levels associ 
ated with the one or more other industrial automation com 
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ponents, wherein the first hierarchical level and the one or 
more hierarchical levels are part of the industrial automation 
component. 


