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(57) ABSTRACT

A distributed storage system node (125, 130, 135) is dis-
closed. The distributed storage system node (125, 130, 135)
may include at least one storage device (140, 145, 150, 155,
160, 165, 225, 230), which may act as the primary replica
(2315) for data subject to an Input/Output (I/O) request
(905). A cost analyzer (2310) may calculate a local estimated
time required (3305) to complete the /O request (905) at the
primary replica, and a remote estimated time required (3710)
to complete the /O request (905) at a secondary replica
(2320, 2325) of the data. An I/O redirector (215) may direct
the I/O request (905) to either the primary replica (2315) or
the secondary replica (2320, 2325) based on the local
estimated time required (3305) and the one remote estimated
time required (3710).
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10 REDIRECTION METHODS WITH COST
ESTIMATION

RELATED APPLICATION DATA

[0001] This application claims the benefit of U.S. Provi-
sional Patent Application Ser. No. 62/394,724, filed Sep. 14,
2016, which is incorporated by reference herein for all
purposes.

[0002] This application is a continuation-in-part of U.S.
patent application Ser. No. 15/046,435, filed Feb. 17, 2016,
now pending, which claims the benefit of U.S. Provisional
Patent Application Ser. No. 62/250,421, filed Nov. 3, 2015,
both of which are hereby incorporated by reference for all
purposes.

FIELD

[0003] The inventive concepts relate generally to storage,
and more particularly to improving Input/Output (I/O) per-
formance where a primary storage device may be delayed.

BACKGROUND

[0004] Distributed storage systems such as Ceph, use data
replication and/or erasure coding to ensure data availability
across drive and storage node failures. Such distributed
storage systems may use Solid State Drives (SSDs). SSDs
have advantages over more traditional hard disk drives in
that data access is faster and not dependent on where data
might reside on the drive.

[0005] SSDs read and write data in units of a page. That
is, to read any data, a whole page is accessed; to write any
data, an entire page is written to an available page on the
SSD. But when data is written, it is written to a free page:
existing data is not overwritten. Thus, as data is modified on
the SSD, the existing page is marked as invalid and a new
page is written to the SSD. Thus, pages in SSDs have one of
three states: free (available for use), valid (storing data), and
invalid (no longer storing valid data).

[0006] Over time, invalid pages accumulate on the SSD
and need to have their states changed to free. But SSDs erase
data in units of blocks (which include some number of
pages) or superblocks (which include some number of
blocks). If the SSD were to wait until all the pages in the
erase block or superblock were invalid before attempting to
erase a block or superblock, the SSD would likely fill up and
reach a state wherein no blocks were free and none could be
freed. Thus, recovering invalid pages may involve moving
valid pages from one block to another, so that an entire block
(or superblock) may be erased.

[0007] Erasing blocks or superblocks is time-consuming,
relative to the time required to perform reads or writes.
Further, part or all of the SSD may be unavailable when a
block or superblock is being erased. Thus, it may be impor-
tant to manage when SSDs perform garbage collection. If all
SSDs in a distributed storage system were to perform
garbage collection at the same time, for example, no data
requests could be serviced, rendering the distributed storage
system no better (albeit temporarily) than a system with data
stored locally and undergoing garbage collection.

[0008] A need remains for a way to minimize the impact
of garbage collection operations on a distributed storage
system.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 shows a distributed storage system, accord-
ing to an embodiment of the inventive concept.

[0010] FIG. 2 shows details of the storage node of FIG. 1.
[0011] FIG. 3 shows further details of the storage node of
FIG. 1.

[0012] FIG. 4 shows phases that a Solid State Drive (SSD)

may be in during use of the distributed storage system of
FIG. 1.

[0013] FIG. 5 shows the device garbage collection moni-
tor of FIG. 2 receiving free erase block counts from the
SSDs of FIGS. 1-2.

[0014] FIG. 6 shows the device garbage collection moni-
tor of FIG. 2 selecting an SSD for garbage collection based
on the free erase block counts of FIG. 5 from the SSDs of
FIGS. 1-2.

[0015] FIG. 7 shows the device garbage collection moni-
tor of FIG. 2 estimating the time required to perform garbage
collection on the SSD selected in FIG. 6.

[0016] FIG. 8 shows the garbage collection coordinator of
FIG. 2 interacting with a monitor of FIG. 1 to schedule and
perform garbage collection on the SSD selected in FIG. 6.
[0017] FIGS. 9A-9B show the Input/Output (I/O) redirec-
tor of FIG. 2 processing read requests for the SSD selected
in FIG. 6, according to embodiments of the inventive
concept.

[0018] FIG. 10 shows the 1/O redirector of FIG. 2 storing
write requests in a logging device for the SSD selected in
FIG. 6.

[0019] FIG. 11 shows the 1/O resynchronizer of FIG. 2
processing write requests stored in the logging device of
FIG. 10.

[0020] FIG. 12 shows the I/O resynchronizer of FIG. 2
replicating data to the SSD selected in FIG. 6, according to
embodiments of the inventive concept.

[0021] FIG. 13 shows details of the monitor of FIG. 1.
[0022] FIG. 14 shows an example of the map of data in
FIG. 13, stored in the monitor of FIG. 1.

[0023] FIGS. 15A-15B show a flowchart of a procedure
used by the storage node of FIG. 1 to perform garbage
collection on an SSD of FIGS. 1-2, according to an embodi-
ment of the inventive concept.

[0024] FIGS. 16A-16B show a flowchart of a procedure
used by the device garbage collection monitor of FIG. 2 to
select an SSD for garbage collection, according to an
embodiment of the inventive concept.

[0025] FIG. 17 shows a flowchart of a procedure for the
garbage collection coordinator of FIG. 2 to schedule garbage
collection for the SSD selected in FIG. 6.

[0026] FIG. 18 shows a flowchart of a procedure for the
1/O redirector of FIG. 2 to redirect read requests, according
to an embodiment of the inventive concept.

[0027] FIG. 19 shows a flowchart of a procedure for the
/O resynchronizer of FIG. 2 to process logged write
requests, according to an embodiment of the inventive
concept.

[0028] FIGS. 20 and 21 show flowcharts of procedures for
the monitor of FIG. 1 to handle when the SSD selected in
FIG. 6 is performing garbage collection, according to
embodiments of the inventive concept.

[0029] FIGS. 22A-22B show a flowchart of a procedure
for the monitor of FIG. 1 to determine the start time and
duration of garbage collection for the SSD selected in FIG.
6, according to an embodiment of the inventive concept.
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[0030] FIG. 23 shows a client sending an I/O request to the
storage node of FIG. 1, which may then redirect the 1/O
request another node containing a replica of the requested
data, according to an embodiment of the inventive concept.

[0031] FIG. 24 shows details of the cost analyzer of FIG.
23.

[0032] FIG. 25 shows details of the I/O redirector of FIG.
23.

[0033] FIG. 26 shows details of the local time estimator of
FIG. 24.

[0034] FIG. 27 shows details of the remote time estimator
of FIG. 24.

[0035] FIGS. 28 and 29 show the local garbage collection

time calculator and the local predicted garbage collection
time calculator, both of FIG. 26, calculating the local gar-
bage collection time and the local predicted garbage collec-
tion time.

[0036] FIG. 30 shows the queue processing time calcula-
tor of FIG. 26 calculating the queue processing time.
[0037] FIG. 31 shows details of the database of FIG. 24.
[0038] FIG. 32 shows details of the local predictive ana-
lyzer of FIG. 24.

[0039] FIG. 33 shows details of the local estimated time
required calculator of FIG. 26.

[0040] FIG. 34 shows details of the communication time
calculator of FIG. 27.

[0041] FIG. 35 shows details of the remote processor time
calculator of FIG. 27.

[0042] FIG. 36 shows details of the remote predictive
analyzer of FIG. 24.

[0043] FIG. 37 shows details of the remote estimated time
required calculator of FIG. 27.

[0044] FIG. 38 shows details of the I/O redirector of FIG.
25.
[0045] FIGS. 39A-39B show a flowchart of a procedure

for the cost analyzer and 1/O redirector, both of FIG. 23, to
determine where to send an 1/O request, according to an
embodiment of the inventive concept.

[0046] FIG. 40 shows a flowchart of a procedure for the
local estimated time required calculator of FIG. 26 to
calculate the local estimated time required, according to an
embodiment of the inventive concept.

[0047] FIGS. 41A-41B show a flowchart of a procedure
for the local garbage collection time calculator and the local
predicted garbage time calculator, both of FIG. 26, and the
remote garbage collection time calculator of FIG. 27 to
calculate the garbage collection time, according to an
embodiment of the inventive concept.

[0048] FIG. 42 shows a flowchart of a procedure for the
queue processing time calculator of FIG. 26 to calculate the
queue processing time, according to an embodiment of the
inventive concept.

[0049] FIG. 43 shows a flowchart of a procedure for
predicting the time required to process an 1/O request,
according to an embodiment of the inventive concept.
[0050] FIG. 44 shows a flowchart of a procedure for using
linear regression analysis to determine the weights of FIGS.
26 and 27, according to an embodiment of the inventive
concept.

[0051] FIG. 45 shows a flowchart of a procedure for the
remote estimated time required calculator of FIG. 27 to
calculate the remote estimated time required, according to an
embodiment of the inventive concept.
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[0052] FIG. 46 shows a flowchart of a procedure for the
communication time calculator of FIG. 27 to determine the
communication time to the secondary replica, according to
an embodiment of the inventive concept.

[0053] FIG. 47 shows a flowchart of a procedure for the
remote processor time calculator of FIG. 27 to determine the
remote processor time, according to an embodiment of the
inventive concept.

DETAILED DESCRIPTION

[0054] Reference will now be made in detail to embodi-
ments of the inventive concept, examples of which are
illustrated in the accompanying drawings. In the following
detailed description, numerous specific details are set forth
to enable a thorough understanding of the inventive concept.
It should be understood, however, that persons having
ordinary skill in the art may practice the inventive concept
without these specific details. In other instances, well-known
methods, procedures, components, circuits, and networks
have not been described in detail so as not to unnecessarily
obscure aspects of the embodiments.

[0055] It will be understood that, although the terms first,
second, etc. may be used herein to describe various ele-
ments, these elements should not be limited by these terms.
These terms are only used to distinguish one element from
another. For example, a first module could be termed a
second module, and, similarly, a second module could be
termed a first module, without departing from the scope of
the inventive concept.

[0056] The terminology used in the description of the
inventive concept herein is for the purpose of describing
particular embodiments only and is not intended to be
limiting of the inventive concept. As used in the description
of the inventive concept and the appended claims, the
singular forms “a,” “an,” and “the” are intended to include
the plural forms as well, unless the context clearly indicates
otherwise. It will also be understood that the term “and/or”
as used herein refers to and encompasses any and all
possible combinations of one or more of the associated listed
items. It will be further understood that the terms “com-
prises” and/or “comprising,” when used in this specification,
specify the presence of stated features, integers, steps,
operations, elements, and/or components, but do not pre-
clude the presence or addition of one or more other features,
integers, steps, operations, elements, components, and/or
groups thereof. The components and features of the draw-
ings are not necessarily drawn to scale.

[0057] FIG. 1 shows a distributed storage system, accord-
ing to an embodiment of the inventive concept. In FIG. 1,
clients 105, 110, and 115 are shown, in communication with
network 120. Clients 105, 110, and 115 may be any desired
types of devices, including desktop computers, notebook
computers, tablet computers, servers, smartphones, and the
like. In addition, while FIG. 1 shows three clients 105, 110,
and 115, embodiments of the inventive concept may support
any number of clients. Clock synchronization may be main-
tained across different storage nodes in a storage system
using services such as Network Time Protocol.

[0058] Network 120 may be any variety of network,
including a Local Area Network (LAN), a Wide Area
Network (WAN), or a global network, such as the Internet.
Network 120 may also include multiple different varieties of
networks in combination. For example, network 120 may
include multiple LANs that may communicate with each
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other across a global network using a Virtual Private Net-
work (VPN) to secure the communications.

[0059] Also connected to network 120 are storage nodes
125, 130, and 135. Each storage node 125, 130, and 135
provides storage for the distributed network. Each storage
node 125,130, and 135 may include various storage devices,
such as flash drives (also called Solid State Drives, or SSDs)
140 and 145 in storage node 125, flash drives 150 and 155
in storage node 130, and flash drives 160 and 165 in storage
node 135. Although FIG. 1 shows three storage nodes 125,
130, and 135, embodiments of the inventive concept may
support any number of storage nodes. In addition, while
FIG. 1 shows each storage node 125, 130, and 135 support-
ing two flash drives, embodiments of the inventive concept
may support any number of flash drives in each storage node
125, 130, and 135. Storage nodes 125, 130, and 135 may
also include storage devices of other types, such as tradi-
tional hard disk drives, that might or might not benefit from
coordinated garbage collection. For example, traditional
hard disk drives occasionally require defragmentation to
combine scattered portions of files. Defragmentation may be
a time-consuming operation, and might benefit from coor-
dination just like garbage collection on flash drives. Storage
nodes 125, 130, and 135 may also include variations of
SSDs, such as Network Attached SSDs and Ethernet SSDs.
Storage nodes 125, 130, and 135 are discussed further with
reference to FIGS. 2-3 and 5-12 below.

[0060] Also connected to network 120 are monitors (also
called monitor nodes) 170, 175, and 180. Monitors 170, 175,
and 180 are responsible for keeping track of cluster con-
figuration and notifying entities of changes in the cluster
configuration. Examples of such changes may include the
addition or subtraction of storage nodes, changes in the
availability of storage on the storage nodes (such as the
addition or subtraction of a flash drive), and so on. Note that
“changes” in this context is not limited to intentional action
taken to change the distributed storage system. For example,
if a network connection goes down, taking storage node 125
out of the distributed storage system, that action changes the
cluster configuration in a manner that would be processed by
monitors 170, 175, and 180, even though the storage node
might still be operating and attempting to communicate with
the rest of the distributed storage system. Monitors 170, 175,
and 180 are discussed further with reference to FIGS. 4, 8,
and 13 below.

[0061] While the rest of the discussion below focuses on
SSDs, embodiments of the inventive concept may be applied
to any storage devices that implement garbage collection in
a manner similar to SSDs. Any reference to SSD below is
also intended to encompass other storage devices that per-
form garbage collection.

[0062] FIG. 2 shows details of storage node 125 of FIG. 1.
In FIG. 2, storage node 125 is shown in detail; storage nodes
130 and 135 may be similar. Storage node 125 is shown as
including device garbage collection monitor 205, garbage
collection coordinator 210, Input/Output (I/O) redirector
215, /O resynchronizer 220, and four flash drives 140, 145,
225, and 230. Device garbage collection monitor 205 may
determine which flash drives need to perform garbage
collection, and may estimate how long a flash drive will
require to perform garbage collection. Garbage collection
coordinator 210 may communicate with one or more of
monitors 170, 175, and 180 of FIG. 1 to schedule garbage
collection for the selected flash drive, and may instruct the

May 4, 2017

selected flash drive when to perform garbage collection and
how long the selected flash drive has for garbage collection.
1/O redirector 215 may redirect read and write requests
destined for the selected flash drive while it is performing
garbage collection. And I/O resynchronizer 220 may bring
the flash drive up to date with respect to data changes after
garbage collection has completed.

[0063] FIG. 3 shows further details of storage node 125 of
FIGS. 1-2. In FIG. 3, typically, storage node 125 may
include one or more processors 305, which may include
memory controller 310 and clock 315, which may be used
to coordinate the operations of the components of storage
node 125. Processors 305 may also be coupled to memory
320, which may include random access memory (RAM),
read-only memory (ROM), or other state preserving media,
as examples. Processors 305 may also be coupled to storage
devices 140 and 145, and network connector 325, which
may be, for example, an Ethernet connector. Processors 305
may also be connected to a bus 330, to which may be
attached user interface 335 and input/output interface ports
that may be managed using input/output engine 340, among
other components. Another representation of a storage node
could be all discrete components as shown in FIG. 3
integrated in a single package or ASIC, and directly con-
nected to network 120 of FIG. 1.

[0064] FIG. 4 shows phases that a Solid State Drive (SSD)
may be in during use of the distributed storage system of
FIG. 1. In FIG. 4, SSDs begin at configuration phase 405. In
configuration phase 405, the SSDs may be configured to
only perform garbage collection upon instruction from stor-
age node 125 of FIGS. 1-2. Configuration phase 405 is
optional, as shown by the dashed lines: some SSDs do not
support configuration, or the distributed storage system
might opt not to configure the SSDs even though they could
be configured. Then in normal phase 410, the SSDs operate
normally, responding to read and write requests as delivered.
[0065] When an SSD needs to perform garbage collection,
the SSD may enter preparation phase 415. Preparation phase
415 may include determining when the SSD will perform
garbage collection and how much time the SSD will have for
garbage collection. Note that in preparation phase 415, the
SSD may still process read and write requests as normal.
Then, at the appropriate time, the SSD may enter mark phase
420. In mark phase 420, monitors 170, 175, and 180 of FIG.
1 may mark the SSD as performing garbage collection, and
therefore unavailable. The SSD may then enter garbage
collection phase 425, wherein the SSD may perform garbage
collection.

[0066] When the SSD completes garbage collection, or
when the time allotted for garbage collection expires, the
SSD may enter resync phase 430. In resync phase 430, the
SSD may be updated with respect to data changes that affect
the SSD. After resync phase 430 is complete, the SSD may
enter unmark phase 435, wherein monitors 170, 175, and
180 of FIG. 1 may mark the SSD as available again (i.e.,
reversing the operations in mark phase 420). Finally, the
SSD may return to normal phase 410, and may process read
and write requests as normal.

[0067] FIG. 5 shows the device garbage collection moni-
tor of FIG. 2 receiving free erase block counts from the
SSDs of FIGS. 1-2. In FIG. 5, device garbage collection
monitor 205 is shown interacting with flash drives 140, 145,
225, and 230 of storage node 125 of FIG. 1. Typically,
device garbage collection monitor 205 only interacts with
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storage devices on the storage node including device gar-
bage collection monitor 205. But embodiments of the inven-
tive concept may have device garbage collection monitor
205 interacting with storage devices on other storage nodes.
[0068] Device garbage collection monitor 205 may peri-
odically receive free erase block counts 505, 510, 515, and
520 from flash drives 140, 145, 225, and 230, respectively.
Free erase block counts 505, 510, 515, and 520 may repre-
sent the number or percentage of blocks (or superblocks)
currently free on each of flash drives 140, 145, 225, and 230.
Relative to the total number of blocks available on the SSD,
the free erase block count may be a good indicator of how
full the SSD is. As the free erase block count drops, the SSD
is filling up, and garbage collection might be needed to
increase the number of free erase blocks.

[0069] In some embodiments of the inventive concept,
flash drives 140, 145, 225, and 230 send free erase block
counts 505, 510, 515, and 520 to device garbage collection
monitor 205 automatically. In other embodiments of the
inventive concept, device garbage collection monitor 205
may query flash drives 140, 145, 225, and 230 when it wants
to know their free erase block counts 505, 510, 515, and 520.
These queries are shown as polls 525, 530, 535, and 540,
respectively. Because not all embodiments of the inventive
concept have device garbage collection monitor 205 inter-
rogating flash drives 140, 145, 225, and 230 for their free
erase block counts 505, 510, 515, and 520, polls 525, 530,
535, and 540 are shown with dashed lines.

[0070] Flash drives 140, 145, 225, and 230 may return
more than just free erase block counts 505, 510, 515, and
520 to device garbage collection monitor 205. For example,
flash drives 140, 145, 225, and 230 may indicate to device
garbage collection monitor that they need to perform static
wear leveling. In brief, data cells in an SSD may perform
only so many write and erase operations before the data cells
begin to fail: the manufacturer of the SSD knows on average
how many write and erase operations a data cell may take.
SSDs may use static wear leveling to attempt to keep the
number of write and erase operations fairly consistent across
all data cells, hopefully avoiding a premature failure of the
SSD due to excessive use of a small number of data cells.
[0071] FIG. 6 shows device garbage collection monitor
205 of FIG. 2 selecting an SSD for garbage collection based
on free erase block counts 505, 510, 515, and 520 of FIG. 5
from the SSDs of FIGS. 1-2. In FIG. 6, device garbage
collection monitor 205 may use comparator 605 to compare
free erase block counts 505, 510, 515, and 520 with free
erase block threshold 610. If any of free erase block counts
505, 510, 515, and 520 are below free erase block threshold
610, then the SSD providing that free erase block count may
become selected SSD 615 for garbage collection.

[0072] While FIG. 6 shows a single free erase block
threshold 610, embodiments of the inventive concept may
support multiple free erase block thresholds 610. That is,
comparator 605 may compare free erase block counts 505,
510, 515, and 520 with different free erase block thresholds
610, depending on the flash drive in question. In this manner,
embodiments of the inventive concept recognize that SSDs
may have different block sizes and counts, and therefore
have different thresholds representing how full the flash
drive is.

[0073] In some embodiments of the inventive concept,
free erase block threshold 610 may be a fixed number. For
example, consider an SSD with a total capacity of 512 GB
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and a block size of 2048 K B. Such an SSD has 250,000
blocks. Such an SSD might have free erase block threshold
610 set to 50,000. On the other hand, an SSD with a capacity
0f 256 GB and a block size of 512 KB would have 500,000
blocks, and could have the free erase block threshold set to
100,000.

[0074] In other embodiments of the inventive concept,
free erase block threshold 610 may be a percentage, such as
20%. That is, when an SSD has a free erase block count that
is less than 20% of its total number of blocks, that SSD
needs to perform garbage collection. Note that setting free
erase block threshold 610 to 20% (rather than to a fixed
number) would cover both example SSDs described above,
which would require different free erase block thresholds
when using fixed numbers of blocks.

[0075] FIG. 7 shows device garbage collection monitor
205 of FIG. 2 estimating the time required to perform
garbage collection on selected SSD 615 of FIG. 6. In FIG.
7, device garbage collection monitor 205 may include time
estimator 705. Time estimator 705 may estimate the time
required to perform the garbage collection on selected SSD
615 of FIG. 6.

[0076] Time estimator 705 may use various data to esti-
mate the time required to perform garbage collection on
selected SSD 615 of FIG. 6. These data may include erase
cycle time 710—the time required to erase a block on
selected SSD 615 of FIG. 6, prior time taken 715—the time
required by selected SSD 615 of FIG. 6 to perform garbage
collection the last time selected SSD 615 of FIG. 6 per-
formed garbage collection, and SSD capacity 720—the total
capacity of selected SSD 615 of FIG. 6. Time estimator 705
may also use the number of blocks to be erased on selected
SSD 615 of FIG. 6, if this number is known. These data
provide a decent (if not perfect) estimate of how long
selected SSD 615 of FIG. 6 would take to perform garbage
collection.

[0077] FIG. 8 shows garbage collection coordinator 210 of
FIG. 2 interacting with monitor 170 of FIG. 1 to schedule
and perform garbage collection on selected SSD 615 of FIG.
6. In FIG. 8, garbage collection coordinator 210 may send
identifier 805 of selected SSD 615 of FIG. 6, along with
estimated time 725 required to perform garbage collection
on selected SSD 615 of FIG. 6, to monitor 170. Garbage
collection coordinator 210 may also send selected start time
810, which may be selected by garbage collection coordi-
nator, to monitor 170. Monitor 170 may then use this
information to be aware of garbage collection on selected
SSD 615 of FIG. 6. This exchange of information is shown
as exchange 815.

[0078] There are different models of how monitor 170
may operate. In one model, called GC with Acknowledg-
ment, monitor 170 (possibly in coordination with the other
monitors in the distributed storage system) may decide when
each SSD performs garbage collection, and how long the
SSD may spend on garbage collection. In this model,
garbage collection coordinator 210 does not instruct selected
SSD 615 to begin garbage collection until monitor 170
notifies garbage collection coordinator 210 as to when
selected SSD 615 of FIG. 6 may perform garbage collection
and how long selected SSD 615 of FIG. 1 has to perform
garbage collection. That is, until monitor 170 informs gar-
bage collection coordinator 210 about when to perform
garbage collection, selected SSD 615 of FIG. 6 remains in
normal phase 410 of FIG. 4.
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[0079] Inembodiments of the inventive concept using GC
with Acknowledgement, scheduled start time 810 selected
by garbage collection coordinator 210 and estimated time
725 are not binding. Only scheduled start time 810 and
duration 820 as assigned by monitor 170 are to be used. The
information sent by garbage collection coordinator 210 is
merely a suggestion to monitor 170.

[0080] Inembodiments of the inventive concept using GC
with Acknowledgement, monitor 170 (possibly in coordi-
nation with the other monitors in the distributed storage
system) may schedule each SSD requiring garbage collec-
tion to minimize the impact of garbage collection on clients
105, 110, and 115 of FIG. 1. For example, if two different
SSDs each want to perform garbage collection, monitor 170
may prioritize which SSD may perform garbage collection
first, letting the other SSD wait. In this manner, with only
one SSD performing garbage collection at any time, the
likelihood that a data request may not be serviced by any
SSD is reduced.

[0081] In other embodiments of the inventive concept,
monitor 170 may operate in a model called GC with No
Acknowledgment. In this model, monitor 170 may track
when SSDs are performing garbage collection, but monitor
170 does not respond or change scheduled start time 810 as
selected by garbage collection coordinator and estimated
time 725. In embodiments of the inventive concept using GC
with No Acknowledgement, it may happen that multiple
SSDs may perform garbage collection at the same time. But
if the level of redundancy of the data in the distributed
storage system is sufficient, the likelihood that a data request
will be delayed until an SSD completes its garbage collec-
tion is minimal. For example, if the distributed storage
system includes three copies of each unit of data, the
likelihood that all three copies will be unavailable when
requested by client 105 of FIG. 1 might be sufficiently small
as to be acceptable.

[0082] There is a mathematical relationship between the
number of copies of each unit of data and the likelihood that
there will be no available copies at any time (along with
other variables, such as how often garbage collection occurs
on an SSD or how long garbage collection takes). Given a
desired degree of reliability (that is, that at least one copy of
each unit of data is likely available at any time), the number
of copies of each unit of data may be calculated to provide
that desired degree of reliability.

[0083] Regardless of whether GC with Acknowledgement
or GC with No Acknowledgement is used, eventually gar-
bage collection coordinator 210 may inform monitor 170
that garbage collection is beginning on flash drive 140, as
shown by GC Beginning message 825. Garbage collection
coordinator 230 may also instruct flash drive 140 to begin
garbage collection, as shown by GC Begin instruction 830.
Eventually, after duration 820 has passed, garbage collection
coordinator 210 may instruct flash drive 140 to end garbage
collection, as shown by GC End instruction 835. Finally,
garbage collection coordinator 210 may inform monitor 170
that garbage collection has completed on flash drive 140, as
shown by GC Complete message 840.

[0084] Note that embodiments of the inventive concept do
not require all the messages shown in FIG. 8. As described
above, in embodiments of the inventive concept using GC
with No Acknowledgement, monitor 170 does not send any
reply to garbage collection coordinator 170. Further, as
monitor 170 is aware of when garbage collection is sched-
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uled to begin and end, garbage collection coordinator may
omit messages 825 and 840 to monitor 170. And instruction
835 is only useful if flash drive 140 permits garbage col-
lection to be interrupted: if garbage collection may not be
interrupted on flash drive 140, then flash drive 140 would
not process instruction 835. But if flash drive 140 does not
permit garbage collection to be interrupted via instruction
835, then message 840 might be necessary, to inform moni-
tor 170 when flash drive 140 has completed garbage col-
lection. For example, consider the scenario where flash drive
140 does not permit garbage collection to be interrupted, but
duration 820 is less than the time required to perform
garbage collection on flash drive 140. If monitor 170
assumes that flash drive 140 has completed garbage collec-
tion after duration 820 has passed, monitor 170 might think
that flash drive 140 is available when it is not, which could
result in data requests being delayed while multiple SSDs
perform garbage collection simultaneously.

[0085] FIGS. 9A-9B show Input/Output (I/0) redirector
215 of FIG. 2 processing read requests for selected SSD 615
of FIG. 6, according to embodiments of the inventive
concept. In FIG. 9A, in some embodiments of the inventive
concept, 1/O redirector 215 may receive read request 905,
destined for flash drive 140. But if flash drive 140 is
performing garbage collection, letting read request 905 be
delivered to flash drive 140 may result in a delay in returning
the requested data. Thus, 1/O redirector 215 may cancel the
delivery of read request 905 to flash drive 140 (as shown by
canceled arrow 910), and instead may redirect read request
to flash drive 145 (as shown by arrow 915). 1/O redirector
215 may use map 920, which may be stored locally or
accessed from monitor 170 of FIG. 1, to determine which
storage devices on the distributed storage system store other
copies of the requested data. I/O redirector 215 may then
redirect read request 905 to an appropriate device, such as
flash drive 145. Flash drive 145 may then access data 925
and return it directly to the requesting client.

[0086] In FIG. 9B, in other embodiments of the inventive
concept, /O redirector 215 may intercept read request 905
destined for flash drive 140, which is performing garbage
collection. But instead of redirecting read request 905 to
flash drive 145, I/O redirector 215 may make its own request
for the data from flash drive 145 in exchange 930. Flash
drive 145 may then return data 925 to I/O redirector 215 in
exchange 930, which may then return data 925 to the
requesting client in message 935. In the embodiments of the
inventive concept shown in FIG. 9B, the requesting client
does not receive data from an unexpected source, which
might confuse the requesting client if the requesting client is
not prepared for this possibility.

[0087] Like read request 905 in FIGS. 9A-9B, write
requests destined for an SSD performing garbage collection
may result in delay. FIG. 10 shows 1/O redirector 215 of
FIG. 2 storing write requests in a logging device for selected
SSD 615 of FIG. 6, to avoid such delays. Instead of
delivering write request 1005 to flash drive 145, 1/O redi-
rector 215 may intercept write request 1005 (shown by
canceled arrow 1010). /O redirector may then store write
request 1005 in logging device 1015 as shown by arrow
1020. Logging device 1015 may be local to storage node 125
of FIG. 1, internal to flash drive 140, or anywhere else
desired.

[0088] FIG. 11 shows I/O resynchronizer 220 of FIG. 2
processing write requests stored in logging device 1015 of
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FIG. 10. Once garbage collection has completed on selected
SSD 615 of FIG. 6, I/O resynchronizer 220 may access write
request 1005 from logging device 1015 as shown by arrow
1105. I/O resynchronizer 220 may then perform write
request on flash drive 140, as shown by arrow 1110. Write
request 1005 may then be deleted from logging device 1015,
as shown by cancellation 1115.

[0089] While logging device 1015 provides a simple way
to ensure that flash drive 140 is current with respect to data
writes, logging device 1015 is not the only way to resyn-
chronize flash drive 140. Another possibility would be to
store information about which pages, blocks, or superblocks
on flash drive 140 were due to be changed by write requests
that arrived while flash drive 140 was performing garbage
collection. I/O resynchronizer 220 may then access the
updated data from replicated copies of those pages/blocks/
superblocks on other SSDs or other storage devices and
write the updated data to flash drive 140. FIG. 12 shows this
form of resynchronization.

[0090] FIG. 12 shows /O resynchronizer 220 of FIG. 2
replicating data to selected SSD 615 of FIG. 6, according to
embodiments of the inventive concept. In FIG. 12, /O
resynchronizer 220 may request the updated data from flash
drive 145 and receive data 925 from flash drive 145 in access
exchange 1205. As described above with reference to FIGS.
9A-9B, 1/O resynchronizer 220 may identify which SSDs
store the updated data, perhaps using map 920, and request
the data accordingly: flash drive 145 would not necessarily
store all the updated data. /O resynchronizer 220 may then
provide data 925 to flash drive 140 in replicate message
1210.

[0091] FIG. 13 shows details of monitor 170 of FIG. 1. In
FIG. 13, monitor 170 may include storage 1305, which may
store map 1310 and waiting list 1315. Monitor 170 may also
include receiver 1320, transmitter 1325, and scheduler 1330.
Map 1310 may store information about where data is stored
on various storage devices across the distributed storage
system, along with which devices are available and unavail-
able: map 1310 is discussed further with reference to FIG.
14 below. Waiting list 1315 may store information about
SSDs wanting to perform garbage collection, but which are
currently delayed while other SSDs are performing garbage
collection, as described above with reference to FIG. 8. Map
updater 1335 may update map 1310 as data storage across
the distributed storage system changes. Receiver 1320 and
transmitter 1325 may be used to receive information from
and send information to other devices, such as garbage
collection coordinator 210 of FIG. 2. Scheduler 1320 may
schedule a garbage collection request for selected SSD 615
of FIG. 6, selecting the time and duration for garbage
collection on that SSD.

[0092] FIG. 14 shows an example of map 1310 of data of
FIG. 13 stored in monitor 170 of FIG. 1. In FIG. 14, map
1310 may include indicators of various units of data 1403,
1406, 1409, and 1412. For example, unit of data 1403
identifies block 0 of file A, unit of data 1406 identifies block
1 of file A, unit of data 1409 identified block 2 of file A, and
unit of data 1412 identifies block 0 of file B. Each unit of
data may include a count, such as counts 1415, 1418, 1421,
and 1424, which indicates how many copies there are of
each unit of data. For example, counts 1415, 1418, and 1421
indicate that there are three copies of each of units of data
1403, 1406, and 1409, while count 1424 indicates that there
are only two copies of unit of data 1412.
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[0093] Map 1310 may also include where copies of the
various units of data may be found. These are shown as
locations 1427, 1430, 1433, 1436, 1439, 1442, 1445, 1448,
1451, 1454, and 1457. Location 1460 is available in case
unit of data 1412 eventually has a third copy, but is currently
blank as there are only two copies of unit of data 1412 in the
distributed storage system.

[0094] While FIG. 14 shows map 1310 including four
units of data and up to three copies for each unit of data,
embodiments of the inventive concept may support any
number of units of data and any number of copies for each
unit of data. Thus, map 1310 may include theoretically
millions (or more) units of data, and might have six copies
of each unit of data across the distributed storage system.
[0095] FIGS. 15A-15B show a flowchart of an example
procedure used by storage node 125 of FIG. 1 to perform
garbage collection on an SSD of FIGS. 1-2, according to an
embodiment of the inventive concept. In FIG. 15A, at block
1505, device garbage collection monitor 205 of FIG. 2 may
select an SSD, such as flash drive 140 of FIG. 1, to perform
garbage collection. At block 1510, device garbage collection
monitor 205 of FIG. 2 may determine an estimated time
required for flash drive 140 of FIG. 1 to perform garbage
collection. Among the factors device garbage collection
monitor 205 of FIG. 2 may consider are the erase cycle time
required by flash drive 140, the time required for a prior
garbage collection event by flash drive 140 of FIG. 1, and
the available capacity of flash drive 140 of FIG. 1. At block
1515, garbage collection coordinator 210 of FIG. 2 may
determine a scheduled start time for flash drive 140 of FIG.
1 to perform garbage collection. At block 1520, at the
scheduled start time, garbage collection coordinator 210 of
FIG. 2 may instruct flash drive 140 of FIG. 1 to begin
garbage collection.

[0096] At block 1525, while flash drive 140 of FIG. 1 is
performing garbage collection, 1/O redirector 215 of FIG. 2
may redirect read requests 905 away from flash drive 140 of
FIG. 1. At block 1530, while flash drive 140 of FIG. 1 is
performing garbage collection, I/O redirector may also redi-
rect write requests 1005 of FIG. 10 away from flash drive
140 of FIG. 1 (either to a logging device to store write
requests 1005 of FIG. 10, or to another storage device to
perform write request 1005 of FIG. 10). At block 1535,
storage node 125 of FIG. 1 may wait until flash drive 140 of
FIG. 1 completes garbage collection. At block 1540, garbage
collection coordinator 210 of FIG. 2 may instruct flash drive
140 of FIG. 1 to end garbage collection. As described above
with reference to FIG. 8, block 1540 may be omitted if flash
drive 140 may not be interrupted during garbage collection.
[0097] At block 1545 (FIG. 15B), /O resynchronizer 220
of FIG. 2 may determine if there are any write requests 1005
were redirected (in block 1530). If so, then at block 1550 I/O
resynchronizer 220 of FIG. 2 may access and replay write
request 1005 of FIG. 10 from logging device 1015 of FIG.
10, and at block 1555 1/O resynchronizer 220 of FIG. 2 may
delete write request 1005 of FIG. 10 from logging device
1015 of FIG. 10. As described above with reference to FIG.
12, replaying write request 1005 of FIG. 10 in block 1550
may involve accessing updated data from flash drive 145 of
FIG. 1, rather than actually replaying the original write
request 1005. Therefore, alternatively, at block 1560 1/O
resynchronizer 220 of FIG. 2 may copy data changed by
write request 1005 of FIG. 10 from another storage device
that processed write request 1005 of FIG. 10. Control may
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then return to block 1545 to check for further write requests
1005 of FIG. 10 in logging device 1015 of FIG. 10.
[0098] FIGS. 16A-16B show a flowchart of an example
procedure used by the device garbage collection monitor of
FIG. 2 to select an SSD for garbage collection, according to
an embodiment of the inventive concept. In FIG. 16A, at
block 1605, device garbage collection monitor 205 of FIG.
2 may poll flash drives 140, 145, 225, and 230 of FIGS. 1-2
for their free erase block counts. At block 1610, device
garbage collection monitor 205 of FIG. 1 may receive free
erase block counts 505, 510, 515, and 520 of FIG. 5 from
flash drives 140, 145, 225, and 230 of FIGS. 1-2.

[0099] At block 1615 (FIG. 16B), device garbage collec-
tion monitor 205 of FIG. 2 may determine if there are any
remaining free erase block counts to process. If so, then at
block 1620 device garbage collection monitor 205 of FIG. 2
may select one of the free erase block counts. At block 1625,
device garbage collection monitor 205 of FIG. 2 may
determine whether the selected free erase block count is
below free erase block threshold 610 of FIG. 6. If so, then
at block 1630 device garbage collection monitor 205 of FIG.
2 may note that the corresponding SSD may be eligible for
garbage collection. Control then returns to block 1615 to
check for further free erase block counts to process.
[0100] Ifthere are no remaining free erase block counts to
process at block 1615, then at block 1635 device garbage
collection monitor 205 of FIG. 2 may select one of the
eligible SSDs for garbage collection. If there is only one
SSD eligible for garbage collection, then that SSD may be
selected. If there is more than one eligible SSD, then device
garbage collection monitor 205 of FIG. 2 may select one of
the eligible SSDs using any desired algorithm. Possible
algorithms that may be used include selecting an eligible
SSD at random, or selecting the eligible SSD with the lowest
free erase block count or the lowest percentage of free erase
blocks. Device garbage collection monitor 205 of FIG. 2
may also select more than one eligible SSD for garbage
collection. Selecting more than one eligible SSD for garbage
collection is particularly useful where monitor 170 of FIG.
1 uses GC with Acknowledgment, since monitor 170 of FIG.
1 could schedule all SSDs eligible for garbage collection in
a manner than avoids multiple SSDs performing garbage
collection at the same time.

[0101] FIG. 17 shows a flowchart of an example proce-
dure for garbage collection coordinator 210 of FIG. 2 to
schedule garbage collection for selected SSD 615 of FIG. 6.
In FIG. 17, at block 1705, garbage collection coordinator
210 of FIG. 2 may select scheduled start time 810 for
selected SSD 615 of FIG. 6. As described above with
reference to FIG. 8, scheduled start time 810 selected by
garbage collection coordinator 210 of FIG. 2 is not neces-
sarily binding, and a different scheduled start time 810 of
FIG. 8 may be assigned by monitor 170 of FIG. 1. At block
1710, garbage collection coordinator 210 of FIG. 2 may
notify monitor 170 of FIG. 1 that selected SSD 615 of FIG.
6 needs to perform garbage collection. At block 1715,
garbage collection coordinator 210 of FIG. 2 may notify
monitor 170 of FIG. 1 of selected start time 810 of FIG. 8
and estimated time 725 of FIG. 7 required by selected SSD
615 of FIG. 6 to perform garbage collection.

[0102] At this point, the flowchart may diverge, depending
on whether embodiments of the inventive concept use GC
with Acknowledgement or GC with No Acknowledgment.
In embodiments of the inventive concept using GC with No
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Acknowledgement, at block 1720 garbage collection coor-
dinator 210 of FIG. 2 uses scheduled start time 810 of FIG.
8 and estimated time 725 of FIG. 7 required by selected SSD
615 of FIG. 6 to perform garbage collection, and may
instruct selected SSD 615 of FIG. 6 to perform garbage
collection at scheduled start time 810 of FIG. 8.

[0103] Inembodiments of the inventive concept using GC
with Acknowledgement, at block 1725 garbage collection
coordinator 210 of FIG. 2 may receive scheduled start time
810 and duration 820 of FIG. 8 from monitor 170 of FIG. 1.
Then, at block 1730, garbage collection coordinator may use
scheduled start time 810 and duration 820 of FIG. 8 received
from monitor 170 of FIG. 1 to schedule when selected SSD
615 of FIG. 6 performs garbage collection.

[0104] FIG. 18 shows a flowchart of an example proce-
dure for 1/0 redirector 215 of FIG. 2 to redirect read requests
905 of FIG. 9, according to an embodiment of the inventive
concept. In FIG. 18, at block 1805, 1/O redirector 215 of
FIG. 2 may identify flash drive 145 of FIG. 1 as storing a
replicated copy of the requested data. As described above
with reference to FIGS. 9A-9B, 1/O redirector 215 of FIG.
2 may use map 920 of FIGS. 9A-9B to determine that flash
drive 145 of FIG. 1 stores a replicated copy of the requested
data, and map 920 of FIGS. 9A-9B may be stored either
locally to storage node 125 of FIG. 1, on monitor 170 of
FIG. 1, or elsewhere, as desired.

[0105] Once I/O redirector 215 of FIG. 2 has determined
that flash drive 145 of FIG. 1 stores a replicated copy of the
requested data, different embodiments of the inventive con-
cept may proceed in different ways. In some embodiments
of the inventive concept, at block 1810 I/O redirector 215 of
FIG. 2 may simply redirect read request 905 of FIGS. 9A-9B
to flash drive 145 of FIG. 1, and let flash drive 145 of FIG.
1 provide the data 925 of FIGS. 9A-9B directly to the
requesting client. In other embodiments of the inventive
concept, at block 1815, I/O redirector 215 of FIG. 2 may
request the data from flash drive 145 of FIG. 1, and at block
1820 1/O redirector 215 of FIG. 2 may provide the data 925
of FIGS. 9A-9B to the requesting client.

[0106] FIG. 19 shows a flowchart of an example proce-
dure for I/O resynchronizer 220 of FIG. 2 to process logged
write requests 1005 of FIG. 10, according to an embodiment
of the inventive concept. How /O resynchronizer 220 of
FIG. 2 processes logged write requests 1005 of FIG. 10
depends on how logging device 1015 of FIG. 10 was used.
Iflogging device 1015 of FIG. 10 stores write requests 1005
of FIG. 10 as originally generated by the requesting client,
then at block 1905 I/O resynchronizer 220 of FIG. 2 may
simply replay write requests 1005 of FIG. 10 as though they
had just been received.

[0107] Butlogging device 1015 of FIG. 10 might store just
an indicator of what pages, blocks, or superblocks are
affected by write requests 1005 of FIG. 10. In that case, at
block 1910 /O resynchronizer 220 of FIG. 2 may identify
flash drive 145 of FIG. 1 as storing a replicated copy of the
updated data. As described above with reference to FIG. 12,
1/O resynchronizer 220 of FIG. 2 may use map 920 of FIG.
12 to determine that flash drive 145 of FIG. 1 stores a
replicated copy of the update data, and map 920 of FIG. 12
may be stored either locally to storage node 125 of FIG. 1,
on monitor 170 of FIG. 1, or elsewhere, as desired.

[0108] Once 1/O redirector 220 of FIG. 2 has identified
that flash drive 145 stores a replicated copy of the updated
data, at block 1915 I/O redirector 220 of FIG. 2 may access
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the updated data from flash drive 145 of FIG. 1. Then, at
block 1920, I/O redirector 220 of FIG. 2 may instruct
selected SSD 615 of FIG. 6 to write the updated data.

[0109] FIGS. 20 and 21 show flowcharts of example
procedures for monitor 170 of FIG. 1 to handle when
selected SSD 615 of FIG. 6 is performing garbage collec-
tion, according to embodiments of the inventive concept. In
FIG. 20, at block 2005, monitor 170 of FIG. 1 may receive
notice from garbage collection coordinator 210 of FIG. 1
that selected SSD 615 of FIG. 6 needs to perform garbage
collection. This notice may include scheduled start time 810
of FIG. 8 and estimated time 725 of FIG. 7 required by
selected SSD 615 of FIG. 6 to perform garbage collection.
At block 2010, monitor 170 of FIG. 1 may select a scheduled
start time for selected SSD 615 of FIG. 6 to perform garbage
collection, and at block 2015, monitor 170 of FIG. 1 may
select a duration for selected SSD 615 of FIG. 6 to perform
garbage collection. At block 2020, monitor 170 may notify
garbage collection coordinator 210 of FIG. 2 of scheduled
start time 810 and duration 820 of FIG. 8.

[0110] At block 2025, when scheduled start time 810 of
FIG. 8 for garbage collection arrives, monitor 170 of FIG. 1
may update map 1310 of FIG. 13 of data in the distributed
storage system to reflect that selected SSD 615 of FIG. 6 is
now unavailable. Monitor 170 of FIG. 1 may be informed
that garbage collection has started on selected SSD 615 of
FIG. 6 via a notification from garbage collection coordinator
210 of FIG. 2. At block 2030, when garbage collection
completes, monitor 170 of FIG. 1 may update map 1310 of
FIG. 13 of data in the distributed storage system to reflect
that selected SSD 615 of FIG. 6 is now once again available.
Monitor 170 of FIG. 1 may be informed that garbage
collection has ended on selected SSD 615 of FIG. 6 via a
notification from garbage collection coordinator 210 of FIG.
2.

[0111] FIG. 20 represents embodiments of the inventive
concept using GC with Acknowledgement. In embodiments
of the inventive concept using GC with No Acknowledge-
ment, blocks 2010, 2015, and 2020 would be omitted, as
monitor 170 of FIG. 1 would not select scheduled start time
810 or duration 820 of FIG. 8 for garbage collection on
selected SSD 615 of FIG. 6.

[0112] FIG. 21 is similar to FIG. 20. The difference
between FIGS. 20 and 21 is that in FIG. 21, blocks 2025 and
2030 are replaced with blocks 2105 and 2110. At block
2105, when scheduled start time 810 of FIG. 8 for garbage
collection arrives, monitor 170 of FIG. 1 may decrement
counts 1415, 1418, 1421, and 1424 of FIG. 14 for each unit
1403, 1406, 1409, and 1412 of FIG. 14 of data in map 1310
of FIG. 13 of data in the distributed storage system to reflect
that data stored on selected SSD 615 of FIG. 6 is now
unavailable. Monitor 170 of FIG. 1 may be informed that
garbage collection has started on selected SSD 615 of FIG.
6 via a notification from garbage collection coordinator 210
of FIG. 2. At block 2110, when garbage collection com-
pletes, monitor 170 of FIG. 1 may increment counts 1415,
1418, 1421, and 1424 of FIG. 14 for each unit 1403, 1406,
1409, and 1412 of FIG. 14 of data in map 1310 of FIG. 13
of data in the distributed storage system to reflect that data
stored on selected SSD 615 of FIG. 6 is now once again
available. Monitor 170 of FIG. 1 may be informed that
garbage collection has ended on selected SSD 615 of FIG.
6 via a notification from garbage collection coordinator 210
of FIG. 2.
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[0113] FIGS. 22A-22B show a flowchart of an example
procedure for monitor 170 of FIG. 1 to determine scheduled
start time 810 and duration 820 of FIG. 8 of garbage
collection for selected SSD 615 of FIG. 6, according to an
embodiment of the inventive concept. In FIG. 22A, at block
2205, monitor 170 of FIG. 1 may receive scheduled start
time 810 of FIG. 8 as selected by garbage collection
coordinator 210 of FIG. 2. At block 2210, monitor 170 of
FIG. 1 may receive estimated time 725 of FIG. 7 required for
selected SSD 615 of FIG. 6 to perform garbage collection.
[0114] At this point, the flowchart may diverge, depending
on whether embodiments of the inventive concept use GC
with Acknowledgement or GC with No Acknowledgment.
In embodiments of the inventive concept using GC with No
Acknowledgement, at block 2215, monitor 170 may store
scheduled start time 810 of FIG. 8 and estimated time 725
of FIG. 7 required for selected SSD 615 of FIG. 6 to perform
garbage collection. Since monitor 170 does not send an
acknowledgement when the distributed storage system uses
GC with No Acknowledgement, at this point monitor 170 of
FIG. 1 has completed its determination of scheduled start
time 810 and duration 820 of FIG. 8.

[0115] In embodiments of the inventive concept using GC
with Acknowledgement, at block 2220 (FIG. 22B) monitor
170 may select a start time for selected SSD 615 of FIG. 6
to perform garbage collection. At block 2225, monitor 170
of FIG. 1 may select a time allotted for selected SSD 615 to
perform garbage collection. At block 2230, monitor 170 of
FIG. 1 may check to see if the selected start time and time
allotted for selected SSD 615 of FIG. 6 ensure that data
stored on selected SSD 615 of FIG. 6 will be available (via
replicated copies on other storage devices). At block 2235,
monitor 170 of FIG. 1 may check to see if the selected start
time and time allotted for selected SSD 615 of FIG. 6 would
overlap with other SSDs performing garbage collection,
making too many devices unavailable at the same time. If
the checks in either of blocks 2230 and 2235 return negative
results (either data would be completely unavailable, or too
many SSDs would be performing garbage collection at the
same time), then control may return to block 2220 for
monitor 170 of FIG. 1 to select a new start time and time
allotted. Otherwise, at block 2240 monitor 170 may send to
garbage collection coordinator 210 of FIG. 2 the selected
start time and time allotted as scheduled start time 810 and
duration 820 of FIG. 8.

[0116] Note that the two checks in blocks 2230 and 2235
are different. For example, it may happen that block 2230
indicates that replicated copies of the data on selected SSD
615 are available on other storage devices, but because too
many other SSDs are performing garbage collection at the
same time, block 2235 would fail. On the other hand, if only
one other SSD is performing garbage collection at the same
time, block 2235 might indicate that selected SSD 615 of
FIG. 6 could perform garbage collection: but if the other
SSD performing garbage collection had the only other copy
of some data on selected SSD 615 of FIG. 6, block 2230
would fail.

[0117] Note also that the arrow leading from block 2230 to
block 2235 is labeled “Yes/No?”. If block 2230 indicates
that data would be available despite selected SSD 615
performing garbage collection, then control may proceed to
block 2235. But it might happen that selected SSD 615 has
the only copy of some data on the distributed storage system.
If this happens, then selected SSD 615 of FIG. 6 could not
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be scheduled for garbage collection at any time without
some data becoming unavailable (at least, until that data is
replicated). In this situation, selected SSD 615 of FIG. 6
might have to be permitted to perform garbage collection,
despite the fact that some data would become unavailable.
[0118] Another reason why selected SSD 615 of FIG. 6
might be scheduled for garbage collection even though some
data would become unavailable would be if selected SSD
615 of FIG. 6 has waited a sufficient amount of time to
perform garbage collection. That is, if selected SSD 615 of
FIG. 6 has been waiting to perform garbage collection
beyond some threshold amount of time, selected SSD 615 of
FIG. 6 may be permitted to perform garbage collection even
though that fact might mean that some data on the distrib-
uted storage system would be unavailable.

[0119] FIGS. 22A-22B do not show monitor 170 of FIG.
1 using waiting list 1315 of FIG. 13. If monitor 170 of FIG.
1 may not schedule selected SSD 615 of FIG. 6 for garbage
collection because too many SSDs are performing garbage
collection, monitor 170 of FIG. 1 may store information
about selected SSD 615 of FIG. 6 in waiting list 1315 of
FIG. 13 until fewer SSDs are performing garbage collection.
Monitor 170 may then remove selected SSD 615 of FIG. 6
from waiting list 1315 of FIG. 13, and return control to block
2220 to again attempt to schedule garbage collection for
selected SSD 615 of FIG. 6.

[0120] Iftoo many SSDs want to perform garbage collec-
tion at the same time and monitor 170 of FIG. 1 may not
schedule them all, monitor 170 of FIG. 1 may use any
desired algorithm to select which SSDs get to perform
garbage collection. Possible approaches include selecting an
appropriate number of SSDs at random, selecting SSDs
based on the arrival times of the notices from garbage
collection coordinator 210 of FIG. 2, selecting SSDs that are
considered the most important (to keep those SSDs as open
as possible for new data writes), or selecting SSDs that store
the least amount of important data (to keep important data
available). How many SSDs may be permitted to perform
garbage collection at the same time is a system parameter,
and may be specified as a percentage of available SSDs or
a fixed number, and may be specified statically (when the
distributed storage system is deployed) or dynamically
(changing as conditions within the distributed storage sys-
tem change).

[0121] Although FIGS. 22A-22B describe an example
operation of monitor 170 of FIG. 1 with respect to only one
selected SSD 615 of FIG. 6, monitor 170 of FIG. 1 may
perform the example procedure of FIGS. 22A-22B for many
SSDs at the same time. For example, monitor 170 of FIG. 1
might receive notice at the same time that a number of SSDs
all need to perform garbage collection. Monitor 170 of FIG.
1 may perform the example procedure of FIGS. 22A-22B for
all the SSDs at the same time.

[0122] The above discussion describes how an I/O request
may be redirected when a storage device is performing
garbage collection. But there may be situations where, even
though the storage device is undergoing garbage collection,
processing the I/O request locally might still be preferable.
For example, if the storage device is will only be performing
garbage collection for a few microseconds more, the time
required to communicate with another replica of the data
will be more than the time required to simply let the storage
device complete its garbage collection and then process the
1/0O request. There are also other reasons why it might be
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more efficient to process the /O request at the primary
replica, rather than directing the I/O request to a secondary
replica. Alternatively, there might be situations in which the
primary replica is not undergoing garbage collection, but it
would nevertheless be more efficient to process the I/O
request at a secondary replica rather than at the primary
replica.

[0123] FIG. 23 shows a client sending an I/O request to the
storage node of FIG. 1, which may then redirect the 1/O
request another node containing a replica of the requested
data, according to an embodiment of the inventive concept.
In FIG. 23, client 2305 is sending read request 905 to system
node 125; any other I/O request could be substituted for read
request 905 without loss of generality.

[0124] System node 125 (and system nodes 130 and 135
as well) may include cost analyzer 2310 and /O redirector
215 in addition to storage device(s). In FIG. 23, the storage
device in system node 125 is identified as primary replica
2315, as system node 125 may store the primary copy of the
data in question. In contrast, the storage devices in system
nodes 130 and 135 are identified as secondary replicas 2320
and 2325, since they store backup copies of the data in
question.

[0125] As described below with reference to FIGS. 24-38,
cost analyzer 2310 may determine the costs associated with
processing the I/O request both locally (at the primary
replica) and remotely (at one of the secondary replicas). In
this context, “cost” may be interpreted as “time”: that is, will
it take more or less time to process /O request 905 at
primary replica 2315 relative to one of secondary replicas
2320 and 2325. But in other embodiments of the inventive
concept, “costs” may mean other concepts than time, such as
1/O performance metrics (Input/Output Operations Per Sec-
ond (IOPS), latency, throughput, etc.), different service
levels, etc. I/O redirector 215 may then compare the cost to
perform /O request 905 at primary replica 2315 vs. sec-
ondary replicas 2320 and 2325, and select a replica accord-
ingly.

[0126] FIG. 24 shows details of cost analyzer 2310 of FIG.
23. In FIG. 24, cost analyzer 2310 may include local time
estimator 2405, remote time estimator 2410, query logic
2415, reception logic 2420, database 2425, local predictive
analyzer 2430, and remote predictive analyzer 2435. Local
time estimator 2405 and remote time estimator 2410 may
attempt to calculate the time required to process 1/O request
905 of FIG. 23 at primary replica 2315 of FIG. 23 and
secondary replicas 2320 and 2325 of FIG. 23, based on
current information. Local time estimator 2405 and remote
time estimator 2410 are described further below with refer-
ence to FIGS. 26 and 27 below, respectively.

[0127] Query logic 2415 and reception logic 2420 may be
used to send requests for information and receive the
responses to those requests. For example, as described
below with reference to FIG. 28, query logic 2415 may
query primary replica 2315 of FIG. 23 for the number of free
pages, and reception logic 2420 may receive that number of
free pages from primary replica 2315 of FIG. 23. Query
logic 2415 may request information, such as the number of
free pages and threshold number of free pages on primary
replica 2315 or secondary replicas 2320 and 2325, all of
FIG. 23, the number of pending I/O requests at primary
replica 2315 of FIG. 23 and the time required to process
individual I/O requests, the time required to communicate
with system nodes 130 and 135, which include secondary
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replicas 2320 and 2325, all of FIG. 23, and the remote
processor load and remote software stack load from proces-
sors associated with system nodes 130 and 135, which
include secondary replicas 2320 and 2325, all of FIG. 23,
either on an as-needed basis—that is, when local time
estimator 2405 needs to calculate the local estimated time
required to process 1/O request 905 of FIG. 23 at primary
replica 2315 of FIG. 23—or periodically (typically, at some
regular interval, such as every 10 seconds, every few sec-
onds, every second, or every fraction of a second), to
maintain current information about the replicas for eventual
use.

[0128] Database 2425 may store information used by the
various modules of cost analyzer 2310, such as local time
estimator 2405, remote time estimator 2410, local predictive
analyzer 2430, and remote predictive analyzer 2435. Data-
base 2425 is discussed further with reference to FIG. 31
below. Finally, local predictive analyzer 2430 and remote
predictive analyzer 2435 may make predictions about the
time required to process 1/O request 905 of FIG. 23 locally
and remotely based on historical data. Local predictive
analyzer 2430 and remote predictive analyzer 2435 are
discussed further with reference to FIGS. 32 and 36 below,
respectively.

[0129] FIG. 25 shows details of I/O redirector 215 of FIG.
23. In FIG. 25, I/O redirector may include storage 2505, first
comparator 2510, second comparator 2515, and selector
2520. Storage 2505 may store information, such as threshold
time 2525. Threshold time 2525 may be a threshold time
below which there is no value in sending I/O request 905 of
FIG. 23 to a secondary replica. For example, threshold time
2525 might be an amount of time that is less than the time
required to communicate with secondary replicas 2320 and
2325 of FIG. 23. If the time required to process I/O request
905 of FIG. 23 at primary replica 2315 of FIG. 23 is less than
threshold time 2525, then there is no need to even calculate
the time required to process I/O request 905 of FIG. 23 at
secondary replicas 2320 and 2325 of FIG. 23. 1/O redirector
215 may compare the estimated time required to process 1/O
request 905 of FIG. 23 at primary replica 2315 of FIG. 23
using first comparator 2510 to make this determination.
[0130] Secondary replica 2510 may compare the esti-
mated time required to process /O request 905 of FIG. 23
at primary replica 2315 of FIG. 2 with the estimated time
required to process 1/O request 905 of FIG. 23 at secondary
replicas 2320 and 2325 of FIG. 23. Selector 2520 may then
select one of primary replica 2315 of FIG. 23 and secondary
replicas 2320 and 2325 of FIG. 23, based on the results of
second comparator 2515.

[0131] FIG. 26 shows details of local time estimator 2405
of FIG. 24. Local time estimator 2405 may estimate how
long it will take primary replica 2315 of FIG. 23 to satisfy
1/0 request 905 of FIG. 23. To support this operation, local
time estimator 2405 may include local garbage collection
time calculator 2605, local predicted garbage collection time
calculator 2610, queue processing time calculator 2615,
storage 2620, local estimated time required calculator 2625,
and weight generator 2630. Local garbage collection time
calculator 2605 may calculate the local garbage collection
time for primary replica 2315 of FIG. 23, when primary
replica 2315 of FIG. 23 is currently undergoing garbage
collection. Local predicted garbage collection time calcula-
tor 2610 is similar to local garbage collection time calculator
2605, except that local predicted garbage collection time
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calculator 2610 estimates how long primary replica 2315 of
FIG. 23 will take to perform an upcoming garbage collec-
tion. Queue processing time calculator 2615 may calculate
how long it will take process the /O requests in the queue
at primary replica 2315 of FIG. 23 (which would be com-
pleted before 1/O request 905 of FIG. 23 is processed,
assuming that primary replica 2315 of FIG. 23 processes /O
requests in the order received). Storage 2620 may store
information used by local time estimator 2405, such as local
garbage collection weight 2635, local predicted garbage
collection weight 2640, and queue processing weight 2645.
These weights, which may be generated by weight generator
2630, are discussed further with reference to FIG. 33 below.
Finally, local estimated time required calculator 2625 may
generate an estimate of the time required to complete the
processing of /O request 905 of FIG. 23 based on historical
information rather than actual current information.

[0132] FIG. 27 shows details of remote time estimator
2410 of FIG. 24. Remote time estimator 2410 may estimate
how long it will take secondary replicas 2320 and 2325 of
FIG. 23 to satisfy 1/O request 905 of FIG. 23. To support this
operation, remote time estimator 2410 may include commu-
nication time calculator 2705, remote processing time cal-
culator 2710, remote garbage collection time calculator
2715, storage 2720, remote estimated time required calcu-
lator 2725, and weight generator 2730. Communication time
calculator 2705 may calculate the time required for com-
munication with secondary replica 2320 and 2325 of FIG.
23. Remote processor time calculator 2710 may calculate
the time required to process /O request 905 of FIG. 23 based
on the current loads on the processors at system nodes 130
and 135 (including secondary replicas 2320 and 2325,
respectively) in FIG. 23. Remote garbage collection time
calculator 2715 may calculate the remote garbage collection
time for secondary replicas 2320 and 2325 of FIG. 23,
assuming that secondary replicas 2320 and/or 2325 of FIG.
23 are currently undergoing garbage collection. Storage
2720 may store information used by remote time estimator
2405, such as communication time weight 2735, remote
processor time weight 2740, and remote garbage collection
weight 2745. These weights, which may be generated by
weight generator 2630, are discussed further with reference
to FIG. 37 below. Finally, remote estimated time required
calculator 2725 may generate an estimate of the time
required to complete the processing of 1/O request 905 of
FIG. 23 based on historical information rather than actual
current information.

[0133] FIGS. 28 and 29 show local garbage collection
time calculator 2605 and local predicted garbage collection
time calculator 2610, both of FIG. 26, calculating the local
garbage collection time and the predicted garbage collection
time. Because the operations of these two calculators are
very similar, they may be discussed together. The only
difference between their operations is that local garbage
collection time calculator 2605 determines the time required
to complete a garbage collection operation already under-
way on primary replica 2315 of FIG. 23, whereas local
predicted garbage collection time calculator 2610 deter-
mines the time required to perform a garbage collection
operation that is due to begin (but has not yet actually
begun).

[0134] In each case, query logic 2415 of FIG. 24 may
query primary replica 2315 of FIG. 23 for its actual number
of free pages 2805 and its free page threshold 2810. (Alter-
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natively, as free page threshold 2810 is typically a constant
for a given model of storage device, free page threshold
2810 may be stored in storage 2620 of FIG. 26 and accessed
therefrom, rather than by querying primary replica 2315 of
FIG. 23.) Number of free pages 2805 may indicate how
many free pages are currently present on primary replica
2315 of FIG. 23; free page threshold 2810 may indicate a
minimum number of free pages required on primary replica
2315 of FIG. 23. If number of free pages 2805 drops below
free page threshold 2810, then primary replica 2315 of FIG.
23 will perform garbage collection to free up more pages for
data writes.

[0135] Once reception logic 2420 of FIG. 24 receives
number of free pages 2805 and free page threshold 2810,
local garbage collection time calculator 2605 and local
predicted garbage collection time calculator 2610 may deter-
mine local average garbage collection time 2815. Local
average garbage collection time 2815 may represent the
amount of time needed, on average, to free a single page on
primary replica 2315 of FIG. 23. Local average garbage
collection time 2815 may be determined either by accessing
a fixed value that may be stored in storage 2620 or database
2425 of FIG. 24, or it may be calculated from historical
information about garbage collection operations on primary
replica 2315 of FIG. 23: this historical information may be
stored in database 2425 of FIG. 24.

[0136] Although local average garbage collection time
2815 includes the term “average” in its name, local average
garbage collection time 2815 may be calculated in any
desired manner. For example, local average garbage collec-
tion time 2815 may be calculated as the mean, median, or
mode of the time to recover a single page over all garbage
collection operations performed on primary replica 2315 of
FIG. 23. Or, local average garbage collection time 2815 may
be calculated using linear regression analysis over the his-
torical local garbage collection information on primary
replica 2315 of FIG. 23. Or, local average garbage collection
time 2815 may be calculated based on a sliding window of
the most recent garbage collection operations, such as the
most recent 10 (or any other desired number) garbage
collection operations. Still other techniques to calculate
local average garbage collection time 2815 may be used.

[0137] Local garbage collection time calculator 2605 and
local predicted garbage collection time calculator 2610 may
then calculate local garbage collection time 2820 and local
predicted garbage collection time 2905 as the difference
between actual number of free pages 2805 on primary
replica 2315 of FIG. 23 and free page threshold 2810,
multiplied by local average garbage collection time 2815.

[0138] Optionally, local garbage collection time calculator
2605 and local predicted garbage collection time calculator
2610 may also add in Programming delay 2825, which may
account for the time required to Program valid pages in erase
blocks into other pages before the erase blocks are erased.
Programming delay 2825, like local average garbage col-
lection time 2815, may either be a fixed number determined
in advance or it may be computed from historical informa-
tion in much the same way as local average garbage col-
lection time 2815. Programming delay 2825 may just be
added in as a constant to local garbage collection time 2820
and local predicted garbage collection time 2905, or it may
be multiplied by the difference between actual number of
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free pages 2805 and free page threshold 2810 (to account for
the fact that the number of pages requiring Programming
may be variable).

[0139] Because local garbage collection time calculator
2605 and local predicted garbage collection time calculator
2610 operate so similarly, in some embodiments of the
inventive concept they may be implemented using a single
logic to cover both variations. They may each be imple-
mented using logic circuits or with software running on a
processor (for example, an In-Storage Processor on a SSD).
In addition, remote garbage collection time calculator 2715
of FIG. 27 operates similarly to local garbage collection time
calculator 2805, except that queries are about the garbage
collection state of secondary replicas 2320 and 2325 of FIG.
23. Thus, remote garbage collection time calculator 2715 of
FIG. 27 may be understood based on the description of local
garbage collection time calculator 2605, and is not described
in additional detail.

[0140] FIG. 30 shows queue processing time calculator
2615 of FIG. 26 calculating the queue processing time.
Queue processing time calculator 2615 may take number of
pending /O requests 3005 and time required to process a
single I/O request 3010 and multiply the two values together
to determine queue processing time 3015.

[0141] Query logic 2415 of FIG. 24 may query primary
replica 2315 of FIG. 23 for the number of pending requests,
which reception logic 2420 of FIG. 24 may receive. Time
required 3010 is typically a fixed value and may be stored in
storage 2620 of FIG. 26 or in database 2425 of FIG. 24, but
time required 3010 may also be computed from historical
information stored in database 2425 of FIG. 24. Much like
local average garbage collection time 2815 of FIG. 28, time
required 3010 may be computed as the mean, median, or
mode of the times required to perform an /O command
historically on primary replica 2315 of FIG. 23, or it may be
computed using linear regression analysis from such his-
torical information. In addition, the historical information
used may include all historical data or just a sliding window
of historical information.

[0142] FIG. 31 shows details of database 2425 of FIG. 24.
In FIG. 31, database 2425 is shown as storing various data.
This information may include:

[0143] Historical local garbage collection information
3105: historical information about how long garbage
collection has taken when performed on primary rep-
lica 2315 of FIG. 23.

[0144] Worst case local garbage collection information
3110: how long garbage collection has taken in the
worst case when performed on primary replica 2315 of
FIG. 23.

[0145] Average case local garbage collection informa-
tion 3115: how long garbage collection has taken, on
average, performed on primary replica 2315 of FIG. 23.

[0146] Historical processing time information 3120:
historical information about how long primary replica
2315 of FIG. 23 has needed to process a single 1/0O
request 905.

[0147] Worst case processing time information 3125:
how long primary replica 2315 of FIG. 23 has taken to
process a single 1/O request 905 in the worst case.

[0148] Average case processing time information 3130:
how long primary replica 2315 of FIG. 23 has taken, on
average, to process a single /O request 905.
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[0149] Historical communication time information
3135: historical information about how long it has
taken to communicate with secondary replicas 2320
and 2325 of FIG. 23.

[0150] Worst case communication time information
3140: how long it has taken to communicate with
secondary replicas 2320 and 2325 of FIG. 23 in the
worst case.

[0151] Average case communication time information
3145: how long it has taken, on average, to communi-
cate with secondary replicas 2320 and 2325 of FIG. 23.

[0152] Historical remote processor time information
3150: historical information about the processor and
software stack loads on processors associated with
system nodes 130 and 135 that include secondary
replicas 2320 and 2325 of FIG. 23, and how they have
affected the time required to process a single 1/O
request 905 at secondary replicas 2320 and 2325 of
FIG. 23.

[0153] Worst case remote processor time information
3155: the time impact of the remote processor and
software stack loads of processors associated with
system nodes 130 and 135 that include secondary
replicas 2320 and 2325 of FIG. 23 in the worst case.

[0154] Average case remote processor time information
3160: the time impact, on average, of the remote
processor and software stack loads of processors asso-
ciated with system nodes 130 and 135 that include
secondary replicas 2320 and 2325 of FIG. 23.

[0155] Historical remote garbage collection informa-
tion 3165: historical information about how long gar-
bage collection has taken when performed on second-
ary replicas 2320 and 2325 of FIG. 23.

[0156] Worst case remote garbage collection informa-
tion 3170: how long garbage collection has taken in the
worst case when performed on secondary replicas 2320
and 2325 of FIG. 23.

[0157] Average case remote garbage collection infor-
mation 3175: how long garbage collection has taken,
on average, performed on secondary replicas 2320 and
2325 of FIG. 23.

[0158] As may be seen by a quick examination of the
information that may be stored in database 2425, some of
this information is pertinent to local time estimator 2405 of
FIG. 24, and some of this information is pertinent to remote
time estimator 2410 of FIG. 24. But while FIGS. 24 and 31
suggest that all of this information is stored in a single
database (i.e., database 2425), embodiments of the inventive
concept may divide this information into multiple databases,
and may store the information in various locations. For
example, information 3105-3130 might be stored in a data-
base within local time estimator 2405 of FIG. 24 (perhaps
within storage 2620 of FIG. 26), and information 3135-3175
might be stored in a database within remote time estimator
2410 of FIG. 24 perhaps within storage 2720 of FIG. 27).
[0159] FIG. 32 shows details of local predictive analyzer
2430 of FIG. 24. Local garbage collection time calculator
2605, local predicted garbage collection time calculator
2610, and queue processing time calculator 2615, all of FIG.
26, may use current information about primary replica 2315
of FIG. 23 to estimate how long it will take primary replica
2315 of FIG. 23 to process 1/O request 905 of FIG. 23. In
contrast, local predictive analyzer 2430 may make an esti-
mate of the time required for primary replica 2315 of FIG.
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13 to process /O request 905 of FIG. 23 based solely on
historical information. Using historical information in this
manner may provide a counterpoint to the information
provided by local garbage collection time calculator 2605,
local predicted garbage collection time calculator 2610, and
queue processing time calculator 2615, all of FIG. 26.
[0160] In addition, local predictive analyzer 2430 may
provide a predicted time required for primary replica 2315
of FIG. 23 to process /O request 905 of FIG. 23 in situations
where primary replica 2315 may not provide information
needed by local garbage collection time calculator 2605,
local predicted garbage collection time calculator 2610, and
queue processing time calculator 2615, all of FIG. 26. For
example, if primary replica 2315 may not provide informa-
tion about number of free pages 2805 of FIG. 28, then local
garbage collection time calculator 2605 and local predicted
garbage collection time calculator 2610, both of FIG. 26,
may not estimate the time required to perform garbage
collection on primary replica 2315 of FIG. 23. Local pre-
dictive analyzer 2430, on the other hand, uses only historical
information, and does not depend on being able to access
information from primary replica 2315 of FIG. 23.

[0161] Local predictive analyzer 2430 may access infor-
mation from database 2425 and use that information to
generate predicted local time 3205, which may predict how
long it will take primary replica 2315 of FIG. 23 to complete
1/O request 905 of FIG. 23. For example, local predictive
analyzer 2430 may take historical information about how
long primary replica 2315 of FIG. 23 has taken in the past
to process, and use that information to make a prediction
about how long it will take primary replica 2315 of FIG. 23
to process 1/O request 905 of FIG. 23. Note that since local
predictive analyzer 2430 uses historical information rather
than current information about primary replica 2315 of FIG.
23, predicted local time 3205 might not be accurate. Pre-
dicted local time 3205 might be less than the actual required
time, if primary replica 2315 of FIG. 23 is busier than in the
past—for example, if primary replica 2315 of FI1G. 23 needs
to perform a larger than normal amount of garbage collec-
tion. On the other hand, predicted local time 3205 might be
greater than the actual required time, if primary replica 2315
of FIG. 23 is not as busy as in the past—for example, if
primary replica 2315 of FIG. 23 is busy processing a few
pending I/O requests, but not needing to perform garbage
collection.

[0162] Local predictive analyzer 2430 may calculate pre-
dicted local time 3205 from the information in database
2425 in any desired manner. For example, local predictive
analyzer 2430 may compute the mean, median, or mode of
historical local garbage collection information 3105 of FIG.
31, and it may compute the mean, median, or mode of
historical processing time information 3120 of FIG. 31, and
then may combine the two statistical calculations using a
weighted sum. Or, local predictive analyzer 2430 may
consider only historical local garbage collection information
3105 of FIG. 31, and ignore any processing time informa-
tion. Or, local predictive analyzer 2430 may consider only a
sliding window of the information in database 2425.
Embodiments of the inventive concept are intended to
encompass all such variations in how local predictive ana-
lyzer 2430 calculates predicted local time 3205.

[0163] FIG. 33 shows details of local estimated time
required calculator 2625 of FIG. 26. In FIG. 33, local
estimated time required calculator 2625 may take informa-
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tion such as local garbage collection time 2820, local
predicted garbage collection time 2905, and queue process-
ing time 3015, and may combine them to calculate local
estimated time required 3305. Local estimated time required
calculator 2625 may also include local garbage collection
weight 2635, local predicted garbage collection weight
2640, and queue processing weight 2645. These weights
may represent how significantly each corresponding time
factors into the calculation of local estimated time required
3305. For example, each of the times may be multiplied by
its corresponding weight, and the resulting products may be
summed together to calculate local estimated time required
3305.

[0164] Local garbage collection weight 2635, local pre-
dicted garbage collection weight 2640, and queue process-
ing weight 2645 may be computed by any desired means.
For example, weight generator 2630 of FIG. 26 may perform
a linear regression analysis on the information on database
2425 of FIG. 24 to calculate the weights. This linear
regression analysis may be performed on all the information
in database 2425 of FIG. 24, or it may be performed on a
sliding window of information in database 2425.

[0165] Local estimated time required calculator 2625 may
also factor in predicted local time 3205, which may also
optionally be weighted by local predictive weight 3310
(which may also be generated by weight generator 2630 of
FIG. 26). By factoring in predicted local time 3205, local
estimated time required calculator 2625 may balance against
unusual information coming from primary replica 2315 of
FIG. 23 that could lead to unusually low or high estimated
times required.

[0166] While the above description uses weights 2635,
2640, 2645, and 3310, a weighted computation is optional.
For example, local estimated time required calculator 2625
may compute a sum without applying any weights to the
values. Put another way, weights 2635, 2640, 2645, and
3310 may all be implied weights, rather than actually stored
within storage 2620 of FIG. 26. In a similar manner, if local
estimated time required calculator 2625 is designed to
compute local estimated time required 3305 using only a
subset of the available values (for example, just local
garbage collection time 2820), the “weights” applied to the
other values may be set to 0 to avoid those values from
influencing the result. Again, in this situation, the weights
may implied: local garbage collection weight 2635 may be
implicitly 1, and weights 2640, 2645, and 3310 may be 0. Of
course, in situations where a weight is set to 0, the corre-
sponding value does not need to be computed in the first
place either, and the corresponding components that produce
that value may also be omitted from embodiments of the
inventive concept, as appropriate.

[0167] FIG. 34 shows details of communication time
calculator 2705 of FIG. 27. Communication time calculator
2705 may include ping logic 3405, which may ping system
nodes 130 and 135, which contain secondary replicas 2320
and 2325, all of FIG. 23, to determine the time required to
communicate with the nodes. Alternatively, communication
time calculator may access historical communication time
information 3135, worst case communication time 3140, and
average case communication time 3145 from database 2425
of FIG. 31, and use that information to calculate communi-
cation time 3410. Embodiments of the inventive concept
may also include other approaches to calculating the com-
munication time with system nodes 130 and 135. For
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example, ping logic 3405 may send a small data request to
secondary replicas 2320 and 2325 of FIG. 23, and measuring
how long it takes to communicate with secondary replicas
2320 and 2325 of FIG. 23 using this small data request.
[0168] FIG. 35 shows details of remote processor time
calculator 2710 of FIG. 27. In FIG. 35, remote processor
time calculator 2710 may take remote processor load 3505
and remote software stack load 3510. Query logic 2415 and
reception logic 2420, both of FIG. 24, may request and
receive remote processor load 3505 and remote software
stack load 3510 from a processor associated with system
nodes 130 and 135 of FIG. 23, which include secondary
replicas 2320 and 2325 of FIG. 23. Remote processor load
3505 may represent the load on the processor in system
nodes 130 and 135 of FIG. 23, while remote software stack
lock 3510 may represent the load on the software running on
the processor in system nodes 130 and 135 of FIG. 23.
Remote processor time calculator may use any desired
approach to translate loads 3505 and 3510 into remote
processor time 3515. In addition, remote processor time
calculator 2710 may calculate remote processor time 3515
based on only one of loads 3505 and 3510, rather than both.
[0169] FIG. 36 shows details of remote predictive ana-
lyzer 2435 of FIG. 24. Communication time calculator 2705,
remote processor time calculator 2710, and remote garbage
collection time calculator 2715, all of FIG. 27, may use
current information about secondary replicas 2320 and 2325
of FIG. 23 to estimate how long it will take secondary
replicas 2320 and 2325 of FIG. 23 to process /O request 905
of FIG. 23. In contrast, remote predictive analyzer 2435 may
make an estimate of the time required for secondary replicas
2320 and 2325 of FIG. 13 to process /O request 905 of FIG.
23 based solely on historical information. Using historical
information in this manner may provide a counterpoint to
the information provided by communication time calculator
2705, remote processor time calculator 2710, and remote
garbage collection time calculator 2715, all of FIG. 27.
[0170] In addition, remote predictive analyzer 2435 may
provide a predicted time required for secondary replicas
2320 and 2325 of FIG. 23 to process /O request 905 of FIG.
23 in situations where secondary replicas 2320 and 2325
may not provide information needed by communication time
calculator 2705, remote processor time calculator 2710, and
remote garbage collection time calculator 2715, all of FIG.
26. For example, if secondary replicas 2320 and 2325 may
not provide information about number of free pages 2805 of
FIG. 28, then remote garbage collection time calculator
2715 of FIG. 27 may not estimate the time required to
perform garbage collection on secondary replicas 2320 and
2325 of FIG. 23. Remote predictive analyzer 2435, on the
other hand, uses only historical information, and does not
depend on being able to access information from secondary
replicas 2320 and 2325 of FIG. 23.

[0171] Remote predictive analyzer 2435 may access infor-
mation from database 2425 and use that information to
generate predicted remote time 3605, which may predict
how long it will take secondary replicas 2320 and 2325 of
FIG. 23 to complete /O request 905 of FIG. 23. For
example, remote predictive analyzer 2435 may take histori-
cal information about how long secondary replicas 2320 and
2325 of FIG. 23 has taken in the past to process, and use that
information to make a prediction about how long it will take
secondary replicas 2320 and 2325 of FIG. 23 to process 1/0O
request 905 of FIG. 23. Note that since remote predictive
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analyzer 2435 uses historical information rather than current
information about secondary replicas 2320 and 2325 of FIG.
23, predicted remote time 3605 might not be accurate.
Predicted remote time 3605 might be less than the actual
required time, if secondary replicas 2320 and 2325 of FIG.
23 are busier than in the past—for example, if secondary
replicas 2320 and 2325 of FIG. 23 need to perform a larger
than normal amount of garbage collection. On the other
hand, predicted remote time 3605 might be greater than the
actual required time, if secondary replicas 2320 and 2325 of
FIG. 23 are not as busy as in the past—for example, if
secondary replicas 2320 and 2325 of FIG. 23 are busy
processing a few pending I/O requests, but not needing to
perform garbage collection.

[0172] Remote predictive analyzer 2435 may calculate
predicted remote time 3605 from the information in database
2425 in any desired manner. For example, remote predictive
analyzer 2435 may compute the mean, median, or mode of
historical remote garbage collection information 3165 of
FIG. 31, and it may compute the mean, median, or mode of
historical communication time information 3135 of FIG. 31,
and then may combine the two statistical calculations using
a weighted sum. Or, remote predictive analyzer 2435 may
consider only historical remote garbage collection informa-
tion 3165 of FIG. 31, and ignore any communication time
and remote processor time information. Or, remote predic-
tive analyzer 2435 may consider only a sliding window of
the information in database 2425. Embodiments of the
inventive concept are intended to encompass all such varia-
tions in how remote predictive analyzer 2435 calculates
predicted remote time 3605.

[0173] FIG. 37 shows details of remote estimated time
required calculator 2725 of FIG. 27. In FIG. 37, remote
estimated time required calculator 2725 may take informa-
tion such as communication time 3410, remote processor
time 3515, and remote garbage collection time 3705, and
may combine them to calculate remote estimated time
required 3710. Remote estimated time required calculator
2725 may also include communication time weight 2735,
remote processor time weight 2740, and remote garbage
collection time weight 2745. These weights may represent
how significantly each corresponding time factors into the
calculation of remote estimated time required 3710. For
example, each of the times may be multiplied by its corre-
sponding weight, and the resulting products may be summed
together to calculate remote estimated time required 3710.
[0174] Communication time weight 2735, remote proces-
sor time weight 2740, and remote garbage collection time
weight 2745 may be computed by any desired means. For
example, weight generator 2730 of FIG. 27 may perform a
linear regression analysis on the information on database
2425 of FIG. 24 to calculate the weights. This linear
regression analysis may be performed on all the information
in database 2425 of FIG. 24, or it may be performed on a
sliding window of information in database 2425.

[0175] Remote estimated time required calculator 2725
may also factor in predicted remote time 3605, which may
also optionally be weighted by remote predictive weight
3715 (which may also be generated by weight generator
2730 of FIG. 27). By factoring in predicted remote time
3605, remote estimated time required calculator 2725 may
balance against unusual information coming from secondary
replicas 2320 and 2325 of FIG. 23 that could lead to
unusually low or high estimated times required.
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[0176] While the above description uses weights 2735,
2740, 2745, and 3715, a weighted computation is optional.
For example, remote estimated time required calculator
2725 may compute a sum without applying any weights to
the values. Put another way, weights 2735, 2740, 2745, and
3715 may all be implied weights, rather than actually stored
within storage 2720 of FIG. 27. In a similar manner, if
remote estimated time required calculator 2725 is designed
to compute remote estimated time required 3710 using only
a subset of the available values (for example, just remote
garbage collection time 3705), the “weights” applied to the
other values may be set to 0 to avoid those values from
influencing the result. Again, in this situation, the weights
may be implied: remote garbage collection weight 2745 may
be implicitly 1, and weights 2735, 2740, and 3715 may be
0. Of course, in situations where a weight is set to 0, the
corresponding value does not need to be computed in the
first place either, and the corresponding components that
produce that value may also be omitted from embodiments
of the inventive concept, as appropriate.

[0177] FIG. 38 shows details of I/O redirector 215 of FIG.
25. In FIG. 38, /O redirector 215 may receive threshold
time 2525 and local estimated time requested 3305. First
comparator 2510 may compare these values. If local esti-
mated time requested 3305 is less than threshold time 2525,
the 1/O redirector 215 may direct I/O request 905 of FIG. 23
to primary replica 2315 of FIG. 23, as shown by box 3805.
Otherwise, local estimated time required 3305 may be
passed to second comparator 2515, which may also receive
remote estimated time required 3710 for each secondary
replica 130 and 135 of FIG. 23. Selector 2520 may then
select one of primary replica 2315 and secondary replicas
2320 and 2325, all of FIG. 23, based on which has the lowest
estimated time required, after which I/O redirector 215 may
send I/O request 905 of FIG. 23 to the selected replica: either
primary replica 2315 of FIG. 23, as shown by box 3805, or
one of secondary replicas 2320 and 2325 of FIG. 23, as
shown by box 3810.

[0178] FIGS. 39A-39B show a flowchart of a procedure
for cost analyzer 2310 and I/O redirector 215, both of FIG.
23, to determine where to send /O request 905 of FIG. 23,
according to an embodiment of the inventive concept. In
FIG. 39A, at block 3905, system node 125 of FIG. 23 may
receive [/O request 905 of FIG. 23. At block 3910, I/O
redirector 215 of FIG. 23 may determine whether primary
replica 2315 of FIG. 23 is currently undergoing garbage
collection. If primary replica 2315 of FIG. 23 is not currently
undergoing garbage collection, then at block 3915, I/O
redirector 215 of FIG. 23 may send /O request 905 of FIG.
23 to primary replica 2315 of FIG. 23.

[0179] If primary replica 2315 of FIG. 23 is currently
undergoing garbage collection, then at block 3920, local
estimated time required calculator 2625 of FIG. 26 may
calculate local estimated time required 3305 of FIG. 33. At
block 3925, first comparator 2510 may compare local esti-
mated time required 3305 of FIG. 33 with threshold time
2525 of FIG. 25. At block 3930 determines whether local
estimated time required 3305 of FIG. 33 is less than thresh-
old time 2525 of FIG. 25. If local estimated time required
3305 of FIG. 33 is less than threshold time 2525 of FIG. 25,
then processing continues at block 3915 for I/O redirector
205 of FIG. 23 to direct /O request 905 of FIG. 23 to
primary replica 2315 of FIG. 23.
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[0180] On the other hand, if local estimated time required
3305 of FIG. 33 is greater than threshold time 2525 of FIG.
25, then at block 3935 (FIG. 39B) cost estimator 2310 of
FIG. 23 selects one of secondary replicas 2320 and 2325 of
FIG. 23. At block 3940, remote estimated time required
calculator 2725 of FIG. 27 may calculate remote estimated
time required 3710 of FIG. 37. At block 3945, cost estimator
2310 of FIG. 23 determines if there are any more secondary
replicas of the data requested by /O request 905 of FIG. 23:
if so, then processing returns to block 3935 to calculate
remote estimated time required 3710 of FIG. 37 for another
secondary replica. Otherwise, at block 3950, second com-
parator 2515 may compare local estimated time required
3305 of FIG. 33 with the remote estimated times required
3710 of FIG. 37 for each of secondary replicas 2320 and
2325 of FIG. 23. At block 3955, selector 2520 may select
one of primary replica 2315 and secondary replicas 2320
and 2325, all of FIG. 23, based on which has the associated
lowest estimated time required. Finally, at block 3960, 1/O
redirector 215 of FIG. 23 may direct /O request 905 of FIG.
23 to the selected replica, after which processing is com-
plete.

[0181] In FIGS. 39A-39B, the flowchart shows 1/O redi-
rector 215 of FIG. 23 sending 1/O request 905 of FIG. 23 to
primary replica 2315 of FIG. 23 if primary replica 2315 of
FIG. 23 is not currently undergoing garbage collection.
Garbage collection is often the primary reason why it might
be more efficient to send I/O request 905 of FIG. 23 to one
of secondary replicas 2320 and 2325 of FIG. 23. Therefore,
if primary replica 2315 of FIG. 23 is not performing garbage
collection, then /O request 905 of FIG. 23 may often be
most efficiently processed at primary replica 2315 of FIG.
23. But in some embodiments of the inventive concept,
block 3910 may be omitted and cost estimator 2310 of FIG.
23 may calculate the local and remote estimated times
required even if primary replica 2315 of FIG. 23 is perform-
ing garbage collection.

[0182] FIG. 40 shows a flowchart of a procedure for local
estimated time required calculator 2625 of FIG. 26 to
calculate local estimated time required 3305 of FIG. 33,
according to an embodiment of the inventive concept. In
FIG. 40, at block 4005, local garbage collection time cal-
culator 2605 of FIG. 26 may calculate local garbage collec-
tion time 2820 of FIG. 28. At block 4010, local predicted
garbage collection time calculator 2610 of FIG. 26 may
calculate local predicted garbage collection time 2905 of
FIG. 29. At block 4015, queue processing time calculator
2615 of FIG. 26 may calculate queue processing time 3015
of FIG. 30. At block 4020, local predictive analyzer 2430 of
FIG. 24 may calculate predicted local time 3205 of FIG. 32.
At block 4025, weight generator 2630 of FIG. 26 may
calculate weights to be applied to the various times used in
calculating local estimated time required 3305 of FIG. 33.
Finally, at block 4030, local estimated time required calcu-
lator 2625 of FIG. 26 may calculate local estimated time
required 3305 of FIG. 33 from the various times and
weights.

[0183] FIGS. 41A-41B show a flowchart of a procedure
for local garbage collection time calculator 2605 and local
predicted garbage time calculator 2610, both of FIG. 26, and
remote garbage collection time calculator 2715 of FIG. 27 to
calculate local garbage collection times 2820 of FIG. 28,
local predicted garbage collection time 2905 of FIG. 29, and
remote garbage collection time 3705 of FIG. 37, according
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to an embodiment of the inventive concept. For simplicity of
description, with reference to FIGS. 41A-41B, all references
to local garbage collection time calculator 2605 of FIG. 26
are intended to also refer to local predicted garbage collec-
tion time calculator 2610 of FIG. 26 and remote garbage
collection time calculator 2715 of FIG. 27, all references to
primary replica 2315 of FIG. 23 are intended to also refer to
secondary replicas 2320 and 2325 of FIG. 23; all references
to local average garbage collection time 2815 of FIG. 28 are
intended to also refer to a remote average garbage collection
time; and all references to local garbage collection time
2805 of FIG. 28 are intended to also refer to local predicted
garbage collection time 2905 of FIG. 29 and remote garbage
collection time 3705 of FIG. 37.

[0184] In FIG. 41A, at block 4105, local garbage collec-
tion time calculator 2605 of FIG. 26 may check to see if
primary replica 2315 of FIG. 23 is undergoing or about to
undergo garbage collection. This check may be done by
comparing number of free pages 2805 of FIG. 28 with free
page threshold 2810 of FIG. 28: if number of free pages
2805 of FIG. 28 is lower than free page threshold 2810 of
FIG. 28, then primary replica 2315 of FIG. 23 either is
undergoing or is about to begin garbage collection.

[0185] If primary replica 2315 of FIG. 23 is not undergo-
ing garbage collection nor is about to begin garbage collec-
tion, then local garbage collection time calculator 2605 of
FIG. 26 may return local garbage collection time 2820 of
FIG. 28 as 0. Otherwise, primary replica 2315 of FIG. 23 is
either undergoing garbage collection or about to begin
garbage collection.

[0186] At this point, there are two possible approaches
that may be taken. One approach is to use historical infor-
mation about garbage collection on primary replica 2315 of
FIG. 23, as stored in database 2425 of FIG. 24. At block
4110, local garbage collection time calculator 2605 of FIG.
26 may access the historical information in database 2425 of
FIG. 24, and at block 4115 local garbage collection time
calculator 2625 of FIG. 26 may calculate local garbage
collection time 2820 of FIG. 28 using the historical infor-
mation.

[0187] The other approach is shown in FIG. 41B. At block
4120, query logic 2415 of FIG. 24 may query for number of
free pages 2805 of FIG. 28. As shown by dashed arrow 4125,
block 4120 may be repeated as often as necessary: either
because query logic 2415 of FIG. 24 is set up to make the
query on a regular basis, or because there are multiple
replicas to query (for example, there may be multiple
secondary replicas to query to calculate all possible remote
garbage collection times 2905 of FIG. 29). At block 4130,
reception logic 2420 of FIG. 24 may receive number(s) of
free pages 2805 of FIG. 28 from the replica(s). At block
4135, query logic 2415 of FIG. 24 may query for free page
threshold 2810 of FIG. 28. As shown by dashed arrow 4140,
block 4135 may be repeated as often as necessary: either
because query logic 2415 of FIG. 24 is set up to make the
query on a regular basis, or because there are multiple
replicas to query (for example, there may be multiple
secondary replicas to query to calculate all possible remote
garbage collection times 2905 of FIG. 29). At block 4145,
reception logic 2420 of FIG. 24 may receive free page
threshold(s) 2805 of FIG. 28 from the replica(s).

[0188] At block 4150, local garbage collection time cal-
culator 2625 of FIG. 26 may calculate the difference
between number of free pages 2805 of FI1G. 28 and free page



US 2017/0123700 Al

threshold 2810 of FIG. 28. This difference represents the
number of pages that need to be freed to bring primary
replica 2315 of FIG. 23 out of the garbage collection state.
At block 4155, local garbage collection time calculator 2625
of FIG. 26 may add a delay associated with Programming
valid pages in blocks being erased. At block 4160, local
garbage collection time calculator 2625 of FIG. 26 may
calculate local garbage collection time 2820 of FIG. 28 by
multiplying the above result by local average garbage col-
lection time 2815 of FIG. 28.

[0189] FIG. 42 shows a flowchart of a procedure for queue
processing time calculator 2615 of FIG. 26 to calculate
queue processing time 3015 of FIG. 30, according to an
embodiment of the inventive concept. In FIG. 42, at block
4205, query logic 2415 of FIG. 24 may request a queue
depth (that is, number of pending 1/O requests 3005 of FIG.
30) at primary replica 2315 of FIG. 23. At block 4210,
reception logic 2420 of FI1G. 24 may receive may receive the
queue depth from primary replica 2315 of FIG. 23. At block
4210, queue processing time calculator 2615 of FIG. 26 may
determine time required 3010 of FIG. 30 to process a single
1/0 request. At block 4215, queue processing time calculator
2615 of FIG. 26 may calculate queue processing time 3015
of FIG. 30 by multiplying queue depth 3005 of FIG. 30 by
time required 3010 of FIG. 30 to process a single 1/O
request.

[0190] FIG. 43 shows a flowchart of a procedure for
predicting the time required to process /O request 905 of
FIG. 23, according to an embodiment of the inventive
concept. FIG. 43 may show the procedure used by either
local predictive analyzer 2430 of FIG. 24 or remote predic-
tive analyzer 2435 of FIG. 24; any reference to local
predictive analyzer 2430 of FIG. 24 is also intended to refer
to remote predictive analyzer 2435 of FIG. 24.

[0191] At block 4305, local predictive analyzer 2430 of
FIG. 24 may access historical information from database
2425 of FIG. 24. At block 4310, local predictive analyzer
2430 of FIG. 24 may predict the time required based on the
historical information in database 2425 of FIG. 24. Local
predictive analyzer 2430 of FIG. 24 may use any desired
approach to predict the time required. Example approaches
include calculating the mean, median, or mode of the
historical information, applying weighted functions to the
historical information, and performing a linear regression
analysis. Embodiments of the inventive concept may apply
other approaches to predicting the time required as well.
[0192] FIG. 44 shows a flowchart of a procedure for using
linear regression analysis to determine weights 2635, 2640,
and 2645 of FIG. 26, weights 2735, 2740, and 2745 of FIG.
27, weight 3310 of FIG. 33, and weight 3715 of FIG. 37,
according to an embodiment of the inventive concept. At
block 4405, weight generators 2630 of FIG. 26 and 2730 of
FIG. 27 may determine a sliding window to use for the
historical information in database 2425 of FIG. 24. At block
4410, weight generators 2630 of FIGS. 26 and 2730 of FIG.
27 may use linear regression analysis over the windows into
database 2425 of FIG. 24 to generate the weights.

[0193] FIG. 45 shows a flowchart of a procedure for
remote estimated time required calculator 2725 of FIG. 27
to calculate remote estimated time required 3710 of FIG. 37,
according to an embodiment of the inventive concept. At
block 4505, communication time calculator 2705 of FIG. 27
may calculate communication time 3410 of FIG. 34. At
block 4510, remote processor time calculator 2710 of FIG.
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27 may calculate remote processor time 3515 of FIG. 35. At
block 4515, remote garbage collection time calculator 2715
of FIG. 27 may calculate a remote garbage collection time.
At block 4520, remote predictive analyzer 2435 of FIG. 24
may calculate predicted remote time 3605 of FIG. 36. At
block 4525, weight generator 2730 of FIG. 27 may calculate
weights to be applied to the various times used in calculating
remote estimated time required 3710 of FIG. 37. Finally, at
block 4530, remote estimated time required calculator 2725
of FIG. 27 may calculate remote estimated time required
3710 of FIG. 37 from all of this information.

[0194] FIG. 46 shows a flowchart of a procedure for
communication time calculator 2705 of FIG. 27 to deter-
mine communication time 3410 of FIG. 34 to secondary
replicas 2320 and 2325 of FIG. 23, according to an embodi-
ment of the inventive concept. In FIG. 46, at block 4605,
ping logic 3405 of FIG. 34 may ping each of secondary
replicas 2320 and 2325 of FIG. 23. As there may be more
than one such secondary replica, dashed arrow 4610 shows
that block 4605 may be repeated as often as necessary.
Alternatively, at block 4615, communication time calculator
2705 of FIG. 27 may calculate communication time 3410 of
FIG. 34 from historical information stored in database 2425
of FIG. 24 to calculate communication time 3410 of FIG. 34.
Communication time calculator 2705 of FIG. 27 may use
any desired approach to calculate communication time 3410
of FIG. 34, including calculating the mean, median, or mode
of the historical information in database 2425 of FIG. 24, or
performing a linear regression analysis on the historical
information in database 2425 of FIG. 24. Alternatively,
communication time calculator 2705 of FIG. 27 may access
a storage graph with information about the layout of the
various nodes and the distances, latencies, and bandwidth
between the nodes. From this information, communication
time calculator 2705 of FIG. 27 may calculate communica-
tion time 3410 of FIG. 34.

[0195] FIG. 47 shows a flowchart of a procedure for
remote processor time calculator 2710 of FIG. 27 to deter-
mine remote processor time 3515 of FIG. 35, according to
an embodiment of the inventive concept. In FIG. 47, at block
4705, query logic 2415 of FIG. 24 may query secondary
replicas 2320 and 2325 of FIG. 23 for processor loads 3505
of FIG. 35. As there may be more than one secondary
replica, dashed arrow 4710 shows that block 4705 may be
repeated as often as necessary to query all the secondary
replicas. At block 4715, reception logic 2420 of FIG. 24 may
receive remote processor load(s) from the secondary repli-
cas.

[0196] At block 4720, query logic 2415 of FIG. 24 may
query secondary replicas 2320 and 2325 of FIG. 23 for
software stack loads 3510 of FIG. 35. As there may be more
than one secondary replica, dashed arrow 4725 shows that
block 4720 may be repeated as often as necessary to query
all the secondary replicas. At block 4730, reception logic
2420 of FIG. 24 may receive remote software stack load(s)
from the secondary replicas.

[0197] Finally, at block 4735, remote processor time cal-
culator 2710 of FIG. 27 may map remote processor load(s)
3505 and remote software stack load(s) 3510, both of FIG.
35, to remote processor time 3515 of FIG. 35.

[0198] In FIGS. 15A-22B and 39A-47, some embodi-
ments of the inventive concept are shown. But a person
skilled in the art will recognize that other embodiments of
the inventive concept are also possible, by changing the
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order of the blocks, by omitting blocks, or by including links
not shown in the drawings. All such variations of the
flowcharts are considered to be embodiments of the inven-
tive concept, whether expressly described or not.

[0199] The following discussion is intended to provide a
brief, general description of a suitable machine or machines
in which certain aspects of the inventive concept may be
implemented. The machine or machines may be controlled,
at least in part, by input from conventional input devices,
such as keyboards, mice, etc., as well as by directives
received from another machine, interaction with a virtual
reality (VR) environment, biometric feedback, or other input
signal. As used herein, the term “machine” is intended to
broadly encompass a single machine, a virtual machine, or
a system of communicatively coupled machines, virtual
machines, or devices operating together. Exemplary
machines include computing devices such as personal com-
puters, workstations, servers, portable computers, handheld
devices, telephones, tablets, etc., as well as transportation
devices, such as private or public transportation, e.g., auto-
mobiles, trains, cabs, etc.

[0200] The machine or machines may include embedded
controllers, such as programmable or non-programmable
logic devices or arrays, Application Specific Integrated
Circuits (ASICs), embedded computers, smart cards, and the
like. The machine or machines may utilize one or more
connections to one or more remote machines, such as
through a network interface, modem, or other communica-
tive coupling. Machines may be interconnected by way of a
physical and/or logical network, such as an intranet, the
Internet, local area networks, wide area networks, etc. One
skilled in the art will appreciate that network communication
may utilize various wired and/or wireless short range or long
range carriers and protocols, including radio frequency (RF),
satellite, microwave, Institute of Electrical and Electronics
Engineers (IEEE) 802.11, Bluetooth®, optical, infrared,
cable, laser, etc.

[0201] Embodiments of the present inventive concept may
be described by reference to or in conjunction with associ-
ated data including functions, procedures, data structures,
application programs, etc. which when accessed by a
machine results in the machine performing tasks or defining
abstract data types or low-level hardware contexts. Associ-
ated data may be stored in, for example, the volatile and/or
non-volatile memory, e.g., RAM, ROM, etc., or in other
storage devices and their associated storage media, includ-
ing hard-drives, floppy-disks, optical storage, tapes, flash
memory, memory sticks, digital video disks, biological
storage, etc. Associated data may be delivered over trans-
mission environments, including the physical and/or logical
network, in the form of packets, serial data, parallel data,
propagated signals, etc., and may be used in a compressed
or encrypted format. Associated data may be used in a
distributed environment, and stored locally and/or remotely
for machine access.

[0202] Embodiments of the inventive concept may include
a tangible, non-transitory machine-readable medium com-
prising instructions executable by one or more processors,
the instructions comprising instructions to perform the ele-
ments of the inventive concepts as described herein.
[0203] Having described and illustrated the principles of
the inventive concept with reference to illustrated embodi-
ments, it will be recognized that the illustrated embodiments
may be modified in arrangement and detail without depart-
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ing from such principles, and may be combined in any
desired manner. And, although the foregoing discussion has
focused on particular embodiments, other configurations are
contemplated. In particular, even though expressions such as
“according to an embodiment of the inventive concept” or
the like are used herein, these phrases are meant to generally
reference embodiment possibilities, and are not intended to
limit the inventive concept to particular embodiment con-
figurations. As used herein, these terms may reference the
same or different embodiments that are combinable into
other embodiments.

[0204] The foregoing illustrative embodiments are not to
be construed as limiting the inventive concept thereof.
Although a few embodiments have been described, those
skilled in the art will readily appreciate that many modifi-
cations are possible to those embodiments without materi-
ally departing from the novel teachings and advantages of
the present disclosure. Accordingly, all such modifications
are intended to be included within the scope of this inventive
concept as defined in the claims.

[0205] Embodiments of the inventive concept may extend
to the following statements, without limitation:

[0206] Statement 1. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135), comprising:

[0207] at least one storage device (140, 145, 150, 155,
160, 165, 225, 230), the at least one storage device (140,
145, 150, 155, 160, 165, 225, 230) including a primary
replica (2315) of data;

[0208] a cost analyzer (2310) to calculate a local estimated
time required (3305) to complete an Input/Output (I/O)
request (905) at the primary replica (2315) and at least one
remote estimated time required (3710) to complete the I/O
request (905) at at least one secondary replica (2320, 2325)
of the data; and

[0209] an I/O redirector (215) to direct the 1/O request
(905) to one of the primary replica (2315) and the at least
one secondary replica (2320, 2325) responsive to the local
estimated time required (3305) and the at least one remote
estimated time required (3710).

[0210] Statement 2. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 1, wherein the at least one
storage device (140, 145, 150, 155, 160, 165, 225, 230)
includes a Solid State Drive (SSD) (140, 145, 150, 155, 160,
165, 225, 230).

[0211] Statement 3. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 1, wherein the distributed
storage system node (125, 130, 135) is drawn from a set
including a Network Attached Solid State Drive (SSD) and
an Ethernet SSD.

[0212] Statement 4. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 1, wherein the 1/O redirector
(215) is operative to redirect the I/O request (905) only if the
at least one storage device (140, 145, 150, 155, 160, 165,
225, 230) is currently undergoing garbage collection.

[0213] Statement 5. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 4, wherein:
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[0214] the cost analyzer (2310) includes a local time
estimator (2405) to calculate the local estimated time
required (3305) to process the /O request (905) at the
primary replica (2315); and

[0215] the [/O redirector (215) includes:
[0216] storage (2505) for a threshold time (2525); and
[0217] a first comparator (2510) to compare the local

estimated time required (3305) with the threshold time
(2525).
[0218] Statement 6. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 5, wherein the 1/O redirector
(215) is operative to direct the /O request (905) to the
primary replica (2315) if the local estimated time required
(3305) is less than the threshold time (2525).
[0219] Statement 7. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 5, wherein the local time
estimator (2405) includes:
[0220] alocal garbage collection time calculator (2605) to
calculate a local garbage collection time (2820);
[0221] alocal predicted garbage collection time calculator
(2610) to calculate a local predicted garbage collection time
(2905);
[0222] storage (2620) for a local garbage collection weight
(2635) and a predicted garbage collection weight (2640);
and
[0223] alocal estimated time required calculator (2625) to
calculate a local estimated time required (3305) from the
local garbage collection time (2820), the local predicted
garbage collection time (2905), the local garbage collection
weight (2635), and the predicted garbage collection weight
(2640).
[0224] Statement 8. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 7, wherein the local estimated
time required calculator (2625) is operative to calculate the
local estimated time required (3305) as a sum of the local
garbage collection time (2820) multiplied by the local
garbage collection weight (2635) and the local predicted
garbage collection time (2905) multiplied by the predicted
garbage collection weight (2640).
[0225] Statement 9. An embodiment of the inventive con-
cept includes a distributed storage system node (125, 130,
135) according to statement 8, wherein the local estimated
time required calculator (2625) is operative to calculate the
local estimated time required (3305) as a sum of the local
garbage collection time (2820) multiplied by the local
garbage collection weight (2635), the local predicted gar-
bage collection time (2905) multiplied by the predicted
garbage collection weight (2640), and a queue processing
time (3015) multiplied by a queue processing weight (2645).
[0226] Statement 10. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 7, wherein:
[0227] the cost analyzer (2310) further comprises:
[0228] query logic (2415) to query the primary replica
(2315) for an actual number of free pages (2805); and
[0229] reception logic (2420) to receive from the pri-
mary replica (2315) the actual number of free pages
(2805); and
[0230] the local garbage collection time calculator (2605)
is operative to calculate a difference by subtracting the actual
number of free pages (2805) from a threshold number of free
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pages (2810) for the primary replica (2315) and to calculate
the local garbage collection time (2820) by multiplying
(4160) the difference by an local average garbage collection
time (2815).
[0231] Statement 11. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 10, wherein the local
garbage collection time calculator (2605) is further operative
to add a delay (2825) associated with Programming valid
pages in each erase block to the local garbage collection time
(2820).
[0232] Statement 12. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 10, wherein the query logic
(2415) is operative to periodically query the primary replica
(2315) for the actual number of free pages (2805).
[0233] Statement 13. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 7, wherein:
[0234] the cost analyzer (2310) further includes:
[0235] query logic (2415) to query the primary replica
(2315) for an actual number of free pages (2805); and
[0236] reception logic (2420) to receive from the pri-
mary replica (2315) the actual number of free pages
(2805); and
[0237] the local predicted garbage collection time calcu-
lator (2610) is operative to calculate a difference by sub-
tracting the actual number of free pages (2805) from a
threshold number of free pages (2810) for the primary
replica (2315) and to calculate the local predicted garbage
collection time (2905) by multiplying (4160) the difference
by an local average garbage collection time (2815).
[0238] Statement 14. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 13, wherein the local
predicted garbage collection time calculator (2610) is further
operative to add a delay (2825) associated with Program-
ming valid pages in each erase block to the local predicted
garbage collection time (2905).
[0239] Statement 15. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 13, wherein the query logic
(2415) is operative to periodically query the primary replica
(2315) for the actual number of free pages (2805).
[0240] Statement 16. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 7, wherein:
[0241] the local time estimator (2405) includes a queue
processing time calculator (2615) to calculate a queue
processing time (3015);
[0242] the storage (2620) includes storage (2620) for a
queue processing weight (2645); and
[0243] the local estimated time required calculator (2625)
is operative to calculate the local estimated time required
(3305) from the local garbage collection time (2820), the
local predicted garbage collection time (2905), the queue
processing time (3015), the local garbage collection weight
(2635), the predicted garbage collection weight (2640), and
the queue processing weight (2645).
[0244] Statement 17. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 16, wherein:

[0245] the cost analyzer (2310) further includes:
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[0246] query logic (2415) to query the primary replica
(2315) for a number (3005) of 1/O requests (905)
pending at the primary replica (2315); and

[0247] reception logic (2420) to receive from the pri-
mary replica (2315) the number (3005) of /O requests
(905) pending at the primary replica (2315); and

[0248] the queue processing time calculator (2615) is
operative to calculate the queue processing time (3015) by
multiplying the number (3005) of 1/O requests (905) pend-
ing at the primary replica (2315) by a time required (3010)
to process a single /O request (905).

[0249] Statement 18. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 17, wherein the query logic
(2415) is operative to periodically query the primary replica
(2315) for the number (3005) of 1/O requests (905) pending
at the primary replica (2315).

[0250] Statement 19. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 7, wherein the cost ana-
lyzer (2310) further includes:

[0251] a database (2425) storing information including at
least one of historical local garbage collection information
(3105) for the primary replica (2315), a worst case estimate
for local garbage collection (3110) on the primary replica
(2315), an average case estimate for local garbage collection
(3115) on the primary replica (2315), historical processing
time information (3120) for the primary replica (2315), a
worst case estimate for processing time (3125) on the
primary replica (2315), and an average case estimate for
processing time (3130) on the primary replica (2315); and
[0252] a local predictive analyzer (2430) to calculate a
predicted local time (3205) for the primary replica (2315)
from the information stored in the database (2425).

[0253] Statement 20. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 19, wherein the local
estimated time required calculator (2625) is operative to
calculate a local estimated time required (3305) from the
local garbage collection time (2820), the local predicted
garbage collection time (2905), the predicted local time
(3205), the local garbage collection weight (2635), and the
predicted garbage collection weight (2640).

[0254] Statement 21. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 7, wherein the local time
estimator (2405) further includes a weight generator (2630)
to generate the local garbage collection weight (2635) and
the predicted garbage collection weight (2640).

[0255] Statement 22. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 21, wherein the weight
generator (2630) is operative to generate the local garbage
collection weight (2635) and the predicted garbage collec-
tion weight (2640) using a linear regression analysis based
on historical data for the primary replica (2315).

[0256] Statement 23. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 22, wherein the historical
data is drawn from a sliding window of use of the primary
replica (2315).

[0257] Statement 24. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 5, wherein:
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[0258] the cost analyzer (2310) further includes a remote
time estimator (2410) to calculate the at least one remote
estimated time required (3710) to process the /O request
(905) at the at least one secondary replica (2320, 2325); and

[0259] the 1/O redirector (215) further includes:

[0260] asecond comparator (2515) to compare the local
estimated time required (3305) with the at least one
remote estimated time required (3710); and

[0261] a selector (2520) to select one of the primary
replica (2315) and the at least one secondary replica
(2320, 2325) to process the 1/O request (905) with a
minimum time from the local estimated time required
(3305) and the at least one remote estimated time
required (3710).

[0262] Statement 25. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 24, wherein the remote
time estimator (2410) includes:

[0263] a communication time calculator (2705) to calcu-
late a communication time (3410) between the distributed
storage system node (125, 130, 135) and at least one
secondary storage system node (125, 130, 135) including the
at least one secondary replica (2320, 2325);

[0264] a remote processor time calculator (2710) to cal-
culate a remote processor time (3515) for the at least one
secondary storage system node (125, 130, 135);

[0265] a remote garbage collection time calculator (2715)
to calculate a remote garbage collection time (3705) for the
at least one secondary replica (2320, 2325);

[0266] storage (2720) for a communication time weight
(2735), a remote processor time weight (2740), and a remote
garbage collection time weight (2745); and

[0267] a remote estimated time required calculator (2725)
to calculate the remote estimated time required (3710) from
the communication time (3410), the remote processor time
(3515), the remote garbage collection time (3705), the
communication time weight (2735), the remote processor
time weight (2740), and the remote garbage collection time
weight (2745).

[0268] Statement 26. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein the remote
estimated time required calculator (2725) is operative to
calculate the remote estimated time required (3710) as a sum
of the communication time (3410) multiplied by the com-
munication time weight (2735), the remote processor time
(3515) multiplied by the remote processor time weight
(2740), and the remote garbage collection time (3705)
multiplied by the remote garbage collection time weight
(2745).

[0269] Statement 27. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein the commu-
nication time calculator (2705) includes ping logic (3405) to
ping the at least one secondary storage system node (125,
130, 135) to measure the communication time (3410).

[0270] Statement 28. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 27, wherein the ping logic
(3405) is operative to periodically ping the at least one
secondary storage system node (125, 130, 135) to measure
the communication time (3410).
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[0271] Statement 29. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein:

[0272] the cost analyzer (2310) further includes:

[0273] query logic (2415) to query the at least one
secondary storage system node (125, 130, 135) for a
remote processor load (3505) on the at least one
secondary storage system node (125, 130, 135); and

[0274] reception logic (2420) to receive from the at
least one secondary storage system node (125, 130,
135) the remote processor load (3505); and

[0275] the remote processor time calculator (2710) is
operative to calculate the remote processor time (3515)
responsive to the remote processor load (3505).

[0276] Statement 30. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 29, wherein the query logic
(2415) is operative to periodically query the at least one
secondary storage system node (125, 130, 135) for the
remote processor load (3505).

[0277] Statement 31. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 29, wherein:

[0278] the query logic (2415) is operative to query the at
least one secondary storage system node (125, 130, 135) for
a remote software stack load (3510) on the at least one
secondary storage system node (125, 130, 135);

[0279] the reception logic (2420) is operative to receive
from the at least one secondary storage system node (125,
130, 135) the remote software stack load (3510); and
[0280] the remote processor time calculator (2710) is
operative to calculate the remote processor time (3515)
responsive to the remote processor load (3505) and the
remote software stack load (3510).

[0281] Statement 32. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 31, wherein the query logic
(2415) is operative to periodically query the at least one
secondary storage system node (125, 130, 135) for the
remote software stack load (3510).

[0282] Statement 33. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein:

[0283] the cost analyzer (2310) further includes:

[0284] query logic (2415) to query the at least one
secondary replica (2320, 2325) for an actual number of
free pages (2805); and

[0285] reception logic (2420) to receive from the at
least one secondary replica (2320, 2325) the actual
number of free pages (2805); and

[0286] the remote garbage collection time calculator
(2715) is operative to calculate a difference by subtracting
the actual number of free pages (2805) from a threshold
number of free pages (2810) for the at least one secondary
replica (2320, 2325) and to calculate the remote garbage
collection time (3705) by multiplying (4160) the difference
by a remote average garbage collection time.

[0287] Statement 34. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 33, wherein the remote
garbage collection time calculator (2715) is further operative
to add a delay (2825) associated with Programming valid
pages in each erase block to the remote garbage collection
time (3705).
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[0288] Statement 35. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 33, wherein the query logic
(2415) is operative to periodically query the at least one
secondary replica (2320, 2325) for the actual number of free
pages (2805).

[0289] Statement 36. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein the cost
analyzer (2310) further includes:

[0290] a database (2425) storing information including at
least one of historical communication time information
(3135) with the at least one secondary replica (2320, 2325),
a worst case estimate (3140) for communication time (3410)
with the at least one secondary replica (2320, 2325), an
average case estimate (3145) for communication time
(3410) with the at least one secondary replica (2320, 2325),
historical remote processor time information (3150) for the
at least one secondary replica (2320, 2325), a worst case
estimate (3155) for remote processor time (3515) on the at
least one secondary replica (2320, 2325), an average case
estimate (3160) for remote processor time (3515) on the at
least one secondary replica (2320, 2325), historical remote
garbage collection information (3165) for the at least one
secondary replica (2320, 2325), a worst case estimate for
remote garbage collection (3170) on the at least one sec-
ondary replica (2320, 2325), and an average case estimate
for remote garbage collection (3175) on the at least one
secondary replica (2320, 2325); and

[0291] a remote predictive analyzer (2435) to calculate a
predicted remote time (3605) for the at least one secondary
replica (2320, 2325) from the information (3135, 3140,
3145, 3150, 3155, 3160, 3165, 3170, 3175) stored in the
database (2425).

[0292] Statement 37. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 36, wherein the remote
estimated time required calculator (2725) is operative to
calculate the remote estimated time required (3710) from the
communication time (3410), the remote processor time
(3515), the remote garbage collection time (3705), the
predicted remote time (3605), the communication time
weight (2735), the remote processor time weight (2740), and
the remote garbage collection time weight (2745).

[0293] Statement 38. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 25, wherein the remote
time estimator (2410) further includes a weight generator
(2730) to generate the communication time weight (2735),
the remote processor time weight (2740), and the remote
garbage collection time weight (2745).

[0294] Statement 39. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 38, wherein the weight
generator (2730) is operative to generate the communication
time weight (2735), the remote processor time weight
(2740), and the remote garbage collection time weight
(2745) using a linear regression analysis based on historical
data for the at least one secondary replica (2320, 2325).
[0295] Statement 40. An embodiment of the inventive
concept includes a distributed storage system node (125,
130, 135) according to statement 39, wherein the historical
data is drawn from a sliding window ofuse of the at least one
secondary replica (2320, 2325).
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[0296] Statement 41. An embodiment of the inventive
concept includes a cost analyzer (2310), comprising:
[0297] a local time estimator (2405) to calculate the local
estimated time required (3305) to process an Input/Output
(I/O) request (905) at a primary replica (2315) of data, the
primary replica (2315) included on a storage device (140,
145, 150, 155, 160, 165, 225, 230); and

[0298] a remote time estimator (2410) to calculate at least
one remote estimated time required (3710) to process the [/O
request (905) at at least one secondary replica (2320, 2325)
of the data,

[0299] wherein the cost analyzer (2310) enables an 1/O
redirector (215) to direct the I/O request (905) to one of the
primary replica (2315) and the at least one secondary replica
(2320, 2325) responsive to the local estimated time required
(3305) and the at least one remote estimated time required
(3710).

[0300] Statement 42. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 41, wherein the storage device (140, 145, 150, 155,
160, 165, 225, 230) includes a Solid State Drive (SSD) (140,
145, 150, 155, 160, 165, 225, 230).

[0301] Statement 43. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 41, wherein the cost analyzer (2310) is activated only
if the primary replica (2315) is performing garbage collec-
tion.

[0302] Statement 44. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 43, wherein the local time estimator (2405) includes:
[0303] alocal garbage collection time calculator (2605) to
calculate a local garbage collection time (2820);

[0304] alocal predicted garbage collection time calculator
(2610) to calculate a local predicted garbage collection time
(2905);

[0305] storage (2620) for a local garbage collection weight
(2635) and a predicted garbage collection weight (2640);
and

[0306] a local estimated time required calculator (2625) to
calculate a local estimated time required (3305) from the
local garbage collection time (2820), the local predicted
garbage collection time (2905), the local garbage collection
weight (2635), and the predicted garbage collection weight
(2640).

[0307] Statement 45. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, wherein the local estimated time required calcu-
lator (2625) is operative to calculate the local estimated time
required (3305) as a sum of the local garbage collection time
(2820) multiplied by the local garbage collection weight
(2635) and the local predicted garbage collection time
(2905) multiplied by the predicted garbage collection weight
(2640).

[0308] Statement 46. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 45, wherein the local estimated time required calcu-
lator (2625) is operative to calculate the local estimated time
required (3305) as a sum of the local garbage collection time
(2820) multiplied by the local garbage collection weight
(2635), the local predicted garbage collection time (2905)
multiplied by the predicted garbage collection weight
(2640), and a queue processing time (3015) multiplied by a
queue processing weight (2645).
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[0309] Statement 47. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, wherein:
[0310] the cost analyzer (2310) further comprises:
[0311] query logic (2415) to query the primary replica
(2315) for an actual number of free pages (2805); and
[0312] reception logic (2420) to receive from the pri-
mary replica (2315) the actual number of free pages
(2805); and
[0313] the local garbage collection time calculator (2605)
is operative to calculate a difference by subtracting the actual
number of free pages (2805) from a threshold number of free
pages (2810) for the primary replica (2315) and to calculate
the local garbage collection time (2820) by multiplying
(4160) the difference by an local average garbage collection
time (2815).
[0314] Statement 48. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 47, wherein the local garbage collection time calcula-
tor (2605) is further operative to add a delay (2825) asso-
ciated with Programming valid pages in each erase block to
the local garbage collection time (2820).
[0315] Statement 49. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 47, wherein the query logic (2415) is operative to
periodically query the primary replica (2315) for the actual
number of free pages (2805).
[0316] Statement 50. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, wherein:
[0317] the cost analyzer (2310) further includes:
[0318] query logic (2415) to query the primary replica
(2315) for an actual number of free pages (2805); and
[0319] reception logic (2420) to receive from the pri-
mary replica (2315) the actual number of free pages
(2805); and
[0320] the local predicted garbage collection time calcu-
lator (2610) is operative to calculate a difference by sub-
tracting the actual number of free pages (2805) from a
threshold number of free pages (2810) for the primary
replica (2315) and to calculate the local predicted garbage
collection time (2905) by multiplying (4160) the difference
by an local average garbage collection time (2815).
[0321] Statement 51. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 50, wherein the local predicted garbage collection time
calculator (2610) is further operative to add a delay (2825)
associated with Programming valid pages in each ecrase
block to the local predicted garbage collection time (2905).
[0322] Statement 52. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 50, wherein the query logic (2415) is operative to
periodically query the primary replica (2315) for the actual
number of free pages (2805).
[0323] Statement 53. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, wherein:
[0324] the local time estimator (2405) includes a queue
processing time calculator (2615) to calculate a queue
processing time (3015);
[0325] the storage (2620) includes storage (2620) for a
queue processing weight (2645); and
[0326] the local estimated time required calculator (2625)
is operative to calculate the local estimated time required
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(3305) from the local garbage collection time (2820), the
local predicted garbage collection time (2905), the queue
processing time (3015), the local garbage collection weight
(2635), the predicted garbage collection weight (2640), and
the queue processing weight (2645).

[0327] Statement 54. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 53, wherein:

[0328] the cost analyzer (2310) further includes:

[0329] query logic (2415) to query the primary replica
(2315) for a number (3005) of 1/O requests (905)
pending at the primary replica (2315); and

[0330] reception logic (2420) to receive from the pri-
mary replica (2315) the number (3005) of /O requests
(905) pending at the primary replica (2315); and

[0331] the queue processing time calculator (2615) is
operative to calculate the queue processing time (3015) by
multiplying the number (3005) of 1/O requests (905) pend-
ing at the primary replica (2315) by a time required (3010)
to process a single /O request (905).

[0332] Statement 55. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 54, wherein the query logic (2415) is operative to
periodically query the primary replica (2315) for the number
(3005) of I/O requests (905) pending at the primary replica
(2315).

[0333] Statement 56. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, further comprising:

[0334] a database (2425) storing information including at
least one of historical local garbage collection information
(3105) for the primary replica (2315), a worst case estimate
for local garbage collection (3110) on the primary replica
(2315), an average case estimate for local garbage collection
(3115) on the primary replica (2315), historical processing
time information (3120) for the primary replica (2315), a
worst case estimate for processing time (3125) on the
primary replica (2315), and an average case estimate for
processing time (3130) on the primary replica (2315); and
[0335] a local predictive analyzer (2430) to calculate a
predicted local time (3205) for the primary replica (2315)
from the information stored in the database (2425).

[0336] Statement 57. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 56, wherein the local estimated time required calcu-
lator (2625) is operative to calculate a local estimated time
required (3305) from the local garbage collection time
(2820), the local predicted garbage collection time (2905),
the predicted local time (3205), the local garbage collection
weight (2635), and the predicted garbage collection weight
(2640).

[0337] Statement 58. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 44, wherein the local time estimator (2405) further
includes a weight generator (2630) to generate the local
garbage collection weight (2635) and the predicted garbage
collection weight (2640).

[0338] Statement 59. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 58, wherein the weight generator (2630) is operative to
generate the local garbage collection weight (2635) and the
predicted garbage collection weight (2640) using a linear
regression analysis based on historical data for the primary
replica (2315).
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[0339] Statement 60. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 59, wherein the historical data is drawn from a sliding
window of use of the primary replica (2315).

[0340] Statement 61. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 43, wherein the remote time estimator (2410) includes:
[0341] a communication time calculator (2705) to calcu-
late a communication time (3410) between the distributed
storage system node (125, 130, 135) and at least one
secondary storage system node (125, 130, 135) including the
at least one secondary replica (2320, 2325);

[0342] a remote processor time calculator (2710) to cal-
culate a remote processor time (3515) for the at least one
secondary storage system node (125, 130, 135);

[0343] a remote garbage collection time calculator (2715)
to calculate a remote garbage collection time (3705) for the
at least one secondary replica (2320, 2325);

[0344] storage (2720) for a communication time weight
(2735), a remote processor time weight (2740), and a remote
garbage collection time weight (2745); and

[0345] a remote estimated time required calculator (2725)
to calculate the remote estimated time required (3710) from
the communication time (3410), the remote processor time
(3515), the remote garbage collection time (3705), the
communication time weight (2735), the remote processor
time weight (2740), and the remote garbage collection time
weight (2745).

[0346] Statement 62. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, wherein the remote estimated time required cal-
culator (2725) is operative to calculate the remote estimated
time required (3710) as a sum of the communication time
(3410) multiplied by the communication time weight
(2735), the remote processor time (3515) multiplied by the
remote processor time weight (2740), and the remote gar-
bage collection time (3705) multiplied by the remote gar-
bage collection time weight (2745).

[0347] Statement 63. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, wherein the communication time calculator (2705)
includes ping logic (3405) to ping the at least one secondary
storage system node (125, 130, 135) to measure the com-
munication time (3410).

[0348] Statement 64. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 63, wherein the ping logic (3405) is operative to
periodically ping the at least one secondary storage system
node (125, 130, 135) to measure the communication time
(3410).

[0349] Statement 65. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, wherein:

[0350] the cost analyzer (2310) further includes:

[0351] query logic (2415) to query the at least one
secondary storage system node (125, 130, 135) for a
remote processor load (3505) on the at least one
secondary storage system node (125, 130, 135); and

[0352] reception logic (2420) to receive from the at
least one secondary storage system node (125, 130,
135) the remote processor load (3505); and

[0353] the remote processor time calculator (2710) is
operative to calculate the remote processor time (3515)
responsive to the remote processor load (3505).
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[0354] Statement 66. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 65, wherein the query logic (2415) is operative to
periodically query the at least one secondary storage system
node (125, 130, 135) for the remote processor load (3505).
[0355] Statement 67. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 65, wherein:

[0356] the query logic (2415) is operative to query the at
least one secondary storage system node (125, 130, 135) for
a remote software stack load (3510) on the at least one
secondary storage system node (125, 130, 135);

[0357] the reception logic (2420) is operative to receive
from the at least one secondary storage system node (125,
130, 135) the remote software stack load (3510); and
[0358] the remote processor time calculator (2710) is
operative to calculate the remote processor time (3515)
responsive to the remote processor load (3505) and the
remote software stack load (3510).

[0359] Statement 68. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 67, wherein the query logic (2415) is operative to
periodically query the at least one secondary storage system
node (125, 130, 135) for the remote software stack load
(3510).

[0360] Statement 69. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, wherein:

[0361] the cost analyzer (2310) further includes:

[0362] query logic (2415) to query the at least one
secondary replica (2320, 2325) for an actual number of
free pages (2805); and

[0363] reception logic (2420) to receive from the at
least one secondary replica (2320, 2325) the actual
number of free pages (2805); and

[0364] the remote garbage collection time calculator
(2715) is operative to calculate a difference by subtracting
the actual number of free pages (2805) from a threshold
number of free pages (2810) for the at least one secondary
replica (2320, 2325) and to calculate the remote garbage
collection time (3705) by multiplying (4160) the difference
by a remote average garbage collection time.

[0365] Statement 70. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 69, wherein the remote garbage collection time calcu-
lator (2715) is further operative to add a delay (2825)
associated with Programming valid pages in each erase
block to the remote garbage collection time (3705).

[0366] Statement 71. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 69, wherein the query logic (2415) is operative to
periodically query the at least one secondary replica (2320,
2325) for the actual number of free pages (2805).

[0367] Statement 72. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, further comprising:

[0368] a database (2425) storing information including at
least one of historical communication time information
(3135) with the at least one secondary replica (2320, 2325),
a worst case estimate (3140) for communication time (3410)
with the at least one secondary replica (2320, 2325), an
average case estimate (3145) for communication time
(3410) with the at least one secondary replica (2320, 2325),
historical remote processor time information (3150) for the
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at least one secondary replica (2320, 2325), a worst case
estimate (3155) for remote processor time (3515) on the at
least one secondary replica (2320, 2325), an average case
estimate (3160) for remote processor time (3515) on the at
least one secondary replica (2320, 2325), historical remote
garbage collection information (3165) for the at least one
secondary replica (2320, 2325), a worst case estimate for
remote garbage collection (3170) on the at least one sec-
ondary replica (2320, 2325), and an average case estimate
for remote garbage collection (3175) on the at least one
secondary replica (2320, 2325); and

[0369] a remote predictive analyzer (2435) to calculate a
predicted remote time (3605) for the at least one secondary
replica (2320, 2325) from the information (3135, 3140,
3145, 3150, 3155, 3160, 3165, 3170, 3175) stored in the
database (2425).

[0370] Statement 73. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 72, wherein the remote estimated time required cal-
culator (2725) is operative to calculate the remote estimated
time required (3710) from the communication time (3410),
the remote processor time (3515), the remote garbage col-
lection time (3705), the predicted remote time (3605), the
communication time weight (2735), the remote processor
time weight (2740), and the remote garbage collection time
weight (2745).

[0371] Statement 74. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 61, wherein the remote time estimator (2410) further
includes a weight generator (2730) to generate the commu-
nication time weight (2735), the remote processor time
weight (2740), and the remote garbage collection time
weight (2745).

[0372] Statement 75. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 74, wherein the weight generator (2730) is operative to
generate the communication time weight (2735), the remote
processor time weight (2740), and the remote garbage
collection time weight (2745) using a linear regression
analysis based on historical data for the at least one second-
ary replica (2320, 2325).

[0373] Statement 76. An embodiment of the inventive
concept includes a cost analyzer (2310) according to state-
ment 75, wherein the historical data is drawn from a sliding
window of use of the at least one secondary replica (2320,
2325).

[0374] Statement 77. An embodiment of the inventive
concept includes a method, comprising:

[0375] receiving (3905) at a distributed storage system
node (125, 130, 135) an Input/Output (I/0O) request (905),
the 1/0O request (905) requesting data from a primary replica
(2315) at the distributed storage system node (125, 130,
135), the primary replica (2315) including a storage device
(140, 145, 150, 155, 160, 165, 225, 230);

[0376] calculating (3920) a local estimated time required
(3305) to complete the /O request (905);

[0377] calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data;

[0378] comparing (3950) the local estimated time required
(3305) with the at least one remote estimated time required
(3710);

[0379] selecting (3955) one of the primary replica (2315)
and the at least one secondary replica (2320, 2325) respon-
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sive to the lowest of the local estimated time required (3305)
and the at least one remote estimated time required (3710);
and

[0380] directing (3960) the I/O request (905) to the
selected one of the primary replica (2315) and the at least
one secondary replica (2320, 2325).

[0381] Statement 78. An embodiment of the inventive
concept includes a method according to statement 77,
wherein receiving (3905) at a distributed storage system
node (125, 130, 135) an /O request (905) includes receiving
(3905) at the distributed storage system node (125, 130, 135)
the I/O request (905), the I/O request (905) requesting data
from the primary replica (2315) at the distributed storage
system node (125, 130, 135), the primary replica (2315)
including a Solid State Drive (SSD) (140, 145, 150, 155,
160, 165, 225, 230).

[0382] Statement 79. An embodiment of the inventive
concept includes a method according to statement 77,
wherein the distributed storage system node (125, 130, 135)
is drawn from a set including a Network Attached Solid
State Drive (SSD) and an Ethernet SSD.

[0383] Statement 80. An embodiment of the inventive
concept includes a method according to statement 77, fur-
ther comprising performing (3910) the method only if the
primary replica (2315) is performing garbage collection.
[0384] Statement 81. An embodiment of the inventive
concept includes a method according to statement 80, fur-
ther comprising:

[0385] comparing (3925) the local estimated time required
(3305) with a threshold time (2525); and

[0386] if the local estimated time required (3305) is less
than the threshold time (2525), processing (3915) the 1/O
request (905) at the primary replica (2315).

[0387] Statement 82. An embodiment of the inventive
concept includes a method according to statement 81,
wherein processing (3915) the 1/O request (905) at the
primary replica (2315) includes processing (3915) the I/O
request (905) at the primary replica (2315) without calcu-
lating (3940) the at least one remote estimated time required
(3710) for the at least one secondary replica (2320, 2325)
storing the requested data, and without comparing (3950)
the local estimated time required (3305) with the at least one
remote estimated time required (3710).

[0388] Statement 83. An embodiment of the inventive
concept includes a method according to statement 80,
wherein calculating (3920) a local estimated time required
(3305) to complete the /O request (905) includes:

[0389] calculating (4005) a local garbage collection time
(2820);
[0390] calculating (4010) a local predicted garbage col-

lection time (2905);

[0391] calculating (4030) the local estimated time
required (3305) from the local garbage collection time
(2820), the local predicted garbage collection time (2905), a
local garbage collection weight (2635), and a predicted
garbage collection weight (2640).

[0392] Statement 84. An embodiment of the inventive
concept includes a method according to statement 83,
wherein calculating (4030) the local estimated time required
(3305) includes calculating (4030) the local estimated time
required (3305) as a sum of the local garbage collection time
(2820) multiplied by the local garbage collection weight
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(2635) and the local predicted garbage collection time
(2905) multiplied by the predicted garbage collection weight
(2640).

[0393] Statement 85. An embodiment of the inventive
concept includes a method according to statement 84,
wherein calculating (4030) the local estimated time required
(3305) further includes calculating (4030) the local esti-
mated time required (3305) as the sum of the local garbage
collection time (2820) multiplied by the local garbage
collection weight (2635) and the local predicted garbage
collection time (2905) multiplied by the predicted garbage
collection weight (2640), and a queue processing time
(3015) multiplied by a queue processing weight (2645).
[0394] Statement 86. An embodiment of the inventive
concept includes a method according to statement 83,
wherein calculating (4005) a local garbage collection time
(2820) includes:

[0395] determining (4105) if the primary replica (2315) is
currently undergoing garbage collection; and

[0396] calculating (4005) the local garbage collection time
(2820) only if the primary replica (2315) is currently under-
going garbage collection.

[0397] Statement 87. An embodiment of the inventive
concept includes a method according to statement 86,
wherein calculating (4005) the local garbage collection time
(2820) further includes:

[0398] querying (4120) the primary replica (2315) for an
actual number of free pages (2805);

[0399] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number
of free pages (2810) for the primary replica (2315);

[0400] multiplying (4160) the difference by an local aver-
age garbage collection time (2815) to determine the local
garbage collection time (2820).

[0401] Statement 88. An embodiment of the inventive
concept includes a method according to statement 87,
wherein calculating (4005) the local garbage collection time
(2820) further includes adding (4155) a delay (2825) asso-
ciated with Programming valid pages in each erase block.
[0402] Statement 89. An embodiment of the inventive
concept includes a method according to statement 87, fur-
ther comprising periodically querying (4120, 4125) the
primary replica (2315) for an actual number of free pages
(2805).

[0403] Statement 90. An embodiment of the inventive
concept includes a method according to statement 86,
wherein calculating (4005) the local garbage collection time
(2820) further includes calculating (4110, 4115) the local
garbage collection time (2820) using at least one of histori-
cal local garbage collection information (3105) for the
primary replica (2315), a worst case estimate for local
garbage collection (3110) on the primary replica (2315), and
an average case estimate for local garbage collection (3115)
on the primary replica (2315).

[0404] Statement 91. An embodiment of the inventive
concept includes a method according to statement 83,
wherein calculating (4010) a local predicted garbage col-
lection time (2905) includes:

[0405] determining (4105) if the primary replica (2315) is
expected to begin garbage collection shortly; and

[0406] calculating (4010) the local predicted garbage col-
lection time (2820) only if the primary replica (2315) is
about to undergo garbage collection.
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[0407] Statement 92. An embodiment of the inventive
concept includes a method according to statement 91,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes:

[0408] querying (4120) the primary replica (2315) for an
actual number of free pages (2805);

[0409] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number
of free pages (2810) for the primary replica (2315);

[0410] multiplying (4160) the difference by an local aver-
age garbage collection time (2815) to determine the local
estimated time required (3305).

[0411] Statement 93. An embodiment of the inventive
concept includes a method according to statement 92,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes adding (4155) a delay
(2825) associated with Programming valid pages in each
erase block.

[0412] Statement 94. An embodiment of the inventive
concept includes a method according to statement 92, fur-
ther comprising periodically querying (4120) the primary
replica (2315) for an actual number of free pages (2805).
[0413] Statement 95. An embodiment of the inventive
concept includes a method according to statement 91,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes calculating (4110, 4115)
the local predicted garbage collection time (2820) using at
least one of historical local garbage collection information
(3105) for the primary replica (2315), a worst case estimate
for local garbage collection (3110) on the primary replica
(2315), and an average case estimate for local garbage
collection (3115) on the primary replica (2315).

[0414] Statement 96. An embodiment of the inventive
concept includes a method according to statement 83,
wherein calculating (3920) a local estimated time required
(3305) to complete the 1/O request (905) further includes
calculating (4015) a queue processing time (3015).

[0415] Statement 97. An embodiment of the inventive
concept includes a method according to statement 96,
wherein calculating (4015) a queue processing time (3015)
includes:

[0416] determining (4205, 4220) a queue depth for a
queue of /O requests (905) pending for the primary replica
(2315); and

[0417] estimating (4210, 4215) the queue processing time
(3015) required to process the queue depth.

[0418] Statement 98. An embodiment of the inventive
concept includes a method according to statement 97,
wherein estimating (4210, 4215) the queue processing time
(3015) required to process the queue depth includes:
[0419] determining (4210) a time required (3010) to pro-
cess a single I/O request (905); and

[0420] multiplying (4215) the time required (3010) to
process a single 1/O request (905) by the queue depth to
determine the queue processing time (3015).

[0421] Statement 99. An embodiment of the inventive
concept includes a method according to statement 98,
wherein determining (4210) a time required (3010) to pro-
cess a single /O request (905) includes determining (4210)
the time required (3010) to process a single /O request (905)
using at least one of historical processing time information
(3120) for the primary replica (2315), a worst case estimate
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for processing time (3125) on the primary replica (2315),
and an average case estimate for processing time (3130) on
the primary replica (2315).

[0422] Statement 100. An embodiment of the inventive
concept includes a method according to statement 83, fur-
ther comprising generating (4025) the local garbage collec-
tion weight (2635) and the predicted garbage collection
weight (2640).

[0423] Statement 101. An embodiment of the inventive
concept includes a method according to statement 100,
wherein generating (4025) the local garbage collection
weight (2635) and the predicted garbage collection weight
(2640) includes generating (4025) a queue processing
weight (2645).

[0424] Statement 102. An embodiment of the inventive
concept includes a method according to statement 100,
wherein generating (4025) the local garbage collection
weight (2635), the predicted garbage collection weight
(2640), and the queue processing weight (2645) includes
generating (4410) the local garbage collection weight
(2635), the predicted garbage collection weight (2640), and
the queue processing weight (2645) using a linear regression
analysis based on historical data for the primary replica
(2315).

[0425] Statement 103. An embodiment of the inventive
concept includes a method according to statement 102,
wherein the historical data is drawn from a sliding window
of use of the primary replica (2315).

[0426] Statement 104. An embodiment of the inventive
concept includes a method according to statement 83,
wherein:

[0427] calculating (3920) a local estimated time required
(3305) to complete the 1/O request (905) further includes
calculating (4020) a predicted local time (3205); and
[0428] calculating (4030) the local estimated time
required (3305) includes calculating (4030) the local esti-
mated time required (3305) from the local garbage collec-
tion time (2820), the local predicted garbage collection time
(2905), the predicted local time (3205), the local garbage
collection weight (2635), and the predicted garbage collec-
tion weight (2640).

[0429] Statement 105. An embodiment of the inventive
concept includes a method according to statement 80,
wherein calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data includes:

[0430] calculating (4505) a communication time (3410)
for the at least one secondary replica (2320, 2325);

[0431] calculating (4510) a remote processor time (3515)
for the at least one secondary replica (2320, 2325);

[0432] calculating (4515) a remote garbage collection
time (3705) for the at least one secondary replica (2320,
2325); and

[0433] calculating (4530) the at least one remote estimated
time required (3710) from the communication time (3410),
the remote processor time (3515), the remote garbage col-
lection time (3705), a communication time weight (2735), a
remote processor time weight (2740), and a remote garbage
collection time weight (2745).

[0434] Statement 106. An embodiment of the inventive
concept includes a method according to statement 105,
wherein calculating (4530) the at least one remote estimated
time required (3710) includes calculating (4530) the at least
one remote estimated time required (3710) as a sum of the
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communication time (3410) multiplied by the communica-
tion time weight (2735), the remote processor time (3515)
multiplied by the remote processor time weight (2740), and
the remote garbage collection time (3705) multiplied by the
remote garbage collection time weight (2745).

[0435] Statement 107. An embodiment of the inventive
concept includes a method according to statement 105,
wherein calculating (4505) a communication time (3410) for
the at least one secondary replica (2320, 2325) includes one
of pinging (4605) a second distributed storage system node
(125, 130, 135) containing the secondary replica (2320,
2325), accessing (4615) historical information for the com-
munication time (3410) for the at least one secondary replica
(2320, 2325), and accessing (4620) storage graph informa-
tion for the distributed storage system node (125, 130, 135)
and the second distributed storage system node (125, 130,
135).

[0436] Statement 108. An embodiment of the inventive
concept includes a method according to statement 107,
further comprising periodically pinging (4605, 4610) the
second distributed storage system node (125, 130, 135)
containing the secondary replica (2320, 2325) to determine
the communication time (3410).

[0437] Statement 109. An embodiment of the inventive
concept includes a method according to statement 105,
wherein calculating (4510) a remote processor time (3515)
for the at least one secondary replica (2320, 2325) includes:

[0438] querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor; and

[0439] mapping (4735) the cost to the remote processor
time (3515).
[0440] Statement 110. An embodiment of the inventive

concept includes a method according to statement 109,
wherein querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor includes querying (4705) the remote pro-
cessor for the at least one secondary replica (2320, 2325) for
a remote processor load (3505).

[0441] Statement 111. An embodiment of the inventive
concept includes a method according to statement 109,
wherein querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor includes querying (4720) the remote pro-
cessor for the at least one secondary replica (2320, 2325) for
a remote software stack load (3510).

[0442] Statement 112. An embodiment of the inventive
concept includes a method according to statement 109,
further comprising periodically querying (4705, 4710, 4720,
4725) the remote processor for the at least one secondary
replica (2320, 2325) for the cost for the remote processor.

[0443] Statement 113. An embodiment of the inventive
concept includes a method according to statement 105,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
includes:

[0444] querying (4120) the at least one secondary replica
(2320, 2325) for an actual number of free pages (2805);
[0445] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number

of free pages (2810) for the at least one secondary replica
(2320, 2325),
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[0446] multiplying (4160) the difference by an remote
average garbage collection time to determine the remote
garbage collection time (3705).

[0447] Statement 114. An embodiment of the inventive
concept includes a method according to statement 113,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
further includes adding (4155) a delay (2825) associated
with Programming valid pages in each erase block.

[0448] Statement 115. An embodiment of the inventive
concept includes a method according to statement 113,
further comprising periodically querying (4120, 4125) the at
least one secondary replica (2320, 2325) for the actual
number of free pages (2805).

[0449] Statement 116. An embodiment of the inventive
concept includes a method according to statement 105,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
includes calculating (4110, 4115) the remote garbage col-
lection time (3705) for the at least one secondary replica
(2320, 2325) using at least one of historical remote garbage
collection information (3165) for the at least one secondary
replica (2320, 2325), a worst case estimate for remote
garbage collection (3170) on the at least one secondary
replica (2320, 2325), and an average case estimate for
remote garbage collection (3175) on the at least one sec-
ondary replica (2320, 2325).

[0450] Statement 117. An embodiment of the inventive
concept includes a method according to statement 105,
further comprising generating (4525) the communication
time weight (2735), the remote processor time weight
(2740), and the remote garbage collection time weight
(2745).

[0451] Statement 118. An embodiment of the inventive
concept includes a method according to statement 117,
wherein generating (4525) the communication time weight
(2735), the remote processor time weight (2740), and the
remote garbage collection time weight (2745) includes gen-
erating (4410) the communication time weight (2735), the
remote processor time weight (2740), and the remote gar-
bage collection time weight (2745) using a linear regression
analysis based on historical data for the primary replica
(2315).

[0452] Statement 119. An embodiment of the inventive
concept includes a method according to statement 118,
wherein the historical data is drawn from a sliding window
of use of the primary replica (2315).

[0453] Statement 120. An embodiment of the inventive
concept includes a method according to statement 105,
wherein:

[0454] calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data further includes
calculating (4520) a predicted remote time (3605); and
[0455] calculating (4530) the at least one remote estimated
time required (3710) includes calculating (4530) the at least
one remote estimated time required (3710) from the com-
munication time (3410), the remote processor time (3515),
the remote garbage collection time (3705), the predicted
remote time (3605), the communication time weight (2735),
the remote processor time weight (2740), and the remote
garbage collection time weight (2745).

[0456] Statement 121. An embodiment of the inventive
concept includes an article, comprising a tangible storage



US 2017/0123700 Al

medium, the tangible storage medium having stored thereon
non-transitory instructions that, when executed by a
machine, result in:

[0457] receiving (3905) at a distributed storage system
node (125, 130, 135) an Input/Output (I/O) request (905),
the 1/0O request (905) requesting data from a primary replica
(2315) at the distributed storage system node (125, 130,
135), the primary replica (2315) including a storage device
(140, 145, 150, 155, 160, 165, 225, 230);

[0458] calculating (3920) a local estimated time required
(3305) to complete the /O request (905);

[0459] calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data;

[0460] comparing (3950) the local estimated time required
(3305) with the at least one remote estimated time required
(3710);

[0461] selecting (3955) one of the primary replica (2315)
and the at least one secondary replica (2320, 2325) respon-
sive to the lowest of the local estimated time required (3305)
and the at least one remote estimated time required (3710);
and

[0462] directing (3960) the I/O request (905) to the
selected one of the primary replica (2315) and the at least
one secondary replica (2320, 2325).

[0463] Statement 122. An embodiment of the inventive
concept includes an article according to statement 121,
wherein receiving (3905) at a distributed storage system
node (125, 130, 135) an /O request (905) includes receiving
(3905) at the distributed storage system node (125, 130, 135)
the I/O request (905), the I/O request (905) requesting data
from the primary replica (2315) at the distributed storage
system node (125, 130, 135), the primary replica (2315)
including a Solid State Drive (SSD) (140, 145, 150, 155,
160, 165, 225, 230).

[0464] Statement 123. An embodiment of the inventive
concept includes an article according to statement 121,
wherein the distributed storage system node (125, 130, 135)
is drawn from a set including a Network Attached Solid
State Drive (SSD) and an Ethernet SSD.

[0465] Statement 124. An embodiment of the inventive
concept includes an article according to statement 121, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in performing (3910) the method only if the primary
replica (2315) is performing garbage collection.

[0466] Statement 125. An embodiment of the inventive
concept includes an article according to statement 124, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in:

[0467] comparing (3925) the local estimated time required
(3305) with a threshold time (2525); and

[0468] if the local estimated time required (3305) is less
than the threshold time (2525), processing (3915) the I/O
request (905) at the primary replica (2315).

[0469] Statement 126. An embodiment of the inventive
concept includes an article according to statement 125,
wherein processing (3915) the 1/O request (905) at the
primary replica (2315) includes processing (3915) the I/O
request (905) at the primary replica (2315) without calcu-
lating (3940) the at least one remote estimated time required
(3710) for the at least one secondary replica (2320, 2325)
storing the requested data, and without comparing (3950)
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the local estimated time required (3305) with the at least one
remote estimated time required (3710).

[0470] Statement 127. An embodiment of the inventive
concept includes an article according to statement 124,
wherein calculating (3920) a local estimated time required
(3305) to complete the /O request (905) includes:

[0471] calculating (4005) a local garbage collection time
(2820);
[0472] calculating (4010) a local predicted garbage col-

lection time (2905);

[0473] calculating (4030) the local estimated time
required (3305) from the local garbage collection time
(2820), the local predicted garbage collection time (2905), a
local garbage collection weight (2635), and a predicted
garbage collection weight (2640).

[0474] Statement 128. An embodiment of the inventive
concept includes an article according to statement 127,
wherein calculating (4030) the local estimated time required
(3305) includes calculating (4030) the local estimated time
required (3305) as a sum of the local garbage collection time
(2820) multiplied by the local garbage collection weight
(2635) and the local predicted garbage collection time
(2905) multiplied by the predicted garbage collection weight
(2640).

[0475] Statement 129. An embodiment of the inventive
concept includes an article according to statement 128,
wherein calculating (4030) the local estimated time required
(3305) further includes calculating (4030) the local esti-
mated time required (3305) as the sum of the local garbage
collection time (2820) multiplied by the local garbage
collection weight (2635) and the local predicted garbage
collection time (2905) multiplied by the predicted garbage
collection weight (2640), and a queue processing time
(3015) multiplied by a queue processing weight (2645).
[0476] Statement 130. An embodiment of the inventive
concept includes an article according to statement 127,
wherein calculating (4005) a local garbage collection time
(2820) includes:

[0477] determining (4105) if the primary replica (2315) is
currently undergoing garbage collection; and

[0478] calculating (4005) the local garbage collection time
(2820) only if the primary replica (2315) is currently under-
going garbage collection.

[0479] Statement 131. An embodiment of the inventive
concept includes an article according to statement 130,
wherein calculating (4005) the local garbage collection time
(2820) further includes:

[0480] querying (4120) the primary replica (2315) for an
actual number of free pages (2805);

[0481] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number
of free pages (2810) for the primary replica (2315);

[0482] multiplying (4160) the difference by an local aver-
age garbage collection time (2815) to determine the local
garbage collection time (2820).

[0483] Statement 132. An embodiment of the inventive
concept includes an article according to statement 131,
wherein calculating (4005) the local garbage collection time
(2820) further includes adding (4155) a delay (2825) asso-
ciated with Programming valid pages in each erase block.
[0484] Statement 133. An embodiment of the inventive
concept includes an article according to statement 131, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
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result in periodically querying (4120, 4125) the primary
replica (2315) for an actual number of free pages (2805).
[0485] Statement 134. An embodiment of the inventive
concept includes an article according to statement 130,
wherein calculating (4005) the local garbage collection time
(2820) further includes calculating (4110, 4115) the local
garbage collection time (2820) using at least one of histori-
cal local garbage collection information (3105) for the
primary replica (2315), a worst case estimate for local
garbage collection (3110) on the primary replica (2315), and
an average case estimate for local garbage collection (3115)
on the primary replica (2315).

[0486] Statement 135. An embodiment of the inventive
concept includes an article according to statement 127,
wherein calculating (4010) a local predicted garbage col-
lection time (2905) includes:

[0487] determining (4105) if the primary replica (2315) is
expected to begin garbage collection shortly; and

[0488] calculating (4010) the local predicted garbage col-
lection time (2820) only if the primary replica (2315) is
about to undergo garbage collection.

[0489] Statement 136. An embodiment of the inventive
concept includes an article according to statement 135,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes:

[0490] querying (4120) the primary replica (2315) for an
actual number of free pages (2805);

[0491] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number
of free pages (2810) for the primary replica (2315);

[0492] multiplying (4160) the difference by an local aver-
age garbage collection time (2815) to determine the local
estimated time required (3305).

[0493] Statement 137. An embodiment of the inventive
concept includes an article according to statement 136,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes adding (4155) a delay
(2825) associated with Programming valid pages in each
erase block.

[0494] Statement 138. An embodiment of the inventive
concept includes an article according to statement 136, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in periodically querying (4120) the primary replica
(2315) for an actual number of free pages (2805).

[0495] Statement 139. An embodiment of the inventive
concept includes an article according to statement 135,
wherein calculating (4010) the local predicted garbage col-
lection time (2820) further includes calculating (4110, 4115)
the local predicted garbage collection time (2820) using at
least one of historical local garbage collection information
(3105) for the primary replica (2315), a worst case estimate
for local garbage collection (3110) on the primary replica
(2315), and an average case estimate for local garbage
collection (3115) on the primary replica (2315).

[0496] Statement 140. An embodiment of the inventive
concept includes an article according to statement 127,
wherein calculating (3920) a local estimated time required
(3305) to complete the 1/O request (905) further includes
calculating (4015) a queue processing time (3015).

[0497] Statement 141. An embodiment of the inventive
concept includes an article according to statement 140,
wherein calculating (4015) a queue processing time (3015)
includes:
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[0498] determining (4205, 4220) a queue depth for a
queue of 1/O requests (905) pending for the primary replica
(2315); and

[0499] estimating (4210, 4215) the queue processing time
(3015) required to process the queue depth.

[0500] Statement 142. An embodiment of the inventive
concept includes an article according to statement 141,
wherein estimating (4210, 4215) the queue processing time
(3015) required to process the queue depth includes:
[0501] determining (4210) a time required (3010) to pro-
cess a single I/O request (905); and

[0502] multiplying (4215) the time required (3010) to
process a single 1/O request (905) by the queue depth to
determine the queue processing time (3015).

[0503] Statement 143. An embodiment of the inventive
concept includes an article according to statement 142,
wherein determining (4210) a time required (3010) to pro-
cess a single /O request (905) includes determining (4210)
the time required (3010) to process a single /O request (905)
using at least one of historical processing time information
(3120) for the primary replica (2315), a worst case estimate
for processing time (3125) on the primary replica (2315),
and an average case estimate for processing time (3130) on
the primary replica (2315).

[0504] Statement 144. An embodiment of the inventive
concept includes an article according to statement 127, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in generating (4025) the local garbage collection
weight (2635) and the predicted garbage collection weight
(2640).

[0505] Statement 145. An embodiment of the inventive
concept includes an article according to statement 144,
wherein generating (4025) the local garbage collection
weight (2635) and the predicted garbage collection weight
(2640) includes generating (4025) a queue processing
weight (2645).

[0506] Statement 146. An embodiment of the inventive
concept includes an article according to statement 144,
wherein generating (4025) the local garbage collection
weight (2635), the predicted garbage collection weight
(2640), and the queue processing weight (2645) includes
generating (4410) the local garbage collection weight
(2635), the predicted garbage collection weight (2640), and
the queue processing weight (2645) using a linear regression
analysis based on historical data for the primary replica
(2315).

[0507] Statement 147. An embodiment of the inventive
concept includes an article according to statement 146,
wherein the historical data is drawn from a sliding window
of use of the primary replica (2315).

[0508] Statement 148. An embodiment of the inventive
concept includes an article according to statement 127,
wherein:

[0509] calculating (3920) a local estimated time required
(3305) to complete the 1/O request (905) further includes
calculating (4020) a predicted local time (3205); and
[0510] calculating (4030) the local estimated time
required (3305) includes calculating (4030) the local esti-
mated time required (3305) from the local garbage collec-
tion time (2820), the local predicted garbage collection time
(2905), the predicted local time (3205), the local garbage
collection weight (2635), and the predicted garbage collec-
tion weight (2640).
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[0511] Statement 149. An embodiment of the inventive
concept includes an article according to statement 124,
wherein calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data includes:

[0512] calculating (4505) a communication time (3410)
for the at least one secondary replica (2320, 2325);

[0513] calculating (4510) a remote processor time (3515)
for the at least one secondary replica (2320, 2325);

[0514] calculating (4515) a remote garbage collection
time (3705) for the at least one secondary replica (2320,
2325); and

[0515] calculating (4530) the at least one remote estimated
time required (3710) from the communication time (3410),
the remote processor time (3515), the remote garbage col-
lection time (3705), a communication time weight (2735), a
remote processor time weight (2740), and a remote garbage
collection time weight (2745).

[0516] Statement 150. An embodiment of the inventive
concept includes an article according to statement 149,
wherein calculating (4530) the at least one remote estimated
time required (3710) includes calculating (4530) the at least
one remote estimated time required (3710) as a sum of the
communication time (3410) multiplied by the communica-
tion time weight (2735), the remote processor time (3515)
multiplied by the remote processor time weight (2740), and
the remote garbage collection time (3705) multiplied by the
remote garbage collection time weight (2745).

[0517] Statement 151. An embodiment of the inventive
concept includes an article according to statement 149,
wherein calculating (4505) a communication time (3410) for
the at least one secondary replica (2320, 2325) includes one
of pinging (4605) a second distributed storage system node
(125, 130, 135) containing the secondary replica (2320,
2325), accessing (4615) historical information for the com-
munication time (3410) for the at least one secondary replica
(2320, 2325), and accessing (4620) storage graph informa-
tion for the distributed storage system node (125, 130, 135)
and the second distributed storage system node (125, 130,
135).

[0518] Statement 152. An embodiment of the inventive
concept includes an article according to statement 151, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in periodically pinging (4605, 4610) the second dis-
tributed storage system node (125, 130, 135) containing the
secondary replica (2320, 2325) to determine the communi-
cation time (3410).

[0519] Statement 153. An embodiment of the inventive
concept includes an article according to statement 149,
wherein calculating (4510) a remote processor time (3515)
for the at least one secondary replica (2320, 2325) includes:
[0520] querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor; and

[0521] mapping (4735) the cost to the remote processor
time (3515).
[0522] Statement 154. An embodiment of the inventive

concept includes an article according to statement 153,
wherein querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor includes querying (4705) the remote pro-
cessor for the at least one secondary replica (2320, 2325) for
a remote processor load (3505).
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[0523] Statement 155. An embodiment of the inventive
concept includes an article according to statement 153,
wherein querying (4705, 4720) a remote processor for the at
least one secondary replica (2320, 2325) for a cost for the
remote processor includes querying (4720) the remote pro-
cessor for the at least one secondary replica (2320, 2325) for
a remote software stack load (3510).

[0524] Statement 156. An embodiment of the inventive
concept includes an article according to statement 153, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in periodically querying (4705, 4710, 4720, 4725) the
remote processor for the at least one secondary replica
(2320, 2325) for the cost for the remote processor.

[0525] Statement 157. An embodiment of the inventive
concept includes an article according to statement 149,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
includes:

[0526] querying (4120) the at least one secondary replica
(2320, 2325) for an actual number of free pages (2805);
[0527] calculating (4150) a difference by subtracting the
actual number of free pages (2805) from a threshold number
of free pages (2810) for the at least one secondary replica
(2320, 2325),

[0528] multiplying (4160) the difference by an remote
average garbage collection time to determine the remote
garbage collection time (3705).

[0529] Statement 158. An embodiment of the inventive
concept includes an article according to statement 157,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
further includes adding (4155) a delay (2825) associated
with Programming valid pages in each erase block.

[0530] Statement 159. An embodiment of the inventive
concept includes an article according to statement 157, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in periodically querying (4120, 4125) the at least one
secondary replica (2320, 2325) for the actual number of free
pages (2805).

[0531] Statement 160. An embodiment of the inventive
concept includes an article according to statement 149,
wherein calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320, 2325)
includes calculating (4110, 4115) the remote garbage col-
lection time (3705) for the at least one secondary replica
(2320, 2325) using at least one of historical remote garbage
collection information (3165) for the at least one secondary
replica (2320, 2325), a worst case estimate for remote
garbage collection (3170) on the at least one secondary
replica (2320, 2325), and an average case estimate for
remote garbage collection (3175) on the at least one sec-
ondary replica (2320, 2325).

[0532] Statement 161. An embodiment of the inventive
concept includes an article according to statement 149, the
tangible storage medium having stored thereon further non-
transitory instructions that, when executed by the machine,
result in generating (4525) the communication time weight
(2735), the remote processor time weight (2740), and the
remote garbage collection time weight (2745).

[0533] Statement 162. An embodiment of the inventive
concept includes an article according to statement 161,
wherein generating (4525) the communication time weight
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(2735), the remote processor time weight (2740), and the
remote garbage collection time weight (2745) includes gen-
erating (4410) the communication time weight (2735), the
remote processor time weight (2740), and the remote gar-
bage collection time weight (2745) using a linear regression
analysis based on historical data for the primary replica
(2315).

[0534] Statement 163. An embodiment of the inventive
concept includes an article according to statement 162,
wherein the historical data is drawn from a sliding window
of use of the primary replica (2315).

[0535] Statement 164. An embodiment of the inventive
concept includes an article according to statement 149,
wherein:

[0536] calculating (3940) at least one remote estimated
time required (3710) for at least one secondary replica
(2320, 2325) storing the requested data further includes
calculating (4520) a predicted remote time (3605); and
[0537] calculating (4530) the at least one remote estimated
time required (3710) includes calculating (4530) the at least
one remote estimated time required (3710) from the com-
munication time (3410), the remote processor time (3515),
the remote garbage collection time (3705), the predicted
remote time (3605), the communication time weight (2735),
the remote processor time weight (2740), and the remote
garbage collection time weight (2745).

[0538] Consequently, in view of the wide variety of per-
mutations to the embodiments described herein, this detailed
description and accompanying material is intended to be
illustrative only, and should not be taken as limiting the
scope of the inventive concept. What is claimed as the
inventive concept, therefore, is all such modifications as
may come within the scope and spirit of the following claims
and equivalents thereto.

What is claimed is:

1. A distributed storage system node (125, 130, 135),
comprising:

at least one storage device (140, 145, 150, 155, 160, 165,
225, 230), the at least one storage device (140, 145,
150, 155, 160, 165, 225, 230) including a primary
replica (2315) of data;

a cost analyzer (2310) to calculate a local estimated time
required (3305) to complete an Input/Output (I/O)
request (905) at the primary replica (2315) and at least
one remote estimated time required (3710) to complete
the I/O request (905) at least one secondary replica
(2320, 2325) of the data; and

an I/O redirector (215) to direct the /O request (905) to
one of the primary replica (2315) and the at least one
secondary replica (2320, 2325) responsive to the local
estimated time required (3305) and the at least one
remote estimated time required (3710).

2. A distributed storage system node (125, 130, 135)
according to claim 1, wherein the distributed storage system
node (125, 130, 135) is drawn from a set including a
Network Attached Solid State Drive (SSD) and an Ethernet
SSD.

3. A distributed storage system node (125, 130, 135)
according to claim 1, wherein the 1/O redirector (215) is
operative to redirect the I/O request (905) only if the at least
one storage device (140, 145, 150, 155, 160, 165, 225, 230)
is currently undergoing garbage collection.

4. A distributed storage system node (125, 130, 135)
according to claim 3, wherein:
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the cost analyzer (2310) includes a local time estimator
(2405) to calculate the local estimated time required
(3305) to process the /O request (905) at the primary
replica (2315); and

the 1/O redirector (215) includes:
storage (2505) for a threshold time (2525); and
a first comparator (2510) to compare the local esti-

mated time required (3305) with the threshold time
(2525).

5. A distributed storage system node (125, 130, 135)
according to claim 4, wherein the local time estimator
(2405) includes:

a local garbage collection time calculator (2605) to cal-

culate a local garbage collection time (2820);

alocal predicted garbage collection time calculator (2610)
to calculate a local predicted garbage collection time
(2905);

storage (2620) for a local garbage collection weight
(2635) and a predicted garbage collection weight
(2640); and

a local estimated time required calculator (2625) to cal-
culate a local estimated time required (3305) from the
local garbage collection time (2820), the local pre-
dicted garbage collection time (2905), the local garbage
collection weight (2635), and the predicted garbage
collection weight (2640).

6. A distributed storage system node (125, 130, 135)

according to claim 5, wherein:
the cost analyzer (2310) further comprises:
query logic (2415) to query the primary replica (2315)
for an actual number of free pages (2805); and

reception logic (2420) to receive from the primary
replica (2315) the actual number of free pages
(2805); and

the local garbage collection time calculator (2605) is
operative to calculate a difference by subtracting the
actual number of free pages (2805) from a threshold
number of free pages (2810) for the primary replica
(2315) and to calculate the local garbage collection
time (2820) by multiplying (4160) the difference by an
local average garbage collection time (2815).

7. A distributed storage system node (125, 130, 135)
according to claim 6, wherein the local garbage collection
time calculator (2605) is further operative to add a delay
(2825) associated with Programming valid pages in each
erase block to the local garbage collection time (2820).

8. A distributed storage system node (125, 130, 135)
according to claim 5, wherein the cost analyzer (2310)
further includes:

a database (2425) storing information including at least
one of historical local garbage collection information
(3105) for the primary replica (2315), a worst case
estimate for local garbage collection (3110) on the
primary replica (2315), an average case estimate for
local garbage collection (3115) on the primary replica
(2315), historical processing time information (3120)
for the primary replica (2315), a worst case estimate for
processing time (3125) on the primary replica (2315),
and an average case estimate for processing time
(3130) on the primary replica (2315); and

a local predictive analyzer (2430) to calculate a predicted
local time (3205) for the primary replica (2315) from
the information stored in the database (2425).
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9. A distributed storage system node (125, 130, 135)
according to claim 4, wherein:

the cost analyzer (2310) further includes a remote time
estimator (2410) to calculate the at least one remote
estimated time required (3710) to process the 1/O
request (905) at the at least one secondary replica
(2320, 2325); and

the I/O redirector (215) further includes:

a second comparator (2515) to compare the local
estimated time required (3305) with the at least one
remote estimated time required (3710); and

a selector (2520) to select one of the primary replica
(2315) and the at least one secondary replica (2320,
2325) to process the /O request (905) with a mini-
mum time from the local estimated time required
(3305) and the at least one remote estimated time
required (3710).

10. A distributed storage system node (125, 130, 135)
according to claim 9, wherein the remote time estimator
(2410) includes:

a communication time calculator (2705) to calculate a
communication time (3410) between the distributed
storage system node (125, 130, 135) and at least one
secondary storage system node (125, 130, 135) includ-
ing the at least one secondary replica (2320, 2325);

a remote processor time calculator (2710) to calculate a
remote processor time (3515) for the at least one
secondary storage system node (125, 130, 135);

a remote garbage collection time calculator (2715) to
calculate a remote garbage collection time (3705) for
the at least one secondary replica (2320, 2325);

storage (2720) for a communication time weight (2735),
a remote processor time weight (2740), and a remote
garbage collection time weight (2745); and

a remote estimated time required calculator (2725) to
calculate the remote estimated time required (3710)
from the communication time (3410), the remote pro-
cessor time (3515), the remote garbage collection time
(3705), the communication time weight (2735), the
remote processor time weight (2740), and the remote
garbage collection time weight (2745).

11. A cost analyzer (2310), comprising:

a local time estimator (2405) to calculate the local esti-
mated time required (3305) to process an Input/Output
(I/0) request (905) at a primary replica (2315) of data,
the primary replica (2315) included on a storage device
(140, 145, 150, 155, 160, 165, 225, 230); and

a remote time estimator (2410) to calculate at least one
remote estimated time required (3710) to process the
1/O request (905) at at least one secondary replica
(2320, 2325) of the data,

wherein the cost analyzer (2310) enables an 1/O redirector
(215) to direct the I/O request (905) to one of the
primary replica (2315) and the at least one secondary
replica (2320, 2325) responsive to the local estimated
time required (3305) and the at least one remote
estimated time required (3710).

12. A cost analyzer (2310) according to claim 11, wherein
the cost analyzer (2310) is activated only if the primary
replica (2315) is performing garbage collection.

13. A cost analyzer (2310) according to claim 12, wherein
the remote time estimator (2410) includes:

a communication time calculator (2705) to calculate a

communication time (3410) between the distributed
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storage system node (125, 130, 135) and at least one
secondary storage system node (125, 130, 135) includ-
ing the at least one secondary replica (2320, 2325);
a remote processor time calculator (2710) to calculate a
remote processor time (3515) for the at least one
secondary storage system node (125, 130, 135);
a remote garbage collection time calculator (2715) to
calculate a remote garbage collection time (3705) for
the at least one secondary replica (2320, 2325);
storage (2720) for a communication time weight (2735),
a remote processor time weight (2740), and a remote
garbage collection time weight (2745); and
a remote estimated time required calculator (2725) to
calculate the remote estimated time required (3710)
from the communication time (3410), the remote pro-
cessor time (3515), the remote garbage collection time
(3705), the communication time weight (2735), the
remote processor time weight (2740), and the remote
garbage collection time weight (2745).
14. A cost analyzer (2310) according to claim 13, wherein
the communication time calculator (2705) includes ping
logic (3405) to ping the at least one secondary storage
system node (125, 130, 135) to measure the communication
time (3410).
15. A cost analyzer (2310) according to claim 13,
wherein:
the cost analyzer (2310) further includes:
query logic (2415) to query the at least one secondary
storage system node (125, 130, 135) for a remote
processor load (3505) on the at least one secondary
storage system node (125, 130, 135); and

reception logic (2420) to receive from the at least one
secondary storage system node (125, 130, 135) the
remote processor load (3505); and

the remote processor time calculator (2710) is operative to
calculate the remote processor time (3515) responsive
to the remote processor load (3505).

16. A cost analyzer (2310) according to claim 15,

wherein:

the query logic (2415) is operative to query the at least
one secondary storage system node (125, 130, 135) for
a remote software stack load (3510) on the at least one
secondary storage system node (125, 130, 135);

the reception logic (2420) is operative to receive from the
at least one secondary storage system node (125, 130,
135) the remote software stack load (3510); and

the remote processor time calculator (2710) is operative to
calculate the remote processor time (3515) responsive
to the remote processor load (3505) and the remote
software stack load (3510).

17. A cost analyzer (2310) according to claim 13, further

comprising:

a database (2425) storing information including at least
one of historical communication time information
(3135) with the at least one secondary replica (2320,
2325), a worst case estimate (3140) for communication
time (3410) with the at least one secondary replica
(2320, 2325), an average case estimate (3145) for
communication time (3410) with the at least one sec-
ondary replica (2320, 2325), historical remote proces-
sor time information (3150) for the at least one sec-
ondary replica (2320, 2325), a worst case estimate
(3155) for remote processor time (3515) on the at least
one secondary replica (2320, 2325), an average case
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estimate (3160) for remote processor time (3515) on
the at least one secondary replica (2320, 2325), his-
torical remote garbage collection information (3165)
for the at least one secondary replica (2320, 2325), a
worst case estimate for remote garbage collection
(3170) on the at least one secondary replica (2320,
2325), and an average case estimate for remote garbage
collection (3175) on the at least one secondary replica
(2320, 2325); and

a remote predictive analyzer (2435) to calculate a pre-
dicted remote time (3605) for the at least one secondary
replica (2320, 2325) from the information (3135, 3140,
3145, 3150, 3155, 3160, 3165, 3170, 3175) stored in
the database (2425).

18. A method, comprising:

receiving (3905) at a distributed storage system node
(125,130, 135) an Input/Output (I/O) request (905), the
1/O request (905) requesting data from a primary rep-
lica (2315) at the distributed storage system node (125,
130, 135), the primary replica (2315) including a
storage device (140, 145, 150, 155, 160, 165, 225, 230);

calculating (3920) a local estimated time required (3305)
to complete the 1/O request (905);

calculating (3940) at least one remote estimated time
required (3710) for at least one secondary replica
(2320, 2325) storing the requested data;

comparing (3950) the local estimated time required
(3305) with the at least one remote estimated time
required (3710);

selecting (3955) one of the primary replica (2315) and the
at least one secondary replica (2320, 2325) responsive
to the lowest of the local estimated time required
(3305) and the at least one remote estimated time
required (3710); and

directing (3960) the I/O request (905) to the selected one
of the primary replica (2315) and the at least one
secondary replica (2320, 2325).
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19. A method according to claim 18, wherein the distrib-
uted storage system node (125, 130, 135) is drawn from a set
including a Network Attached Solid State Drive (SSD) and
an Ethernet SSD.
20. A method according to claim 18, further comprising
performing (3910) the method only if the primary replica
(2315) is performing garbage collection.
21. A method according to claim 20, wherein calculating
(3920) a local estimated time required (3305) to complete
the 1/O request (905) includes:
calculating (4005) a local garbage collection time (2820);
calculating (4010) a local predicted garbage collection
time (2905);

calculating (4030) the local estimated time required
(3305) from the local garbage collection time (2820),
the local predicted garbage collection time (2905), a
local garbage collection weight (2635), and a predicted
garbage collection weight (2640).
22. A method according to claim 20, wherein calculating
(3940) at least one remote estimated time required (3710)
for at least one secondary replica (2320, 2325) storing the
requested data includes:
calculating (4505) a communication time (3410) for the at
least one secondary replica (2320, 2325);

calculating (4510) a remote processor time (3515) for the
at least one secondary replica (2320, 2325);

calculating (4515) a remote garbage collection time
(3705) for the at least one secondary replica (2320,
2325); and

calculating (4530) the at least one remote estimated time
required (3710) from the communication time (3410),
the remote processor time (3515), the remote garbage
collection time (3705), a communication time weight
(2735), a remote processor time weight (2740), and a
remote garbage collection time weight (2745).

#* #* #* #* #*



