
(12) STANDARD PATENT (11) Application No. AU 2015221480 B2 
(19) AUSTRALIAN PATENT OFFICE 

(54) Title 
Eye gaze detecting device and eye gaze detection method 

(51) International Patent Classification(s) 
G06F 3/01 (2006.01) G06F 3/048 (2006.01) 

(21) Application No: 2015221480 (22) Date of Filing: 2015.09.02 

(30) Priority Data 

(31) Number (32) Date (33) Country 
2014-204274 2014.10.02 JP 

(43) Publication Date: 2016.04.21 
(43) Publication Journal Date: 2016.04.21 
(44) Accepted Journal Date: 2017.06.15 

(71) Applicant(s) 
Fujitsu Limited 

(72) Inventor(s) 
Taguchi, Akinori;Nakashima, Satoshi 

(74) Agent / Attorney 
Spruson & Ferguson, L 35 St Martins Tower 31 Market St, Sydney, NSW, 2000, AU 

(56) Related Art 
WO 2013/059940 Al 
VALENTI R. et al., "What Are You Looking at? Improving Visual Gaze Estimation 
by Saliency 
US 2014/0085198 Al 
WO 2011/130594 Al 
EP 2709060 Al



ABSTRACT 

An eye gaze detecting device includes: an object position storing unit 

configured to store position information regarding a specific position where a 

specific object is located; an eye gaze position identifying unit configured to 

identify an eye gaze position regarding the subject in an image for each of a 

plurality of images including the image; and a correction value calculating unit 

configured to calculate a correction value based on the position information and 

a plurality of eye gaze positions including the eye gaze position, the correction 

value causing the plurality of eye gaze positions to match the specific position.  
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EYE GAZE DETECTING DEVICE AND EYE GAZE 
DETECTION METHOD 

FIELD 
[0001] Techniques disclosed in the present embodiments are related to 

techniques for detecting the position of the eye gaze.  

BACKGROUND 
[0002] A correction value calculating device that calculates a correction 

value for correcting an error in the eye gaze associated with the individual 

difference of an object person in detection of the eye gaze is known (for example 

refer to Patent Document 1). This correction value calculating device calculates 

the correction value on the basis of a first eye gaze vector that is calculated on 

the basis of a shot image of an eye of a subject and is directed from the eye 

toward a screen of a display device and a second eye gaze vector toward a point 

of gaze at which the subject is gazing, decided on the basis of the feature on a 

displayed image. For example, these techniques are disclosed in Japanese Laid

open Patent Publication No. 2011-217764, Japanese Laid-open Patent Publication 

No. 11-76165, and Japanese National Publication of International Patent 

Application No. 2013-524390.  

SUMMARY 
[0003] The correction value calculating device calculates the correction 

value in real time by using the first eye gaze vector calculated on the basis of a 

shot image of a certain timing. Therefore, it is difficult to calculate the 

correction value with high accuracy. For example, if an object person looks at 

the point of gaze decided on the basis of the feature on the displayed image 

after taking a survey of the screen of the display device globally, many of the 

plural eye gaze positions obtained during the survey are eye gaze positions when 

the object person is not gazing at the point of gaze based on the feature on the 

displayed image. Thus, with the configuration to calculate the correction value 
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by individually using such eye gaze positions, it is difficult to calculate the correction value with 

high accuracy.  

[0004] Therefore, the disclosed techniques intend to calculate a correction value with high 

accuracy.  

[0005] According to an aspect of the present disclosure, an eye gaze detecting device includes: 

an object position storing unit configured to store position information regarding a specific 

position where a specific object is located; an eye gaze position identifying unit configured to 

identify an eye gaze position regarding the subject in an image for each of a plurality of images 

including the image; and a correction value calculating unit configured to calculate a correction 

value based on the position information and a plurality of eye gaze positions including the eye 

gaze position, the correction value causing the plurality of eye gaze positions to match the 

specific position.  

[0005A] According to another aspect, there is provided an eye gaze detecting device 

comprising: an object position storing unit configured to store position information regarding a 

specific position where a specific object is located; a non-gaze object position storing unit that 

stores another position information of another object that is contextually associated with the 

specific object, and an eye gaze position identifying unit configured to identify an eye gaze 

position regarding the subject in an image for each of a plurality of images including the image; 

and a correction value calculating unit configured to calculate a correction value based on the 

position information and a plurality of eye gaze positions including the eye gaze position, the 

correction value causing the plurality of eye gaze positions to match the specific position 

wherein the correction value calculating unit calculates the correction value when the plurality 

of eye gaze positions do not correspond to an existence region of the specific object indicated by 

the position information and when the plurality of eye gaze positions correspond to another 

existence region of the another object indicated by the another position information.



2a 

[0005B] According to another aspect, there is provided an eye gaze detection method executed 

by a computer, the eye gaze detection method comprising: storing position information 

regarding a specific position where a specific object is located; storing another position 

information of another object that is contextually associated with the specific object; identifying 

an eye gaze position regarding the subject in an image for each of a plurality of images 

including the image; and calculating a correction valued based on the position information and a 

plurality of eye gaze positions including the eye gaze position, the correction value causing the 

plurality of eye gaze positions to match the specific position, wherein the correction value is 

calculated when the plurality of eye gaze positions do not correspond to an existence region of 

the specific object indicated by the position information and when the plurality of eye gaze 

positions correspond to another existence region of the another object indicated by the another 

position information.  

[0005C] According to another aspect, there is provided an eye gaze detecting device 

comprising: an object position storing unit configured to store position information regarding a 

specific position where a specific object is located; an eye gaze position identifying unit 

configured to identify an eye gaze position regarding the subject in an image for each of a 

plurality of images including the image; and a correction value calculating unit configured to 

calculate a correction value based on the position information and a plurality of eye gaze 

positions including the eye gaze position, the correction value causing the plurality of eye gaze 

positions to match the specific position, wherein: the correction value calculating unit searches 

for a position at which a virtual region includes a largest number of the plurality of eye gaze 

positions, the virtual region has same shape and size as an existence region of the specific object 

based on



[0012] FIG. 6 is a flowchart illustrating one example of eye gaze position 

database generation processing executed by the eye gaze position detecting 

device 100.  

[0013] FIG. 7 is a diagram illustrating one example of relationship between 

pupillary distance and commodity-user distance.  

[0014] FIG. 8 is a diagram illustrating one example of relationship between 

the commodity-user distance and a category.  

[0015] FIG. 9 is a flowchart illustrating one example of correction value 

database generation processing executed by the eye gaze position detecting 

device 100.  

[0016] FIG. 10 is a flowchart illustrating one example of calibration 

processing executed by the eye gaze position detecting device 100.  

[0017] FIG. 11 is a diagram illustrating one example of an assumed scene.  

[0018] FIG. 12 is an explanatory diagram of one example of a correction 

rule.  

[0019] FIG. 13 is a flowchart illustrating correction value calculation 

processing based on one example of the correction rule.  

[0020] FIG. 14 is an explanatory diagram of another example of the 

correction rule.  

[0021] FIG. 15 is a flowchart illustrating correction value calculation 

processing based on another example of the correction rule.  

[0022] FIG. 16 is an explanatory diagram of further another example of 

the correction rule.  

[0023] FIG. 17 is a flowchart illustrating correction value calculation 

processing based on further another example of the correction rule.  

[0024] FIG. 18 is an explanatory diagram of eye gaze position selection 

processing.  

[0025] FIG. 19 is a flowchart illustrating one example of the eye gaze 

position selection processing executed by a correction value calculating unit 12.  
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[0026] FIGS. 20A and 20B are diagrams illustrating relationship between 

positional relationship between plural eye gaze positions extracted in a step 

S1912 and a commodity Ct and necessity for calibration.  

[0027] FIG. 21 is a top view illustrating one example of positional 

relationship among an eye gaze sensor 20 and three commodities C1 to C3.  

[0028] FIG. 22 is a diagram illustrating one example of data in the 

commodity position database 14 used in the example illustrated in FIG. 21.  

[0029] FIG. 23 is a diagram illustrating another example of the assumed 

scene.  

[0030] FIG. 24 is a flowchart illustrating another example of the correction 

value database generation processing executed by the eye gaze position 

detecting device 100.  

[0031] FIGS. 25A and 25B are explanatory diagrams of relationship 

between clusters and plural eye gaze positions.  

[0032] FIG. 26 is a diagram illustrating one example of positional 

relationship between plural clusters and plural commodities.  

[0033] FIG. 27 is an explanatory diagram of a calculation method of a 

correction value.  

[0034] FIG. 28 is a flowchart illustrating another example of the eye gaze 

position selection processing executed by the correction value calculating unit 12.  

[0035] FIG. 29 is a flowchart illustrating one example of associating 

processing.  

[0036] FIG. 30 is a table diagram representing respective distances.  

DESCRIPTION OF EMBODIMENTS 
[0037] The respective embodiments will be described in detail below with 

reference to the accompanying drawings.  

[0038] FIG. 1 is a diagram illustrating one example of an eye gaze position 

detecting system 1 to which an eye gaze position detecting device is applied.  
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[0039] The eye gaze position detecting system 1 includes an eye gaze 

sensor 20 and an eye gaze position detecting device 100. The eye gaze position 

detecting device 100 is communicably coupled to the eye gaze sensor 20 in a 

wired or wireless manner.  

[0040] The eye gaze sensor 20 includes a camera 21 and an eye gaze 

vector calculating device 22.  

[0041] The camera 21 acquires a shot image of an eye of a user S (one 

example of subject). The camera 21 may include an imaging element of an 

arbitrary type. For example, the camera 21 may be a comparatively inexpensive 

complementary metal-oxide-semiconductor (CMOS) camera.  

[0042] The eye gaze vector calculating device 22 calculates an eye gaze 

vector VI of the user S on the basis of the shot image of the camera 21. The 

calculation method of the eye gaze vector VI of the user S is arbitrary. The 

calculation method of the eye gaze vector VI of the user S may be a method 

disclosed in Japanese Laid-open Patent Publication No. 2011-217764 for 

example. Furthermore, the detection method of the eye gaze direction (eye 

gaze vector VI) may be a corneal reflection method in which a pupil and corneal 

reflection are sensed and the eye gaze direction is calculated from the positional 

relationship between them. In this case, the eye gaze sensor 20 includes a 

near-infrared light-emitting diode (LED). This method, in which near-infrared 

light by the near-infrared LED is made to impinge on the face of the user S, 

utilizes a characteristic that the position of the corneal reflection is not affected 

by the eye gaze direction although the position of the pupil changes depending 

on the eye gaze direction. In the case of making the near-infrared light by the 

near-infrared LED impinge on the face, the corneal reflection serving as a 

reference point is caused in the eye and thus the measurement accuracy is 

improved compared with a method of carrying out measurement from only a 

camera.  

[0043] The eye gaze vector calculating device 22 may be included in the 

camera 21 as a built-in device as illustrated in FIG. 1. However, in another 
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embodiment, the eye gaze vector calculating device 22 may be coupled to the 

camera 21 and the eye gaze position detecting device 100 via a network 2 for 

example. Furthermore, the eye gaze vector calculating device 22 may be 

embedded in the eye gaze position detecting device 100. Alternatively, part or 

all of the functions of the eye gaze position detecting device 100 may be 

incorporated in the camera 21.  

[0044] The eye gaze position detecting device 100 calculates a correction 

value for correcting an eye gaze position P detected by the eye gaze sensor 20.  

Calculation methods of the correction value will be described later.  

[0045] FIG. 2 is a diagram illustrating one example of a hardware 

configuration of the eye gaze position detecting device 100.  

[0046] The eye gaze position detecting device 100 is implemented by a 

computer for example. In the example illustrated in FIG. 2, the eye gaze 

position detecting device 100 includes a processor 101, a main storage 102, an 

auxiliary storage 103, a drive device 104, a network I/F unit 106, and an input 

unit 107.  

[0047] The processor 101 is an arithmetic device that executes programs 

stored in the main storage 102 and the auxiliary storage 103. The processor 

101 receives data from the input unit 107 or a storage device to perform 

arithmetic operation and processing on the data and then output the resulting 

data to the storage device or the like.  

[0048] The main storage 102 is a read only memory (ROM), a random 

access memory (RAM), and so forth. The main storage 102 is a storage device 

that stores or temporarily saves programs such as an operating system (OS) that 

is basic software executed by the processor 101 and application software and 

data.  

[0049] The auxiliary storage 103 is a hard disk drive (HDD) or the like and 

is a storage device that stores data relating to the application software and so 

forth.  
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[0050] The drive device 104 reads out a program from a recording medium 

105, e.g. a flexible disk, and installs the program on a storage device.  

[0051] The recording medium 105 stores a given program. The program 

stored in this recording medium 105 is installed on the eye gaze position 

detecting device 100 via the drive device 104. The installed given program 

becomes executable by the eye gaze position detecting device 100.  

[0052] The network I/F unit 106 is an interface between the eye gaze 

position detecting device 100 and peripheral equipment that is coupled via a 

network constructed by data transmission lines such as wired and/or wireless 

lines and has a communication function.  

[0053] The input unit 107 includes a keyboard including cursor keys, 

numeric input keys, and various kinds of function keys, a mouse, a touch pad, 

etc.  

[0054] In the example illustrated in FIG. 2, various kinds of processing and 

so forth to be described below can be implemented by making the eye gaze 

position detecting device 100 execute a program. Furthermore, it is also 

possible to record a program in the recording medium 105 and make the eye 

gaze position detecting device 100 read the recording medium 105 in which this 

program is recorded and implement the various kinds of processing and so forth 

to be described below. As the recording medium 105, recording media of 

various types can be used. For example, the recording medium 105 may be a 

recording medium in which information is recorded optically, electrically, or 

magnetically, such as a compact disc (CD)-ROM, a flexible disk, or a magneto

optical disk, or a semiconductor memory in which information is electrically 

recorded, such as a ROM or a flash memory, or the like. Carrier waves are not 

included in the recording medium 105.  

[0055] FIG. 3 is a functional block diagram of the eye gaze position 

detecting device 100.  

[0056] The eye gaze position detecting device 100 includes an eye gaze 

vector acquiring unit 10, an eye gaze position identifying unit 11, and a 
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correction value calculating unit 12. The eye gaze position identifying unit 11 

includes a before-correction eye gaze position identifying unit 11a and a 

calibration processing unit 11b. The eye gaze vector acquiring unit 10 can be 

implemented by the network I/F unit 106 illustrated in FIG. 2 for example.  

Furthermore, the eye gaze position identifying unit 11 and the correction value 

calculating unit 12 can be implemented by the processor 101 illustrated in FIG. 2 

for example. The eye gaze position detecting device 100 further includes an 

eye gaze position database 13, a commodity position database (one example of 

object position storing unit) 14, and a non-commodity position database (one 

example of non-gaze object position storing unit) 15. Moreover, the eye gaze 

position detecting device 100 further includes a commodity correspondence rule 

database 16, a correction rule database 17, and a correction value database 18.  

The eye gaze position database 13, the commodity position database 14, the 

non-commodity position database 15, the commodity correspondence rule 

database 16, the correction rule database 17, and the correction value database 

18 can be implemented by the auxiliary storage 103 illustrated in FIG. 2 for 

example.  

[0057] The eye gaze vector acquiring unit 10 acquires the eye gaze vector 

of the user S from the eye gaze sensor 20. The eye gaze vector acquiring unit 

10 may acquire, with the eye gaze vector, information to identify the user S 

relating to this eye gaze vector. The information to identify the user S relating 

to the eye gaze vector can be generated by the eye gaze vector calculating 

device 22 on the basis of a face recognition technique or the like for example.  

[0058] The before-correction eye gaze position identifying unit 11a 

calculates the eye gaze position of the user S on the basis of the eye gaze vector 

acquired by the eye gaze vector acquiring unit 10. For example, the before

correction eye gaze position identifying unit 11a calculates the eye gaze position 

of the user S on a virtual plane M at which an object is located on the basis of 

the eye gaze vector and the distance between the user S and the object. The 

before-correction eye gaze position identifying unit 11a calculates one eye gaze 
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position about one eye gaze vector. Therefore, the same number of eye gaze 

positions of the user S as the number of plural eye gaze vectors are calculated.  

[0059] Here, the object is arbitrary. In the following, it is assumed that 

the object is a commodity as a target of a gaze by the user S as one example.  

Furthermore, in the following, as the commodity, an arbitrary commodity 

displayed in a shop is assumed as one example. Therefore, the user S is a 

person who comes to the shop (person who possibly purchases the commodity).  

[0060] The distance between the user S and the object may be either a 

measured value or a fixed value (assumed value). In the following, as one 

example, the before-correction eye gaze position identifying unit 11a calculates 

the distance between the user S and the commodity (hereinafter, referred to also 

as the "commodity-user distance") on the basis of the pupillary distance of the 

user S. However, the calculation method of the commodity-user distance is 

arbitrary. For example, if the eye gaze sensor 20 acquires a distance image, the 

commodity-user distance may be calculated on the basis of the distance image.  

[0061] The virtual plane M is e.g. a vertical plane including the position 

(coordinates) of the commodity as illustrated in FIG. 1. The eye gaze position P 

is the position of the point at which the eye gaze vector VI intersects the virtual 

plane M as illustrated in FIG. 1. In the following, for convenience, X-, Y-, and Z

axes are defined, with the left end of the virtual plane M regarded as the origin, 

and it is assumed that the positive direction of the Z-axis is on the side of the 

user S as illustrated in FIG. 1.  

[0062] The calibration processing unit 1Ib corrects the eye gaze position 

of the user S calculated by the before-correction eye gaze position identifying 

unit 11a on the basis of a correction value in the correction value database 18.  

The eye gaze position corrected by the calibration processing unit 1Ib is output 

as the final calculation result of the eye gaze position by the eye gaze position 

identifying unit 11.  

[0063] When a correction value exists in the correction value database 18, 

the calibration processing unit 1Ib corrects the eye gaze position of the user S 
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calculated by the before-correction eye gaze position identifying unit 11a.  

However, when a correction value does not exist, the calibration processing unit 

1ib does not carry out the correction. That a correction value does not exist 

includes that a correction value is 0. Hereinafter, when the eye gaze position 

after correction by the calibration processing unit 1Ib and the eye gaze position 

before correction by the before-correction eye gaze position identifying unit 11a 

are not particularly discriminated from each other, the eye gaze position will be 

referred to simply as the "eye gaze position calculated by the eye gaze position 

identifying unit 11." That is, in the following description, the "eye gaze position 

calculated by the eye gaze position identifying unit 11" may be either one of the 

eye gaze position after correction by the calibration processing unit 1ib and the 

eye gaze position before correction by the before-correction eye gaze position 

identifying unit 11a.  

[0064] On the basis of plural eye gaze positions calculated by the eye gaze 

position identifying unit 11 and position information of the commodity stored in 

the commodity position database 14, the correction value calculating unit 12 

calculates the correction value to cause the plural eye gaze positions to match 

the position of the commodity indicated by the position information. Calculating 

the correction value may involve updating an already-existing correction value 

(e.g. initial value or previous value). Specific examples of the calculation 

method of the correction value by the correction value calculating unit 12 will be 

described later.  

[0065] The eye gaze position database 13 stores the eye gaze positions 

calculated by the eye gaze position identifying unit 11. Therefore, the plural 

eye gaze positions calculated by the eye gaze position identifying unit 11 are 

stored in the eye gaze position database 13. The respective eye gaze positions 

in the eye gaze position database 13 may be held until being extracted by the 

correction value calculating unit 12. One example of the generation method of 

the eye gaze position database 13 will be described later with reference to FIG.  

6.  

10 
(104016311)



[0066] The commodity position database 14 stores the position information 

representing the positions of commodities as gaze targets of the user S. The 

position of the commodity represented by the position information is arbitrary 

and may be e.g. the center position of the commodity, the position of the 

centroid, the position of a part with high conspicuousness in the commodity, or 

the like. FIGS. 4 and 5 are explanatory diagrams of the commodity position 

database 14. In an example illustrated in FIG. 4, the XY-coordinates of an 

upper left position NI and a lower right position N2 relating to commodities C1, 

C2 ... (see FIG. 5) are stored in the commodity position database 14. The 

commodity position database 14 may store information relating to the shapes 

and sizes of commodity regions in addition to the position information of the 

commodities. The commodity region refers to the region occupied by a 

commodity on the virtual plane. However, the commodity region may be a 

region corresponding to a simple commodity outer shape.  

[0067] The non-commodity position database 15 stores position 

information representing the positions of non-gaze-target objects located around 

the commodities (hereinafter, referred to as the "non-gaze-target object position 

information"). The non-gaze-target object is an object that does not become a 

gaze target of the user S. The object that does not become a gaze target of the 

user S is decided on the basis of general criteria and does not mean an object 

that becomes a gaze target for the peculiar user S. The non-gaze-target object 

is e.g. a commodity shelf itself (e.g. frame and so forth), a gap between a 

commodity and an adjacent commodity, a wall of a shop, a pillar, or that kind of 

object. The non-gaze-target object position information may be stored in 

association with the commodities on each commodity basis. Preferably, the 

non-gaze-target object position information is so generated that the positions of 

given objects located around the commodities are not included in the existence 

regions of the non-gaze-target objects indicated by the non-gaze-target object 

position information. The given object is an object that becomes a target of a 

gaze by the user S and is other than the commodity and is e.g. a tag on which 
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explanation and price of a commodity are written or that kind of object. The 

position information of the given object may be stored in the commodity position 

database 14 in association with the commodities on each commodity basis. The 

non-commodity position database 15 may be omitted as appropriate.  

[0068] The commodity correspondence rule database 16 stores 

information to identify the correspondence relationship between the eye gaze 

position calculated by the eye gaze position identifying unit 11 and the 

commodity. For example, the commodity correspondence rule database 16 

stores, about each commodity, the range that can be taken by the eye gaze 

position calculated by the eye gaze position identifying unit 11 when the user S is 

gazing at the commodity. Such ranges may be calculated on the basis of the 

position information of the commodities in the commodity position database 14 

or may be set on the basis of a test, an empirical rule, or the like. The 

commodity correspondence rule database 16 may be omitted as appropriate.  

[0069] The correction rule database 17 stores a correction rule when 

correction by the correction value calculating unit 12 is carried out. The 

correction rule may correspond to a calculation expression (to be described later) 

for deriving a correction value from plural eye gaze positions calculated by the 

eye gaze position identifying unit 11 and the position information relating to the 

commodity corresponding to these plural eye gaze positions (position information 

in the commodity position database 14).  

[0070] The correction value database 18 stores the correction value 

calculated by the correction value calculating unit 12. The correction value is 

stored on each commodity basis. Furthermore, the correction value may be 

stored about each of the users S, virtual planes, and user positions. Calculation 

methods of the correction value will be described later.  

[0071] According to the eye gaze position detecting device 100 illustrated 

in FIG. 3, the correction value calculating unit 12 calculates the correction value 

on the basis of plural eye gaze positions (i.e. aggregation of eye gaze positions).  

Thus, the accuracy of the correction value can be enhanced compared with the 
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case of calculating the correction value about each one eye gaze position. This 

is because the plural eye gaze positions do not necessarily each correspond to an 

eye gaze position when the user S is looking at a commodity and include, in 

some cases, an eye gaze position when the user S is taking a survey of the 

periphery of the commodity for example.  

[0072] Furthermore, according to the eye gaze position detecting device 

100 illustrated in FIG. 3, it is possible to calculate the correction value by using 

plural eye gaze positions when the user S is looking (gazing) at a commodity.  

This avoids the need to dispose a particular object that is other than the 

commodity and has high conspicuousness (reference point for calibration) for the 

purpose of calibration. That is, the commodity itself serves as the reference 

point for calibration, which avoids the need to get the user S to gaze at the 

reference point for calibration other than the commodity. As above, according 

to the eye gaze position detecting device 100 illustrated in FIG. 3, the correction 

value can be calculated by using plural eye gaze positions obtained in natural 

movement of the eye gaze of the user S (gaze at a commodity of interest or the 

like). This can efficiently increase the opportunities to calculate the correction 

value without imposing a particular burden on the user S.  

[0073] Next, with reference to FIGS. 6 to 11, an operation example of the 

eye gaze position detecting device 100 will be described. Here, a scene (see 

FIG. 11) in which the camera 21 of the eye gaze sensor 20 is provided to image 

the user S who gazes at one certain commodity (hereinafter, referred to as the 

"commodity Ct") is assumed. In the example illustrated in FIG. 11, a situation 

in which the commodity Ct is placed on a commodity shelf 200 is schematically 

illustrated. In this case, the camera 21 (not illustrated) is disposed near the 

commodity Ct for example and has the eye gaze direction in the positive 

direction of the Z-axis. Furthermore, suppose that the user S (not illustrated) 

gazes at the commodity Ct from a position on the side of the positive direction of 

the Z-axis relative to the commodity Ct.  
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[0074] FIG. 6 is a flowchart illustrating one example of eye gaze position 

database generation processing executed by the eye gaze position detecting 

device 100. The processing illustrated in FIG. 6 may be executed every time 

the eye gaze sensor 20 calculates an eye gaze vector relating to the same user 

S. If the eye gaze sensor 20 simultaneously calculates eye gaze vectors relating 

to plural users S, the processing illustrated in FIG. 6 may be executed in parallel 

for each of the users S.  

[0075] In a step S600, the eye gaze vector acquiring unit 10 acquires the 

eye gaze vector of the user S from the eye gaze sensor 20. Furthermore, the 

eye gaze vector acquiring unit 10 acquires the pupillary distance of the user S 

from the eye gaze sensor 20. For example, the eye gaze sensor 20 transmits, 

to the eye gaze position detecting device 100, the pupillary distance of the user 

S obtained from an image used when the eye gaze vector is calculated in 

association with the eye gaze vector.  

[0076] In a step S602, the before-correction eye gaze position identifying 

unit 11a calculates the commodity-user distance on the basis of the pupillary 

distance of the user S. For example, the before-correction eye gaze position 

identifying unit 11a may calculate the commodity-user distance with reference to 

information indicating the relationship between the pupillary distance and the 

commodity-user distance like information illustrated in FIG. 7. The calculation 

of the commodity-user distance may be implemented by the eye gaze sensor 20.  

In this case, the eye gaze vector acquiring unit 10 may acquire the commodity

user distance from the eye gaze sensor 20 instead of the pupillary distance. In 

this case, the processing of the step S602 is omitted.  

[0077] In a step S604, the before-correction eye gaze position identifying 

unit 11a sets the category of the commodity-user distance calculated in the step 

S602. For example, the before-correction eye gaze position identifying unit 11a 

may set the category of the commodity-user distance with reference to 

information indicating the relationship between the commodity-user distance and 

the category like information illustrated in FIG. 8. Here, the category is set in 
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view of the point that the calculated commodity-user distance does not have 

high accuracy. However, it is also possible to use the calculated commodity

user distance directly. In this case, the processing of the step S604 is omitted.  

[0078] In a step S606, the before-correction eye gaze position identifying 

unit 11a calculates an eye gaze position corresponding to the eye gaze vector 

acquired in the step S600. At this time, the before-correction eye gaze position 

identifying unit 11a sets (estimates) the Z-coordinate of the starting point of the 

eye gaze vector of the user S on the basis of the category set in the step S604.  

That is, the before-correction eye gaze position identifying unit 11a sets the 

distance between the virtual plane M and the starting point of the eye gaze 

vector of the user S (distance in the Z-direction). For example, in the case of a 

category "TI" represented in FIG. 8, the before-correction eye gaze position 

identifying unit 11a sets the Z-coordinate of the starting point of the eye gaze 

vector of the user S to e.g. 50 [cm]. Furthermore, in the case of a category 

"T2" represented in FIG. 8, the before-correction eye gaze position identifying 

unit 11a sets the Z-coordinate of the starting point of the eye gaze vector of the 

user S to e.g. 75 [cm]. Moreover, in the case of a category "T3" represented in 

FIG. 8, the before-correction eye gaze position identifying unit 11a sets the Z

coordinate of the starting point of the eye gaze vector of the user S to e.g. 100 

[cm]. Such distance in the Z-direction according to the category may be set in 

advance on the basis of the width of an aisle in front of the commodity Ct and so 

forth. Furthermore, it is also possible to set the Z-coordinate of the starting 

point of the eye gaze vector of the user S by using the commodity-user distance 

directly. In this case, the before-correction eye gaze position identifying unit 

11a sets the Z-coordinate of the starting point of the eye gaze vector of the user 

S to the value of the commodity-user distance. On the basis of the set Z

coordinate of the starting point of the eye gaze vector, the before-correction eye 

gaze position identifying unit 11a calculates the intersection at which the eye 

gaze vector intersects the virtual plane M (see the eye gaze position P in FIG. 1) 

as the eye gaze position.  
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[0079] In a step S608, the before-correction eye gaze position identifying 

unit 11a stores the eye gaze position calculated in the step S606 in the eye gaze 

position database 13. Alternatively, if a correction value exists in the correction 

value database 18, the calibration processing unit 1ib may correct the eye gaze 

position calculated by the before-correction eye gaze position identifying unit 11a 

in the step S606 by the correction value and then store the corrected eye gaze 

position in the eye gaze position database 13. In this manner, plural eye gaze 

positions calculated by the eye gaze position identifying unit 11 are stored 

(accumulated) in the eye gaze position database 13. At this time, the plural eye 

gaze positions may be stored about each of the users S, the virtual planes, and 

the commodity-user distances. In the following, it is assumed that the plural 

eye gaze positions are stored about each user S.  

[0080] FIG. 9 is a flowchart illustrating one example of correction value 

database generation processing executed by the eye gaze position detecting 

device 100. The processing illustrated in FIG. 9 may be executed every time a 

given number of eye gaze positions calculated by the eye gaze position 

identifying unit 11 are accumulated in the eye gaze position database 13 or may 

be executed every given time for example.  

[0081] In a step S900, the correction value calculating unit 12 extracts 

plural eye gaze positions (one example of first plural eye gaze positions) from 

the eye gaze position database 13. Preferably, the extracted plural eye gaze 

positions are eye gaze positions relating to the same user S. In this case, the 

extracted plural eye gaze positions may be all eye gaze positions relating to the 

same user S. Alternatively, the extracted plural eye gaze positions may be eye 

gaze positions that are obtained per given time and relate to the same user S.  

The number of extracted eye gaze positions depends on the time for which the 

user S looks at a commodity, the frame rate of the camera 21, and so forth.  

Alternatively, the correction value calculating unit 12 may extract only plural eye 

gaze positions satisfying a given condition (another example of the first plural 

eye gaze positions) among plural eye gaze positions relating to the same user S 
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(one example of second plural eye gaze positions) in the eye gaze position 

database 13. The plural eye gaze positions satisfying the given condition may 

be e.g. plural eye gaze positions forming an aggregation whose spread is small 

(distances from adjacent eye gaze positions are short). Furthermore, the plural 

eye gaze positions satisfying the given condition may be plural eye gaze 

positions existing near a commodity (for example in a range set on the basis of 

the commodity-user distance and a detection error). An example of this kind of 

extraction processing (eye gaze position selection processing) will be described 

later with reference to FIG. 19 and so forth.  

[0082] In a step S902, the correction value calculating unit 12 refers to 

position information relating to the commodity Ct in the commodity position 

database 14 and determines whether or not the plural eye gaze positions 

extracted in the step S900 correspond to the position of the commodity Ct.  

Whether or not the plural eye gaze positions correspond to the position of the 

commodity Ct may be determined by an arbitrary method. For example, the 

correction value calculating unit 12 may determine that the plural eye gaze 

positions correspond to the position of the commodity Ct if the position of the 

centroid (average position) of the plural eye gaze positions exists in a 

rectangular region (commodity region) defined by the upper left position NI and 

the lower right position N2 relating to the commodity Ct. The position of the 

centroid of the plural eye gaze positions may correspond to the position of the 

centroid obtained when the same mass is given to each eye gaze position. If 

the plural eye gaze positions correspond to the position of the commodity Ct, the 

correction value calculating unit 12 determines that calculation of a correction 

value is unnecessary and the processing returns to the step S900. In the other 

case, the processing proceeds to a step S904.  

[0083] In the step S904, the correction value calculating unit 12 refers to 

non-gaze-target object position information associated with the commodity Ct in 

the non-commodity position database 15 and determines whether or not the 

plural eye gaze positions extracted in the step S900 correspond to the position of 
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a non-gaze-target object. Whether or not the plural eye gaze positions 

correspond to the position of a non-gaze-target object may be determined by an 

arbitrary method and may be determined by a method similar to that of the step 

S902. That is, the correction value calculating unit 12 may determine that the 

plural eye gaze positions correspond to the position of a non-gaze-target object 

if the position of the centroid of the plural eye gaze positions exists in the 

existence region of the non-gaze-target object indicated by the non-gaze-target 

object position information. If the plural eye gaze positions correspond to the 

position of a non-gaze-target object, the processing proceeds to a step S906.  

In the other case, the correction value calculating unit 12 determines that 

calculation of a correction value is unnecessary and the processing returns to the 

step S900. The case in which the negative determination is made in the step 

S904 is e.g. a case in which the position of the centroid of the plural eye gaze 

positions exists in the existence region of the given object (e.g. price tag), or the 

like.  

[0084] In the step S906, the correction value calculating unit 12 refers to 

the commodity correspondence rule database 16 and associates the plural eye 

gaze positions extracted in the step S900 with a commodity in the commodity 

position database 14. For example, the correction value calculating unit 12 

associates a commodity having the position information closest to the plural eye 

gaze positions extracted in the step S900 with the plural eye gaze positions 

extracted in the step S900. In the present example, the correction value 

calculating unit 12 associates the plural eye gaze positions extracted in the step 

S900 with the commodity Ct in the commodity position database 14. If this 

associating cannot be carried out, the processing may return to the step S900.  

As the case in which the associating cannot be carried out, for example there is a 

case in which there is a possibility that the plural eye gaze positions extracted in 

the step S900 are eye gaze positions when the user S is gazing at e.g. another 

commodity other than the commodity Ct (another commodity as a target of a 

gaze by the user S).  
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[0085] In a step S908, the correction value calculating unit 12 calculates a 

correction value to cause the plural eye gaze positions extracted in the step S900 

to match the position of the commodity Ct based on the position information in 

the commodity position database 14. The calculation method of the correction 

value is arbitrary. Examples of the calculation method of the correction value 

will be described later.  

[0086] In a step S910, the correction value calculating unit 12 stores the 

correction value calculated in the step S908 in the correction value database 18.  

The correction value calculating unit 12 may store the correction value relating to 

the commodity Ct about each user S or may store one correction value relating 

to the commodity Ct irrespective of who the user S is. Furthermore, if the 

correction value relating to the commodity Ct has been already stored in the 

correction value database 18, the correction value calculating unit 12 updates 

the correction value. The updating of the correction value may be overwriting 

or may involve averaging with the already-existing correction value.  

[0087] According to the processing illustrated in FIG. 9, the correction 

value is calculated on the basis of plural eye gaze positions (i.e. aggregation of 

eye gaze positions). Thus, the accuracy of the correction value can be 

enhanced compared with the case of calculating the correction value about each 

one eye gaze position. This is because the plural eye gaze positions do not 

necessarily each correspond to an eye gaze position when the user S is looking 

at the commodity Ct and include, in some cases, an eye gaze position when the 

user S is taking a survey of the periphery of the commodity Ct for example.  

[0088] Furthermore, according to the processing illustrated in FIG. 9, as 

described above, if plural eye gaze positions correspond to the position of a non

gaze-target object (YES of the step S904), the correction value calculating unit 

12 calculates a correction value to cause the plural eye gaze positions 

corresponding to the position of the non-gaze-target object to match the position 

of the commodity Ct. This can enhance the accuracy of the correction value.  

This is because the plural eye gaze positions corresponding to the position of a 
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non-gaze-target object have a high likelihood of being plural eye gaze positions 

when the user S is looking (gazing) at the commodity Ct. For example, it is 

unnatural for the user S to gaze at a non-gaze-target object such as a 

commodity shelf itself. Therefore, the plural eye gaze positions corresponding 

to the position of a non-gaze-target object tend to have a high likelihood of 

being plural eye gaze positions when the user S is looking (gazing) at the 

commodity Ct around the non-gaze-target object. That is, the possibility that 

the plural eye gaze positions do not correspond to the position of the commodity 

Ct due to an error in the calculation of the eye gaze positions is high.  

Therefore, the accuracy of the correction value can be enhanced by calculating 

the correction value to cause the plural eye gaze positions to match the position 

of the commodity Ct on the basis of the plural eye gaze positions corresponding 

to the position of the non-gaze-target object.  

[0089] Moreover, according to the processing illustrated in FIG. 9, it 

becomes possible to calculate the correction value by using plural eye gaze 

positions when the user S is looking (gazing) at the commodity Ct. This avoids 

the need to separately dispose a reference point for calibration. As above, 

according to the processing illustrated in FIG. 9, the correction value can be 

calculated by using plural eye gaze positions obtained in natural movement of 

the eye gaze of the user S (gaze at the commodity Ct of interest or the like).  

This can efficiently increase the opportunities to calculate the correction value 

without imposing a particular burden on the user S.  

[0090] In the example illustrated in FIG. 9, the processing of the step S902 

and/or the step S904 may be omitted. For example, the processing of the step 

S904 may be omitted if the non-gaze-target object is not assumed. In this 

case, the non-commodity position database 15 may also be omitted.  

[0091] FIG. 10 is a flowchart illustrating one example of calibration 

processing executed by the eye gaze position detecting device 100. The 

processing illustrated in FIG. 10 is executed every time the before-correction eye 

gaze position identifying unit 11a calculates an eye gaze position.  
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[0092] In a step S1000, the calibration processing unit 1lb acquires an eye 

gaze position calculated in the before-correction eye gaze position identifying 

unit 11a.  

[0093] In a step S1002, the calibration processing unit 1ib extracts a 

correction value corresponding to the eye gaze position acquired in the step 

S1000 from the correction value database 18. For example, if the correction 

value relating to the commodity Ct is stored in the correction value database 18 

on each user basis, the calibration processing unit 1ib extracts the correction 

value relating to the present user S. If only one correction value is stored as 

the correction value relating to the commodity Ct in the correction value 

database 18, the calibration processing unit 1ib extracts the correction value 

relating to the commodity Ct.  

[0094] In a step S1004, the calibration processing unit 1lb corrects the 

eye gaze position acquired in the step S1000 on the basis of the correction value 

extracted in the step S1002. The correction method is arbitrary. Examples of 

the correction method will be described later in relation to calculation methods of 

the correction value. The calibration processing unit 1lb may store the 

corrected eye gaze position in the eye gaze position database 13.  

[0095] According to the processing illustrated in FIG. 10, calibration can be 

carried out by using the correction value with high accuracy as described above.  

This can output the eye gaze position with high accuracy.  

[0096] The processing illustrated in FIG. 10 is executed every time the 

before-correction eye gaze position identifying unit 11a calculates an eye gaze 

position. However, another mode may be employed. For example, the 

processing illustrated in FIG. 10 may be collectively executed on plural eye gaze 

positions that are stored in the eye gaze position database 13 and are calculated 

by the before-correction eye gaze position identifying unit 11a.  

[0097] Next, examples of the calculation method of the correction value 

(correction rule) will be described with reference to FIGS. 11 to 17. Also here, a 

scene (see FIG. 11) in which the camera 21 of the eye gaze sensor 20 is 

21 
(104016311)



provided to image the user S who gazes at one certain commodity Ct is 

assumed.  

[0098] FIG. 12 is an explanatory diagram of one example of the correction 

rule. In FIG. 12, plural eye gaze positions P1 to P5 and the commodity Ct on 

the virtual plane M are schematically illustrated. In the example of the 

correction rule illustrated in FIG. 12, the correction value is represented by the 

following transformation matrix.  

a b c 
d e f [Expression 1] 
0 0 1) 

[0099] FIG. 13 is a flowchart illustrating correction value calculation 

processing based on one example of the correction rule. The processing 

illustrated in FIG. 13 is executed as one example of the processing of the step 

S908 illustrated in FIG. 9.  

[0100] In a step S1300, the correction value calculating unit 12 calculates 

the maximum value (xmax) and the minimum value (xmin) of the X-coordinate 

of the plural eye gaze positions extracted in the step S900 and the maximum 

value (ymax) and the minimum value (ymin) of the Y-coordinate thereof. In 

FIG. 12, the maximum value (xmax) and the minimum value (xmin) of the X

coordinate of the plural eye gaze positions P1 to P5 and the maximum value 

(ymax) and the minimum value (ymin) of the Y-coordinate thereof are 

diagrammatically represented.  

[0101] In a step S1302, the correction value calculating unit 12 sets the 

coordinates of each corner of a circumscribed region that is circumscribed to the 

plural eye gaze positions extracted in the step S900 on the basis of the 

respective values calculated in the step S1300. As illustrated in FIG. 12, the 

coordinates of the respective corners are set as follows: (xmin, ymax) for the 

upper left corner; (xmax, ymax) for the upper right corner; (xmax, ymin) for the 

lower right corner; and (xmin, ymin) for the lower left corner.  

[0102] In a step S1304, the correction value calculating unit 12 refers to 

the commodity position database 14 and acquires the coordinates of each corner 
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of the commodity region relating to the commodity Ct. In the example 

illustrated in FIG. 12, the coordinates of the respective corners of the commodity 

region relating to the commodity Ct are as follows: (X1, Y1) for the upper left 

corner; (X2, Y2) for the upper right corner; (X3, Y3) for the lower right corner; 

and (X4, Y4) for the lower left corner.  

[0103] In a step S1306, the correction value calculating unit 12 calculates 

the respective values a, b, c, d, e, and f in the transformation matrix represented 

in Expression 1 so that the coordinates of the respective corners set in the steps 

S1302 and S1304 may correspond. That is, the correction value calculating unit 

12 obtains the respective values a to f of the transformation matrix with which 

(xmin, ymax), (xmax, ymax), (xmax, ymin), and (xmin, ymin) become (Xl, Y1), 

(X2, Y2), (X3, Y3), and (X4, Y4), respectively. The correction value calculating 

unit 12 stores the calculated respective values a, b, c, d, e, and f in the 

correction value database 18 as a correction value (see the step S910 in FIG. 9).  

[0104] With the correction rule illustrated in FIGS. 12 and 13, the 

calibration processing unit 1lb may correct an eye gaze position calculated by 

the before-correction eye gaze position identifying unit 11a in accordance with 

the following expression.  

u a b c/x 

(V) = de f)(Y) [Expression 2] 
1 0 0 1 1 

[0105] Here, (x, y) represents the X-coordinate and the Y-coordinate of 

the eye gaze position calculated by the before-correction eye gaze position 

identifying unit 11a, and (u, v) represents the X-coordinate and the Y-coordinate 

of the eye gaze position after the correction by the calibration processing unit 

1lb.  

[0106] According to the correction rule illustrated in FIGS. 12 and 13, eye 

gaze positions in the rectangular region circumscribed to the plural eye gaze 

positions extracted in the step S900 can be corrected into the commodity region 

relating to the commodity Ct. Although affine transformation is presented as 

the transformation matrix as an example in the correction rule illustrated in FIGS.  
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12 and 13, projective transformation or the like may be used besides the affine 

transformation. Furthermore, the correction value may be expressed by not a 

matrix but a function. In addition, the shape of the circumscribed region may 

be an arbitrary shape such as a shape based on the shape of a commodity 

region, besides a rectangular shape.  

[0107] FIG. 14 is an explanatory diagram of another example of the 

correction rule. In FIG. 14, plural eye gaze positions P1 to P5 and the 

commodity Ct on the virtual plane M are schematically illustrated. FIG. 15 is a 

flowchart illustrating correction value calculation processing based on another 

example of the correction rule. The processing illustrated in FIG. 15 is executed 

as one example of the processing of the step S908 illustrated in FIG. 9.  

[0108] In a step S1500, the correction value calculating unit 12 refers to 

the commodity position database 14 and acquires the shape and size of the 

commodity region relating to the commodity Ct. The shape and size of the 

commodity region relating to the commodity Ct may be calculated on the basis of 

the coordinates of each corner of the commodity region relating to the 

commodity Ct.  

[0109] In a step S1502, the correction value calculating unit 12 searches 

for the position of the commodity region at which the largest number of plural 

eye gaze positions extracted in the step S900 fall within the commodity region 

while virtually moving the commodity region relating to the commodity Ct on the 

virtual plane M. That is, the correction value calculating unit 12 disposes a 

region RI having the same size and shape as the commodity region relating to 

the commodity Ct (hereinafter, referred to as the "virtual region R1") at the 

position at which the maximum number of eye gaze positions among the plural 

eye gaze positions extracted in the step S900 fall within the virtual region R1. If 

there are plural positions of the virtual region RI at which the largest number of 

eye gaze positions fall within the virtual region R1, the correction value 

calculating unit 12 selects the position of the virtual region RI at which the 

distance between given reference positions (to be described later) is the 
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shortest. Alternatively, the correction value calculating unit 12 may decide the 

position of the virtual region RI in such a manner as to minimize the sum of the 

distances between the centroid of the region having the same size and shape as 

the commodity region relating to the commodity Ct and a respective one of the 

plural eye gaze positions extracted in the step S900.  

[0110] In a step S1504, the correction value calculating unit 12 acquires 

the coordinates of the given reference position of the virtual region RI at the 

position decided in the step S1502. The given reference position is arbitrary in 

the virtual region R1. In the example illustrated in FIG. 14, the given reference 

position is the upper left corner and the XY-coordinates thereof are (xmin, 

ymax).  

[0111] In a step S1506, the correction value calculating unit 12 refers to 

the commodity position database 14 and acquires the coordinates of the 

corresponding given reference position of the commodity region relating to the 

commodity Ct. The corresponding given reference position means a position 

corresponding to the given reference position of the virtual region RI and is 

determined depending on the given reference position of the virtual region R1.  

In the example illustrated in FIG. 14, corresponding to that the given reference 

position of the virtual region RI is the upper left corner of the virtual region R1, 

the corresponding given reference position of the commodity region is the upper 

left corner of the commodity region and the XY-coordinates thereof are (XI, Y1).  

[0112] In a step S1508, the correction value calculating unit 12 calculates 

a correction value (dx, dy) so that the XY-coordinates of the respective given 

reference positions obtained in the steps S1504 and S1506 may correspond.  

That is, the correction value (dx, dy) corresponds to the amount of offset of the 

respective given reference positions obtained in the steps S1504 and S1506.  

For example, the correction value calculating unit 12 calculates the correction 

value (dx, dy) by defining dx = xmin - X1 and dy = ymax - Y1. The correction 

value calculating unit 12 stores the calculated correction value (dx, dy) in the 

correction value database 18 (see the step S910 in FIG. 9).  
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[0113] With the correction rule illustrated in FIGS. 14 and 15, the 

calibration processing unit 1lb may correct an eye gaze position calculated by 

the before-correction eye gaze position identifying unit 11a in accordance with 

the following expression.  

(') - (") [Expression 3] 

[0114] Here, (x, y) represents the X-coordinate and the Y-coordinate of 

the eye gaze position calculated by the before-correction eye gaze position 

identifying unit 11a, and (u, v) represents the X-coordinate and the Y-coordinate 

of the eye gaze position after the correction by the calibration processing unit 

1lb.  

[0115] FIG. 16 is an explanatory diagram of further another example of 

the correction rule. In FIG. 16, plural eye gaze positions P1 to P5 and the 

commodity Ct on the virtual plane M are schematically illustrated. FIG. 17 is a 

flowchart illustrating correction value calculation processing based on further 

another example of the correction rule. The processing illustrated in FIG. 17 is 

executed as one example of the processing of the step S908 illustrated in FIG. 9.  

[0116] In a step S1700, the correction value calculating unit 12 calculates 

the XY-coordinates of the position of the centroid of the plural eye gaze positions 

extracted in the step S900. In the example illustrated in FIG. 16, the XY

coordinates (xg, yg) of the position of the centroid of the plural eye gaze 

positions P1 to P5 are calculated. Furthermore, besides the position of the 

centroid, another position such as the eye gaze position closest to the centroid or 

the most frequent eye gaze position may be employed.  

[0117] In a step S1702, the correction value calculating unit 12 refers to 

the commodity position database 14 and calculates the XY-coordinates (Xg, Yg) 

of a given position (in the present example, the position of the centroid) of the 

commodity region relating to the commodity Ct. The given position may be 

another position such as the position of a part with high conspicuousness in the 

commodity Ct instead of the position of the centroid of the commodity region.  
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[0118] In a step S1704, the correction value calculating unit 12 calculates 

a correction value (dx, dy) so that the XY-coordinates of the respective positions 

of the centroid obtained in the steps S1700 and S1702 may correspond. That 

is, the correction value (dx, dy) corresponds to the amount of offset of the 

respective positions of the centroid obtained in the steps S1700 and S1702. For 

example, the correction value calculating unit 12 calculates the correction value 

(dx, dy) by defining dx = xg - Xg and dy = yg - Yg. The correction value 

calculating unit 12 stores the calculated correction value (dx, dy) in the 

correction value database 18 (see the step S910 in FIG. 9).  

[0119] With the correction rule illustrated in FIGS. 16 and 17, the 

calibration processing unit 11b may correct an eye gaze position calculated by 

the before-correction eye gaze position identifying unit 11a in accordance with 

the expression represented in Expression 3.  

[0120] According to the correction rules illustrated in FIGS. 11 to 17, the 

correction value is calculated by using plural eye gaze positions. Therefore, the 

accuracy of the correction value can be enhanced compared with the case of 

calculating the correction value about each one eye gaze position.  

[0121] Next, with reference to FIGS. 18 to 20, extraction processing for 

extraction (selection) of only plural eye gaze positions satisfying a given 

condition by the correction value calculating unit 12 (hereinafter, referred to as 

the "eye gaze position selection processing") will be described.  

[0122] FIG. 18 is a diagram illustrating the same scene as the scene 

illustrated in FIG. 11. In FIG. 18, plural eye gaze positions P1 to P7 and the 

commodity Ct on the virtual plane M are schematically illustrated.  

[0123] FIG. 19 is a flowchart illustrating one example of the eye gaze 

position selection processing executed by the correction value calculating unit 12.  

The processing illustrated in FIG. 19 is executed as one example of the 

processing of the step S900 illustrated in FIG. 9.  
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[0124] In a step S1900, the correction value calculating unit 12 extracts all 

eye gaze positions relating to the same user S (one example of the second plural 

eye gaze positions) from the eye gaze position database 13 as initial extraction.  

[0125] In a step S1902, the correction value calculating unit 12 carries out 

clustering of all eye gaze positions extracted in the step S1900 as the initial 

extraction on the basis of the respective positions. The clustering method is 

arbitrary. For example, the clustering method may be a hierarchical clustering 

method or may be a non-hierarchical clustering method. As the hierarchical 

clustering, there are the nearest neighbor method (single linkage method), the 

farthest neighbor method (complete linkage method), and so forth.  

Furthermore, as the non-hierarchical clustering, the k-means method may be 

used.  

[0126] In a step S1904, about plural clusters obtained by the clustering in 

the step S1902, the correction value calculating unit 12 counts the number of 

eye gaze positions in each cluster, i.e. the numbers of eye gaze positions forming 

the respective clusters.  

[0127] In a step S1906, the correction value calculating unit 12 selects the 

cluster in which the number of included eye gaze positions is the largest on the 

basis of the count result in the step S1904.  

[0128] In a step S1908, the correction value calculating unit 12 determines 

whether or not the number of eye gaze positions in the cluster selected in the 

step S1906 is equal to or larger than a given threshold. Here, the given 

threshold is 50% of the number of all eye gaze positions. However, 50% is one 

example and another numerical value may be used. If the number of eye gaze 

positions in the cluster selected in the step S1906 is equal to or larger than 50% 

of the number of all eye gaze positions, the processing proceeds to a step 

S1912. In the other case, the processing proceeds to a step S1910.  

[0129] In the step S1910, the correction value calculating unit 12 refers to 

the commodity position database 14 and selects the cluster closest to the 

position of the commodity Ct among the plural clusters obtained in the clustering 
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in the step S1902. That is, the correction value calculating unit 12 reselects the 

cluster closest to the position of the commodity Ct as substitute for the currently

selected cluster, in which the number of eye gaze positions is the largest. The 

distances between the commodity Ct and a respective one of the clusters may be 

calculated on the basis of the positions of the centroid of the eye gaze positions 

forming the respective clusters.  

[0130] In the step S1912, the correction value calculating unit 12 extracts 

all eye gaze positions in the currently-selected cluster (another example of the 

first plural eye gaze positions). The currently-selected cluster is the cluster in 

which the number of eye gaze positions is the largest (cluster selected in the 

step S1906) when the determination result of the step S1908 is the positive 

determination. Furthermore, the currently-selected cluster is the cluster closest 

to the position of the commodity Ct (cluster reselected in the step S1910) when 

the determination result of the step S1908 is the negative determination. All 

eye gaze positions extracted in the step S1912 in this manner are used in the 

processing of the step S902 and the subsequent steps in FIG. 9 as the "plural 

eye gaze positions extracted in the step S900 (another example of the first plural 

eye gaze positions)." 

[0131] Incidentally, there are a variety of ways in which the user S gazes 

at the commodity Ct. That is, the user S immediately turns user's gaze to the 

commodity Ct in some cases, and the user S gazes at the commodity Ct after 

taking a survey of the periphery in other cases. For example, in the example 

illustrated in FIG. 18, the eye gaze positions P1 to P3 each exist at an isolated 

position, whereas the eye gaze positions P4 to P7 exist at positions 

comparatively close to each other. In such a situation, the eye gaze positions 

P1 to P3 have a low likelihood of being eye gaze positions when the user S is 

gazing at the commodity Ct. This is because there is a tendency that plural eye 

gaze positions are comparatively close to each other when the user S is gazing at 

the commodity Ct. For example, generally when a person gazes at an object, 

the person tends to keep on looking at (gaze at) the object for about 200 ms to 
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350 ms. In this case, if the calculation cycle of the eye gaze position is e.g. 1 

ms, there is a tendency that about 200 to 350 eye gaze positions are 

comparatively close to each other. The eye gaze positions P4 to P7 tend to 

have a high likelihood of being eye gaze positions when the user S is gazing at 

something. At this time, if an object as a target of a gaze by the user S besides 

the commodity Ct does not exist around the commodity Ct, the eye gaze 

positions P4 to P7 tend to have a high likelihood of being eye gaze positions 

when the user S is gazing at the commodity Ct. For example, if an object other 

than the commodity Ct does not exist on the commodity shelf 200 as illustrated 

in FIG. 18, the possibility that the user S is gazing at e.g. a blank space above 

the commodity shelf 200 is low. Therefore, the eye gaze positions P4 to P7 

have a high likelihood of being eye gaze positions when the user S is gazing at 

the commodity Ct (the possibility that the plural eye gaze positions P4 to P7 do 

not correspond to the position of the commodity Ct due to an error in the 

calculation of the eye gaze positions P4 to P7 is high).  

[0132] In that regard, according to the processing illustrated in FIG. 19, 

only eye gaze positions comparatively close to each other are extracted, which 

allows extraction of only plural eye gaze positions having a high likelihood of 

being eye gaze positions when the user S is gazing at the commodity Ct. As a 

result, the accuracy of the correction value can be further enhanced.  

[0133] In the processing illustrated in FIG. 19, the cluster in which the 

number of included eye gaze positions is the largest is selected in the step 

S1906. However, instead of this, a cluster in which the number of included eye 

gaze positions is equal to or larger than a given threshold may be selected. The 

given threshold may correspond to the number of eye gaze positions obtained in 

a period of 200 ms. This is because, generally when a person gazes at an 

object, the person tends to look at the object for at least about 200 ms as 

described above. This can accurately extract only eye gaze positions when the 

user S is gazing at something. If plural clusters in which the number of included 

eye gaze positions is equal to or larger than the given threshold exist, the 
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correction value calculating unit 12 may execute the processing of the step S902 

and the subsequent steps for each of the plural clusters. Such extraction of 

plural clusters possibly occurs when the user S is gazing at the given object (e.g.  

price tag) existing near the commodity Ct for example.  

[0134] Furthermore, in the processing illustrated in FIG. 19, the correction 

value calculating unit 12 selects the cluster closest to the position of the 

commodity Ct in the step S1910. However, the correction value calculating unit 

12 may select a cluster in consideration of the non-gaze-target object position 

information in the non-commodity position database 15. The non-gaze-target 

objects are the commodity shelf 200 itself (e.g. frame and so forth), a gap 

between the commodity Ct and an adjacent commodity, a wall of a shop, a pillar, 

etc. If plural eye gaze positions in a particular cluster correspond to the position 

of such a non-gaze-target object, the plural eye gaze positions in this cluster 

have a high likelihood of corresponding to eye gaze positions when the user S is 

gazing at the commodity Ct. This is because it is unnatural for the user S to 

gaze at a non-gaze-target object. In view of this point, the correction value 

calculating unit 12 may select a cluster having plural eye gaze positions 

corresponding to the position of a non-gaze-target object around the commodity 

Ct in the step S1910 for example.  

[0135] FIGS. 20A and 20B are diagrams illustrating relationship between 

positional relationship between the plural eye gaze positions extracted in the 

step S1912 and the commodity Ct and necessity for calibration. In FIGS. 20A 

and 20B, plural eye gaze positions P1 to P7 and the commodity Ct on the virtual 

plane M (not illustrated) are schematically illustrated. Suppose that the plural 

eye gaze positions P1 to P7 are one example of the plural eye gaze positions 

extracted in the step S1912.  

[0136] In the example illustrated in FIG. 20A, the plural eye gaze positions 

P1 to P7 extracted in the step S1912 exist at positions remote from the 

commodity Ct and have a small spread compared with the example illustrated in 

FIG. 20B. If the plural eye gaze positions P1 to P7 like those illustrated in the 

31 
(104016311)



example illustrated in FIG. 20A are extracted in the step S1912, the necessity for 

calibration is high compared with the example illustrated in FIG. 20B. This is 

because the plural eye gaze positions P1 to P7 tend to have a high likelihood of 

being eye gaze positions when the user S is gazing at the commodity Ct as 

described above. Furthermore, this is because the spread is small and thus the 

correction value can be calculated with comparatively high accuracy. On the 

other hand, in the example illustrated in FIG. 20B, the spread is large and the 

possibility that the correction value can be calculated with comparatively high 

accuracy is low. In the example illustrated in FIG. 20B, the plural eye gaze 

positions P1 to P7 are located near the commodity Ct and therefore there is a 

possibility that the determination result of the step S902 is the positive 

determination (there is a possibility that the correction value is not calculated).  

[0137] Next, with reference to FIGS. 21 to 30, a method for covering plural 

commodities by one eye gaze sensor 20 will be described.  

[0138] FIG. 21 is a top view illustrating one example of positional 

relationship among the eye gaze sensor 20 and three commodities C1 to C3.  

FIG. 22 is a diagram illustrating one example of data in the commodity position 

database 14 used in the example illustrated in FIG. 21.  

[0139] In the example illustrated in FIG. 21, a commodity C1 is disposed at 

the same position as the eye gaze sensor 20 and a commodity C2 is disposed at 

a position offset from the eye gaze sensor 20 by x2 in the X-axis direction.  

Furthermore, a commodity C3 is disposed at a position offset from the eye gaze 

sensor 20 by -x3 in the X-axis direction and by z3 in the Z-axis direction. In 

FIG. 22, position information of the respective commodities C1 to C3 when the 

position of the eye gaze sensor 20 is defined as the origin is represented.  

[0140] In this case, in the processing illustrated in FIG. 6, the eye gaze 

position identifying unit 11 calculates eye gaze positions on the virtual plane at Z 

= 0 for the commodity C1 and the commodity C2 and calculates eye gaze 

positions on the virtual plane at Z = z3 for the commodity C3. Furthermore, in 

the processing illustrated in FIG. 9, the correction value calculating unit 12 
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extracts plural eye gaze positions on the virtual plane at Z = 0 and plural eye 

gaze positions on the virtual plane at Z = z3 separately from each other and 

executes the processing of the step S902 and the subsequent steps separately.  

Regarding the plural eye gaze positions on the virtual plane at Z = 0, there are 

two commodities as the commodities at which the user S can gaze, i.e. the 

commodity C1 and the commodity C2. Therefore, in the step S906, the 

correction value calculating unit 12 may determine which of the commodity C1 

and the commodity C2 the extracted plural eye gaze positions correspond to. At 

this time, on the basis of the relationship between the position of the centroid of 

the extracted plural eye gaze positions and the respective positions of the 

commodity C1 and the commodity C2, the correction value calculating unit 12 

may associate the extracted plural eye gaze positions with the commodity to 

which the position of the centroid of the extracted plural eye gaze positions is 

closer.  

[0141] FIG. 23 is a diagram illustrating another example of the assumed 

scene. In the example illustrated in FIG. 23, two commodities C1 and C2 are 

disposed on the upper and lower sides of a commodity shelf 202. Here, 

suppose that the camera 21 of the eye gaze sensor 20 is provided to image the 

user S who gazes at the commodities C1 and C2. In this case, the camera 21 

(not illustrated) is disposed near the commodities C1 and C2 for example and 

has the eye gaze direction in the positive direction of the Z-axis. Furthermore, 

suppose that the user S (not illustrated) gazes at the commodities C1 and C2 

from a position on the side of the positive direction of the Z-axis relative to the 

commodities C1 and C2. Moreover, here, it is assumed that the commodity 

positions of the commodities C1 and C2 have the same Z-coordinate for 

convenience of avoiding complication of explanation. However, the commodity 

positions of the commodities C1 and C2 may have different Z-coordinates.  

Furthermore, with a commodity C3 assumed to exist on the same virtual plane as 

the other commodities at Z = 0, extracted plural eye gaze positions may be 

associated with the respective commodities.  
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[0142] FIG. 24 is a flowchart illustrating another example of the correction 

value database generation processing executed by the eye gaze position 

detecting device 100. The processing illustrated in FIG. 24 can be applied to 

the scene illustrated in FIG. 23 for example. In the following, explanatory 

diagrams of FIGS. 25 to 27 illustrate an example relating to the scene illustrated 

in FIG. 23.  

[0143] In a step S2400, the correction value calculating unit 12 extracts 

plural clusters (along with the clusters, plural eye gaze positions in each cluster).  

The method thereof will be described later. FIGS. 25A and 25B are explanatory 

diagrams of relationship between the clusters and the plural eye gaze positions.  

In FIG. 25A, plural eye gaze positions P on the virtual plane M are represented 

by cross marks. In FIG. 25B, clusters Q1 and Q2 extracted from the plural eye 

gaze positions P on the virtual plane M are schematically illustrated.  

[0144] In a step S2402, the correction value calculating unit 12 associates 

each cluster (along with each cluster, the plural eye gaze positions in each 

cluster) with a respective one of the commodities in the commodity position 

database 14. The correction value calculating unit 12 does not associate the 

commodity having position information closest to the plural eye gaze positions in 

a certain cluster with the plural eye gaze positions in this cluster, but carries out 

the associating on the basis of the relationship between the positional 

relationship among the clusters and the positional relationship among the 

commodities. An example of the method of the associating will be described 

later. For example, in FIG. 26, the clusters Q1 and Q2 and commodity regions 

relating to the commodities C1 and C2 on the virtual plane M are schematically 

illustrated. Here, a case is assumed in which the correction value calculating 

unit 12 could associate plural eye gaze positions in the respective clusters Q1 

and Q2 with the commodities C1 and C2, respectively, in the commodity position 

database 14. If such associating cannot be carried out, the correction value 

calculating unit 12 may return to the step S2400 and carry out the step S2402 

again with change in the clustering method.  
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[0145] In a step S2404, the correction value calculating unit 12 calculates 

a correction value to cause the plural eye gaze positions in each cluster to match 

the position of a corresponding one of the commodities. For example, in the 

scene illustrated in FIG. 23, the correction value calculating unit 12 calculates the 

correction value to cause the plural eye gaze positions in the cluster Q1 to match 

the position of the commodity C1 and cause the plural eye gaze positions in the 

cluster Q2 to match the position of the commodity C2 as illustrated in FIG. 27.  

The correction value may be a vector H identical between the clusters as 

illustrated in FIG. 27. In the example illustrated in FIG. 27, the clusters Q1 and 

Q2 in the case of being moved on the basis of the vector H are represented by 

symbols Q1' and Q2', respectively. The correction method is arbitrary and the 

above-described method may be used. For example, the correction value 

calculating unit 12 may obtain, as the correction value, a movement vector with 

which each cluster is to overlap with the position of a respective one of the 

commodities or the position of the centroid of a respective one of the 

commodities at a higher degree when the respective clusters (circumscribed 

rectangles, circumscribed circles, the positions of the centroid, or the like) are 

each moved in the same manner. Alternatively, the correction value calculating 

unit 12 may obtain, as the correction value, a movement vector with which each 

cluster is to get closer to the position of a respective one of the commodities or 

the position of the centroid of a respective one of the commodities when the 

respective clusters (circumscribed rectangles, circumscribed circles, the positions 

of the centroid, or the like) are each moved in the same manner. Alternatively, 

the correction value calculating unit 12 may obtain, as the correction value, a 

movement vector with which the center or centroid of the circumscribed 

rectangle or circumscribed circle of each cluster is to be included in a respective 

one of the commodity regions. Alternatively, the correction value calculating 

unit 12 may obtain, as the correction value, a movement vector with which the 

center or centroid of each commodity region is to be included in the 

circumscribed rectangle or circumscribed circle of a respective one of the 
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clusters. Alternatively, the correction value calculating unit 12 may obtain, as 

the correction value, a movement vector with which the sum of the respective 

distances between the center or centroid of each commodity region and the 

center or centroid of the circumscribed rectangle or circumscribed circle of a 

respective one of the clusters is to take the minimum value. Alternatively, the 

correction value calculating unit 12 may calculate the correction value by 

arbitrarily combining these methods.  

[0146] In a step S2406, the correction value calculating unit 12 stores the 

correction value calculated in the step S2404 in the correction value database 18.  

This processing itself may be the same as the processing of the above-described 

step S910.  

[0147] According to the processing illustrated in FIG. 24, it is possible to 

calculate the correction value even in the case in which the place toward which 

the eye gaze of the user S would be oriented cannot be identified as one place, 

such as the case in which there are plural commodities on a commodity shelf as 

in the scene illustrated in FIG. 23. As a result, calibration by use of the 

correction value becomes possible (see FIG. 10).  

[0148] In the processing illustrated in FIG. 24, the correction value 

calculating unit 12 associates each cluster (along with each cluster, plural eye 

gaze positions in each cluster) with a respective one of the commodities in the 

commodity position database 14. However, such associating may be omitted.  

The correction value calculating unit 12 may obtain the correction value with 

which the position of each cluster is to overlap with the position of an object at a 

higher degree or get closer to the position of the object when the positions of 

the respective clusters are moved in the same manner.  

[0149] FIG. 28 is a flowchart illustrating another example of the eye gaze 

position selection processing executed by the correction value calculating unit 12.  

The processing illustrated in FIG. 28 is executed as one example of the 

processing of the step S2400 illustrated in FIG. 24.  
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[0150] In a step S2800, the correction value calculating unit 12 extracts 

plural eye gaze positions relating to the same user S from the eye gaze position 

database 13 as initial extraction.  

[0151] In a step S2802, the correction value calculating unit 12 carries out 

clustering of all eye gaze positions extracted in the step S2800 as the initial 

extraction on the basis of the respective positions. The processing of the step 

S2802 may be the same as the processing of the above-described step S1902.  

[0152] In a step S2804, about plural clusters obtained by the clustering in 

the step S2802, the correction value calculating unit 12 counts the number of 

eye gaze positions in each cluster, i.e. the numbers of eye gaze positions forming 

the respective clusters.  

[0153] In a step S2806, the correction value calculating unit 12 extracts 

clusters in which the number of included eye gaze positions is equal to or larger 

than a given threshold on the basis of the count result in the step S2804. If the 

number of clusters to be extracted is decided in advance, the correction value 

calculating unit 12 extracts the decided number of clusters from plural clusters in 

which the number of eye gaze positions is equal to or larger than the given 

threshold in decreasing order of the number of included eye gaze positions from 

the cluster with the largest number of eye gaze positions. For example, in the 

scene illustrated in FIG. 23, the correction value calculating unit 12 extracts two 

clusters from plural clusters in which the number of eye gaze positions is equal 

to or larger than the given threshold in decreasing order of the number of 

included eye gaze positions from the cluster with the largest number of eye gaze 

positions.  

[0154] According to the processing illustrated in FIG. 28, as with the 

processing illustrated in the above-described FIG. 19, only eye gaze positions 

comparatively close to each other are extracted, which allows extraction of only 

plural eye gaze positions having a high likelihood of being eye gaze positions 

when the user S is gazing at a commodity. Furthermore, according to the 

processing illustrated in FIG. 28, it is possible to extract plural clusters each 
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including plural eye gaze positions having a high likelihood of being eye gaze 

positions when the user S is gazing at a commodity.  

[0155] In the processing illustrated in FIG. 28, the clustering of plural eye 

gaze positions is carried out on the basis of the eye gaze positions. However, 

the processing is not limited thereto. For example, the correction value 

calculating unit 12 may refer to the times when the plural eye gaze positions 

have been acquired and extract only eye gaze positions having a high likelihood 

of being eye gaze positions when the user S is gazing at a commodity on the 

basis of the time-sequential movement and speed of the eye gaze positions.  

For example, if an eye gaze position acquired at a certain time and an eye gaze 

position acquired in a given time from the time are within a given distance, the 

correction value calculating unit 12 determines that the user S was gazing at the 

vicinity of the eye gaze positions (looking at any commodity). In this case, the 

correction value calculating unit 12 may carry out clustering with use of these 

eye gaze positions. On the other hand, if an eye gaze position acquired at a 

certain time and an eye gaze position acquired in a given time from the time are 

not within a given distance, the correction value calculating unit 12 determines 

that these eye gaze positions are not eye gaze positions when the user S is 

gazing at something (are not eye gaze positions when the user S is looking at a 

commodity). In this case, the correction value calculating unit 12 may discard 

these eye gaze positions and carry out clustering with use of other eye gaze 

positions.  

[0156] FIG. 29 is a flowchart illustrating one example of associating 

processing. The processing illustrated in FIG. 29 is executed as one example of 

the processing of the step S2402 illustrated in FIG. 24. In the following, a case 

is assumed in which plural eye gaze positions relating to two clusters are 

extracted in the scene illustrated in FIG. 23. Here, the two clusters are referred 

to as a first cluster Q1 and a second cluster Q2.  

[0157] In a step S2900, the correction value calculating unit 12 calculates 

the positions of the centroid of the plural eye gaze positions that are extracted in 
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the step S900 and relate to the first cluster Q1 and the second cluster Q2 on 

each cluster basis. Furthermore, the correction value calculating unit 12 refers 

to the commodity position database 14 and calculates the respective distances 

D11, D12, D21, and D22 between each of the first cluster Q1 and the second 

cluster Q2 and the respective positions of the commodities C1 and C2. As 

represented in FIG. 30, the distance D11 is the distance between the position of 

the centroid relating to the first cluster Q1 and the commodity C1 and the 

distance D12 is the distance between the position of the centroid relating to the 

first cluster Q1 and the commodity C2. Furthermore, the distance D21 is the 

distance between the position of the centroid relating to the second cluster Q2 

and the commodity C1 and the distance D22 is the distance between the position 

of the centroid relating to the second cluster Q2 and the commodity C2.  

[0158] In a step S2902 to a step S2906, the correction value calculating 

unit 12 refers to the commodity correspondence rule database 16 and associates 

the plural eye gaze positions extracted in the step S900 with commodities in the 

commodity position database 14. Here, suppose that a relational expression like 

one represented in the step S2902 is stored in the commodity correspondence 

rule database 16.  

[0159] For example, in the step S2902, the correction value calculating 

unit 12 determines whether or not the distances DI1, D12, D21, and D22 

calculated in the step S2900 satisfy a relationship of D11 + D22 D12 + D21.  

If the relationship of D11 + D22 D12 + D21 is satisfied, the processing 

proceeds to the step S2904. In the other case, the processing proceeds to the 

step S2906.  

[0160] In the step S2904, the correction value calculating unit 12 

associates the plural eye gaze positions in the first cluster Q1 with the 

commodity C1 in the commodity position database 14 and associates the plural 

eye gaze positions in the second cluster Q2 with the commodity C2 in the 

commodity position database 14.  
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[0161] In the step S2906, the correction value calculating unit 12 

associates the plural eye gaze positions in the first cluster Q1 with the 

commodity C2 in the commodity position database 14 and associates the plural 

eye gaze positions in the second cluster Q2 with the commodity C1 in the 

commodity position database 14.  

[0162] According to the processing illustrated in FIG. 29, even in the scene 

in which the two commodities C1 and C2 like those illustrated in FIG. 23 are 

disposed on the upper and lower sides, the plural eye gaze positions in each 

cluster can be accurately associated with either one of the two commodities C1 

and C2.  

[0163] Although the scene in which the two commodities C1 and C2 like 

those illustrated in FIG. 23 are disposed on the upper and lower sides is assumed 

in the processing illustrated in FIG. 29, this processing can be similarly applied 

also to a scene in which the two commodities C1 and C2 are disposed on the left 

and right sides. Furthermore, this processing can be applied also to a scene in 

which three or more commodities are disposed in the upward-downward 

direction or the left-right direction.  

[0164] Moreover, in the processing illustrated in FIG. 29, the correction 

value calculating unit 12 determines whether or not the relationship of D1I + 

D22 D12 + D21 is satisfied in the step S2902. However, the associating may 

be carried out by another method. For example, the correction value calculating 

unit 12 may associate the first cluster Q1 and the second cluster Q2 with the 

commodities C1 and C2 if the distance between the position of the centroid 

relating to the first cluster Q1 and the position of the centroid relating to the 

second cluster Q2 substantially corresponds with the distance between the 

commodity C1 and the commodity C2. In this case, the correction value 

calculating unit 12 may associate the cluster with the larger Y-coordinate of the 

position of the centroid in the first cluster Q1 and the second cluster Q2 with the 

commodity C2 and associate the cluster with the smaller Y-coordinate with the 

commodity C1.  
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[0165] Although the respective embodiments are described in detail above, 

the disclosed techniques are not limited to a particular embodiment and various 

modifications and changes can be made in the range set forth in the scope of 

claims. Furthermore, it is also possible to combine all or a plurality of 

constituent elements of the above-described embodiments.  

[0166] For example, although a person is assumed as the user S in the 

above-described explanation, the user S may be an animal other than the 

human, such as a gorilla or a monkey.  

[0167] Furthermore, in the above-described embodiments, the correction 

value calculating unit 12 calculates the correction value by using plural eye gaze 

positions about each of the users S in order to consider the individual difference 

of each of the users S. However, the correction value calculating unit 12 may 

calculate the correction value by using plural eye gaze positions relating to plural 

users S. This allows a correction value calculated by using plural eye gaze 

positions relating to a certain user S to be used in calculation of an eye gaze 

position relating to another user S, which can increase the opportunities to use 

the correction value. However, in the configuration to calculate the correction 

value about each of the users S, the calibration processing unit 11b may carry 

out correction regarding a new user S by using a correction value relating to 

another user S until a correction value relating to this new user S is calculated by 

the correction value calculating unit 12.  

[0168] Moreover, although an object as a gaze target of the user S is a 

commodity in the above-described explanation, a gaze target may be an object 

other than the commodity (object that does not become a target of a business 

transaction). For example, an object as a gaze target of the user S may be a 

poster, an advisement, a painting, a sculpture, an image, a building, etc. In 

addition, an object as a gaze target of the user S may be content displayed on a 

screen of a display, a portable terminal, a wearable terminal, etc.  

[0169] Furthermore, although an object as a gaze target of the user S is a 

commodity that can be displayed on a commodity shelf in the above-described 
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explanation, the size, shape, and so forth of the commodity are arbitrary and the 

display method of the commodity is also arbitrary.  

[0170] Moreover, although the virtual plane M includes the position 

(coordinates) of the object as the gaze target of the user S in the above

described explanation, the virtual plane M does not necessarily need to include 

the position (Z-coordinate) of a commodity based on the commodity position 

database 14. For example, the virtual plane M may be set to include a position 

offset from the position (Z-coordinate) of a commodity based on the commodity 

position database 14 by a given value in the Z-axis positive direction. The given 

value may be half the length of the commodity in the Z-direction, or the like.  

[0171] In addition, although the virtual plane M is a vertical plane in the 

above-described explanation, the virtual plane M may be inclined relative to a 

vertical plane.  

[0172] Furthermore, in the above-described embodiments, eye gaze 

positions calculated by the eye gaze position identifying unit 11 are stored 

(accumulated) in the eye gaze position database 13 and the correction value 

calculating unit 12 brings out plural eye gaze positions from the eye gaze 

position database 13. However, the configuration is not limited thereto. For 

example, the eye gaze position detecting device 100 may include a database to 

store (accumulate) eye gaze vectors acquired by the eye gaze vector acquiring 

unit 10 and the eye gaze position identifying unit 11 may bring out plural eye 

gaze vectors from the database to collectively calculate plural eye gaze positions.  

In this case, the correction value calculating unit 12 may execute the above

described processing by using plural eye gaze positions collectively calculated by 

the eye gaze position identifying unit 11 (another example of the first or second 

plural eye gaze positions).  

[0173] In addition, in the above-described embodiments, the eye gaze 

position identifying unit 11 calculates (identifies) the eye gaze position from the 

eye gaze vector. However, the eye gaze position may be acquired by an 

arbitrary method and the processing of calculating the eye gaze position from 
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the eye gaze vector acquiring unit and the eye gaze vector is one mode of the 

method for acquiring the eye gaze position.  

[0174] Moreover, in the above-described embodiments, the correction 

value calculating unit 12 calculates the correction value to cause plural eye gaze 

positions to match the position of a commodity in both the X-direction and the Y

direction. However, the correction value calculating unit 12 may calculate a 

correction value to cause plural eye gaze positions to match the position of a 

commodity in only either one of the X-direction and the Y-direction. For 

example, in a scene like that illustrated in FIG. 11, if not one but plural 

commodities Ct are arranged in the X-direction, it is often difficult to determine 

which commodity Ct in the X-direction the user S is gazing at. In this case, the 

correction value calculating unit 12 may calculate a correction value to cause 

plural eye gaze positions to match the position of a commodity in only the Y

direction.] 

REFERENCE SIGNS LIST 

1 Eye gaze position detecting system 

10 Eye gaze vector acquiring section 

11 Eye gaze position identifying section 

12 Correction value calculating section 

13 Eye gaze position database 

14 Commodity position database 

15 Non-commodity position database 

18 Correction value database 

20 Eye gaze sensor 

21 Camera 

22 Eye gaze vector calculating device 

100 Eye gaze position detecting device 
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CLAIMS 

1. An eye gaze detecting device comprising: 

an object position storing unit configured to store position information regarding a specific 

position where a specific object is located; 

a non-gaze object position storing unit that stores another position information of another 

object that is contextually associated with the specific object, and 

an eye gaze position identifying unit configured to identify an eye gaze position regarding 

the subject in an image for each of a plurality of images including the image; and 

a correction value calculating unit configured to calculate a correction value based on the 

position information and a plurality of eye gaze positions including the eye gaze position, the 

correction value causing the plurality of eye gaze positions to match the specific position 

wherein the correction value calculating unit calculates the correction value when the 

plurality of eye gaze positions do not correspond to an existence region of the specific object 

indicated by the position information and when the plurality of eye gaze positions correspond to 

another existence region of the another object indicated by the another position information.  

2. The eye gaze detecting device according to claim 1, wherein the correction value is an 

amount of offset between the plurality of eye gaze positions and the specific position.  

3. The eye gaze detecting device according to claim 1, wherein 

the correction value is a transformation matrix to transform a region circumscribed to the 

plurality of eye gaze positions into a region representing an existence region of the specific 

object based on the position information.
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4. The eye gaze detecting device according to claim 1, wherein 

the correction value calculating unit searches for a position at which a virtual region 

includes a largest number of the plurality of eye gaze positions, 

the virtual region has same shape and size as an existence region of the specific object 

based on the position information, 

the correction value is an amount of offset between a given reference position and another 

given reference position, 

the given reference position is in the virtual region when the virtual region exists at the 

position, and 

the another given reference position corresponds to the existence region of the specific 

object.  

5. The eye gaze detecting device according to any one of claims 1 to 4, wherein the 

correction value calculating unit is configured to: 

carry out clustering process for clustering the plurality of eye gaze positions, 

select a cluster including a largest number of the plurality of eye gaze positions from 

among a plurality of clusters obtained by the clustering process, and 

calculate the correction value based on a part of the plurality of eye gaze positions, which 

is included in the cluster.  

6. The eye gaze detecting device according to any one of claims I to 5, wherein the eye gaze 

position identifying unit identifies a new eye gaze position of the subject by correcting the eye 

gaze position based on the correction value.  

7. The eye gaze detecting device according to any one of claims 1 to 6, wherein 

the eye gaze position identifying unit identifies an eye gaze vector from the image, and 

calculates the eye gaze position with reference to a virtual plane at which the specific object is 

located on based on the eye gaze vector, and 

the virtual plane includes the specific position of the specific object indicated by the 

position information.  

8. The eye gaze detecting device according to any one of claims I to 7, wherein the specific 

object is an item displayed on a commodity shelf.
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9. The eye gaze detecting device according to any one of claims 1 to 8, wherein the another 

object is located around the specific object.  

10. An eye gaze detection method executed by a computer, the eye gaze detection method 

comprising: 

storing position information regarding a specific position where a specific object is located; 

storing another position information of another object that is contextually associated with 

the specific object; 

identifying an eye gaze position regarding the subject in an image for each of a plurality of 

images including the image; and 

calculating a correction valued based on the position information and a plurality of eye 

gaze positions including the eye gaze position, the correction value causing the plurality of eye 

gaze positions to match the specific position, 

wherein the correction value is calculated when the plurality of eye gaze positions do not 

correspond to an existence region of the specific object indicated by the position information and 

when the plurality of eye gaze positions correspond to another existence region of the another 

object indicated by the another position information.  

11. The eye gaze detection method of claim 10, wherein the another object is located around 

the specific object.  

12. An eye gaze detecting program which, when executed on the computer causes the 

computer to carry out the eye gaze detecting method according to claim 10 or 11.  
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