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Systems and methods for host - assisted storage device error 
correction are described . A host may first encode host data 
with a forward error correction code ( ECC ) and send the 
encoded host data to the storage device . The storage device 
may further encode the host data using its own ECC . The 
host may also provide the forward ECC parity information 
to be stored on the storage device in a different location than 
the host data . When the host data is read by the storage 
device , the storage device will decode with its ECC . If the 
storage device ECC decode is incomplete and the bit error 
rate is below the recoverable error threshold of the forward 
error correction , the partially - recovered host data will be 
sent to the host . The host will complete decode using the 
forward ECC and parity data . Forward ECC may be selec 
tively applied to important host data . 
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HOST - ASSISTED STORAGE DEVICE ERROR 
CORRECTION 

TECHNICAL FIELD a 

[ 0001 ] The present disclosure generally relates to storage 
device data error correction and , more particularly , to mul 
tilayer error correction in storage devices connected to a host 
computing system . 

BACKGROUND 

[ 0002 ] Storage systems utilize multiple discrete storage 
devices , generally disk drives ( solid - state drives , hard disk 
drives , hybrid drives , tape drives , etc. ) for storing large 
quantities of data on behalf of a host . These storage systems 
may vary from single storage devices directly supporting a 
host system through a peripheral storage interface to multi 
device storage systems ( often supporting multiple host sys 
tems ) that include multiple storage devices arranged in an 
array of drives interconnected by a common communication 
fabric and , in many cases , controlled by a storage controller , 
redundant array of independent disks ( RAID ) controller , or 
general controller , for coordinating storage and system 
activities across the array of drives . 
[ 0003 ] In some systems , each storage device may imple 
ment error correction codes ( ECC ) for recovering bit errors 
in the data written to that storage device's storage medium . 
For example , hard disk drives , solid state drives , and other 
storage devices may implement low density parity check 
codes ( LDPC ) to provide a desired level of data recovery up 
to a determined recoverable bit error rate threshold . In 
addition , some storage devices may implement recovery 
retry schemes , including heroic error recovery modes that 
may include varying physical read parameters ( e.g. , read 
voltages , timing , etc. ) , in additional attempts to recover host 
data where the initial host data read exceeded the recovery 
capabilities of the ECC . These additional recovery modes 
generally require additional time and processor use by the 
storage device and may adversely affect latency , input / 
output operation rate , and quality of service metrics . 
[ 0004 ] For some critically important host data , ECC pro 
tection that improves bit error recovery may be desirable . 
Storage devices may have processing and other limitations 
on the level of recoverable bit error rate ( BER ) that their 
ECC can practically support , even with heroic recovery 
modes . Further , the delay and operational disruption of 
heroic recovery modes may be detrimental to overall system 
performance and better avoided , if possible . 
[ 0005 ] A multilayer approach to ECC that allows a host 
system to use its ( generally greater ) processing capabilities 
to selectively provide additional ECC protection to that 
provided by the storage device may be advantageous . An 
effective way of coordinating multilayer ECC between a 
host device and a storage device may be needed . 

ured to store host data , an error correction code engine 
configured to encode host data using a first error correction 
code configuration , and a storage device controller config 
ured to : determine a residual error rate for partially - recov 
ered host data from the error correction code engine ; deter 
mine a forward error correction threshold for the host 
system , where the forward error correction threshold is 
based on a second error correction code configuration , and 
return , based on the residual error rate being less than the 
forward error correction threshold , the partially - recovered 
host data to the host system . 
[ 0008 ] Implementations may include one or more of the 
following features . The storage device controller may be 
further configured to : read , responsive to returning the 
partially - recovered host data to the host system , forward 
error correction parity data from the storage medium ; and 
return the forward error correction parity data to the host 
system . The storage device controller may be further con 
figured to : allocate storage locations in the storage medium 
to a plurality of zones ; read the partially - recovered host data 
from a first zone of the plurality of zones ; and read the 
forward error correction parity data from a second zone of 
the plurality of zones . The storage device controller may be 
further configured to : allocate the first zone of the plurality 
of zones to host data enabled for forward error correction ; 
and allocate the second zone of the plurality of zones to host 
data not enabled for forward error correction . The storage 
device controller may be further configured to : receive , from 
the host , a host data block enabled for forward error cor 
rection , and encode , using the error correction code engine 
and the first error correction code configuration , the host 
data block ; and store the encoded host data block to the 
storage medium . The storage device controller may be 
further configured to : receive , from the host , a forward error 
correction indicator corresponding to the host data block ; 
and determine , from the forward error correction indicator , 
that the host data block is enabled for forward error correc 
tion . The storage device controller may be further configured 
to : receive , from the host and separate from the host data 
block , forward error correction parity data for the host data 
block ; encode , using the error correction code engine and the 
first error correction code configuration , the forward error 
correction parity data ; and store the encoded forward error 
correction parity data to the storage medium . The first error 
correction code configuration may have a first recoverable 
bit error rate threshold , the second error correction code 
configuration may have a second recoverable bit error rate 
threshold that is greater than the first recoverable bit error 
rate threshold , and the storage device controller may be 
further configured to selectively return , responsive to an 
initial bit error rate of the partially - recovered host data being 
greater than the first recoverable bit error rate threshold and 
less than the second recoverable bit error rate threshold , the 
partially - recovered host data . The storage device controller 
may be further configured to : generate , by decoding host 
data using a first recovery mode of the error correction code 
engine , the partially - recovered host data ; selectively initiate , 
responsive to the partially - recovered host data , a second 
recovery mode to retry error correction using the error 
correction code engine ; and return , without initiating the 
second recovery mode , the partially - recovered host data to 
the host system responsive to the partially - recovered host 
data being enabled for forward error correction and the 
residual error rate being less than the forward error correc 

SUMMARY 

[ 0006 ] Various aspects for error correction code ( ECC ) 
protection of stored data , particularly host - assisted storage 
device error correction using a forward error correction 
scheme to supplement the storage device ECC , are 
described . 
[ 0007 ] One general aspect includes a system that includes 
a storage device including a storage interface configured to 
communicate with a host system , a storage medium config a 
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tion threshold . The system may further include the host 
system including a storage interface configured to commu 
nicate with the storage device and a forward error correction 
code engine configured to : encode host data using the 
second error correction code configuration ; generate for 
ward error correction parity data for the encoded host data ; 
receive the partially - recovered host data from the storage 
device ; and decode the partially - recovered host data using 
the second error code correction configuration and corre 
sponding forward error correction parity data . 
[ 0009 ] Another general aspect includes a computer - imple 
mented method that includes : encoding , in a storage device , 
host data from a host system using a first error correction 
code configuration ; storing , in a storage medium of the 
storage device , the encoded host data ; reading , from the 
storage medium of the storage device , the encoded host data ; 
decoding , from the encoded host data in the storage device , 
partially - recovered host data using the first error correction 
code configuration ; determining , in the storage device , a 
residual error rate for the partially - recovered host data ; 
determining , in the storage device , a forward error correc 
tion threshold for the host system , where the forward error 
correction threshold is based on a second error correction 
code configuration ; and returning , based on the residual 
error rate being less than the forward error correction 
threshold , the partially - recovered host data to the host sys 
tem . 

[ 0010 ] Implementations may include one or more of the 
following features . The computer - implemented method may 
include : reading , responsive to returning the partially - recov 
ered host data to the host system , forward error correction 
parity data from the storage medium ; and returning the 
forward error correction parity data to the host system . The 
computer - implemented method may include : allocating 
storage locations in the storage medium to a plurality of 
zones ; storing , by the storage device , the encoded host data 
to a first zone of the plurality of zones , where the first zone 
is allocated to host data enabled for forward error correction ; 
and storing , by the storage device , the forward error correc 
tion parity data to a second zone of the plurality of zones . 
The computer - implemented method may include : receiving , 
from the host , a host data block in the host data ; receiving , 
from the host , a forward error correction indicator corre 
sponding to the host data block ; and determining , from the 
forward error correction indicator , that the host data block is 
enabled for forward error correction . The computer - imple 
mented method may include : receiving , from the host and 
separate from the host data block , forward error correction 
parity data for the host data block ; encoding , in the storage 
device and using the first error correction code configura 
tion , the forward error correction parity data ; and storing , in 
the storage device , the encoded forward error correction 
parity data . The computer - implemented method may include 
selectively returning , responsive to an initial bit error rate of 
the partially - recovered host data being greater than a first 
recoverable bit error rate threshold , the partially - recovered 
host data , where : the first error correction code configuration 
has the first recoverable bit error rate threshold ; the second 
error correction code configuration has the second recover 
able bit error rate threshold ; and the second recoverable bit 
error rate threshold is greater than the first recoverable bit 
error rate threshold . The computer - implemented method 
may include : determining , by decoding host data using a first 
recovery mode of the storage device , the partially - recovered 

host data ; selectively initiating , responsive to the partially 
recovered host data , a second recovery mode to retry error 
correction using the first error correction code configuration ; 
and returning , without initiating the second recovery mode , 
the partially - recovered host data to the host system respon 
sive to the partially - recovered host data being enabled for 
forward error correction and the residual error rate being less 
than the forward error correction threshold . The computer 
implemented method may include : encoding , by the host 
system , host data using the second error correction code 
configuration , where encoding the host data by the storage 
device is reencoding the host - encoded host data ; generating , 
by the host system , forward error correction parity data for 
the host - encoded host data ; receiving , by the host system , 
the partially - recovered host data from the storage device ; 
and decoding , by the host system , the partially - recovered 
host data using the second error code correction configura 
tion and corresponding forward error correction parity data . 
The computer - implemented method may include : allocating , 
by the host system , a host data block in the host data to be 
enabled for forward error correction ; generating , by the host 
system , a forward error correction indicator ; associating , by 
the host system the forward error correction indicator with 
the host data block ; associating , by the host system , a 
corresponding forward error correction parity data block 
with the host data block ; sending , from the host system to the 
storage device , the host data block , the forward error cor 
rection indicator , and the corresponding forward error cor 
rection parity data block ; requesting , by the host system and 
responsive to receiving the partially - recovered host data , the 
corresponding forward error correction parity block from the 
storage device , where the partially - recovered host data 
includes partially - recovered host data from the host data 
block ; and receiving , by the host system , the corresponding 
forward error correction parity block , where the correspond 
ing forward error correction parity data includes the corre 
sponding forward error correction parity block . 
[ 0011 ] Still another general aspect includes a storage sys 
tem that includes : a storage device ; a host system ; means , in 
the host system , for host encoding host data using a forward 
error correction code configuration ; means , in the storage 
device , for storage device encoding the host - encoded host 
data using a storage device error correction code configu 
ration ; means , in the storage device , for generating , from the 
storage device encoded host - encoded host data , partially 
recovered host - encoded host data using the storage device 
error correction code configuration ; means , in the storage 
device , for determining a residual error rate for the partially 
recovered host data ; means , in the storage device , for 
determining a forward error correction threshold for the host 
system , where the forward error correction threshold is 
based on the forward error correction code configuration ; 
means , in the storage device , for returning , based on the 
residual error rate being less than the forward error correc 
tion threshold , the partially - recovered host - encoded host 
data to the host system , and means , in the host system , for 
decoding the partially - recovered host - encoded host data 
using the forward error correction code configuration . 
[ 0012 ] The various embodiments advantageously apply 
the teachings of storage devices and / or storage systems to 
improve the functionality of such computer systems . The 
various embodiments include operations to overcome or at 
least reduce the issues previously encountered in storage 
systems and , accordingly , are more reliable and / or efficient 

2 
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than other computing systems . That is , the various embodi 
ments disclosed herein include hardware and / or software 
with functionality to improve error correction of bit errors 
from the storage device storage medium , such as by using a 
forward error correction scheme to supplement the storage 
device ECC . Accordingly , the embodiments disclosed herein 
provide various improvements to storage networks and / or 
storage systems . 
[ 0013 ] It should be understood that language used in the 
present disclosure has been principally selected for read 
ability and instructional purposes , and not to limit the scope 
of the subject matter disclosed herein . 

BRIEF DESCRIPTION OF THE DRAWINGS 

a 
[ 0014 ] FIG . 1 schematically illustrates a storage system 
with a host system providing forward error correction . 
[ 0015 ] FIG . 2 schematically illustrates a host - assisted 
ECC architecture that may be used by the storage system of 
FIG . 1 . 
[ 0016 ] FIG . 3 schematically illustrates a zoned storage 
architecture that may be used by the storage devices of FIG . 
1 . 
[ 0017 ] FIG . 4 schematically illustrates a host node of the 
storage system of FIG . 1 . 
[ 0018 ] FIG . 5 schematically illustrates some elements of 
the storage devices of FIG . 1-3 in more detail . 
[ 0019 ] FIG . 6 is a flowchart of an example method of 
supporting host - assisted ECC using host forward error cor 
rection . 
[ 0020 ] FIG . 7 is a flowchart of another example method of 
supporting host - assisted ECC using host forward error cor 
rection . 
[ 0021 ] FIG . 8 is a flowchart of an example method of 
writing host - assisted ECC data to a storage device . 
[ 0022 ] FIG . 9 is a flowchart of an example method of 
reading host - assisted ECC data from a storage device . 
[ 0023 ] FIG . 10 is a flowchart of an example method of 
combining host - assisted ECC with additional recovery 
modes . 

plane network and / or network fabric , though only storage 
devices 120 and host 102 are shown . 
[ 0025 ] In the embodiment shown , a number of storage 
devices 120 are attached to a common storage interface 110 
for host communication . For example , storage devices 120 
may include a number of drives arranged in a storage array , 
such as storage devices sharing a common rack , unit , or 
blade in a data center or the solid state drives ( SSDs ) in an 
all flash array . In some embodiments , storage devices 120 
may share a backplane network , network switch ( es ) , and / or 
other hardware and software components accessed through 
storage interface 110. For example , storage devices 120 may 
connect to storage interface 110 through a plurality of 
physical port connections that define physical , transport , and 
other logical channels for establishing communication with 
the different components and subcomponents for establish 
ing a communication channel to host 102. In some embodi 
ments , storage interface 110 may provide a primary host 
interface for storage device management and host data 
transfer , as well as a control interface that includes limited 
connectivity to the host for low - level control functions , such 
as through a baseboard management controller ( BMC ) . 
[ 0026 ] In some embodiments , data storage devices 120 
are , or include , solid - state drives ( SSDs ) . Each data storage 
device 120.1-120.n may include a non - volatile memory 
( NVM ) or storage device controller 130 based on compute 
resources ( processor and memory ) and a plurality of NVM 
or media devices 140 for data storage ( e.g. , one or more 
NVM device ( s ) , such as one or more flash memory devices ) . 
In some embodiments , a respective data storage device 120 
of the one or more data storage devices includes one or more 
NVM controllers , such as flash controllers or channel con 
trollers ( e.g. , for storage devices having NVM devices in 
multiple memory channels ) . In some embodiments , data 
storage devices 120 may each be packaged in a housing , 
such as a multi - part sealed housing with a defined form 
factor and ports and / or connectors for interconnecting with 
storage interface 110 . 
[ 0027 ] In some embodiments , a respective data storage 
device 120 may include a single medium device while in 
other embodiments the respective data storage device 120 
includes a plurality of media devices . In some embodiments , 
media devices include NAND - type flash memory or NOR 
type flash memory . In some embodiments , data storage 
device 120 may include one or more hard disk drives 
( HDDs ) . In some embodiments , data storage devices 120 
may include a flash memory device , which in turn includes 
one or more flash memory die , one or more flash memory 
packages , one or more flash memory channels or the like . 
However , in some embodiments , one or more of the data 
storage devices 120 may have other types of non - volatile 
data storage media ( e.g. , phase - change random access 
memory ( PCRAM ) , resistive random access memory ( Re 
RAM ) , spin - transfer torque random access memory ( STT 
RAM ) , magneto - resistive random access memory ( MRAM ) , 
etc. ) . 
[ 0028 ] In some embodiments , each storage device 120 
includes a storage device controller 130 , which includes one 
or more processing units ( also sometimes called CPUs or 
processors or microprocessors or microcontrollers ) config 
ured to execute instructions in one or more programs . In 
some embodiments , the one or more processors are shared 
by one or more components within , and in some cases , 
beyond the function of the device controllers . Media devices 

DETAILED DESCRIPTION 

[ 0024 ] FIG . 1 shows an embodiment of an example data 
storage system 100 with multiple data storage devices 120 
interconnected by a storage interface 110. While some 
example features are illustrated , various other features have 
not been illustrated for the sake of brevity and so as not to 
obscure pertinent aspects of the example embodiments dis 
closed herein . To that end , as a non - limiting example , data 
storage system 100 includes one or more data storage 
devices 120 ( also sometimes called information storage 
devices , storage devices , disk drives , or drives ) . In some 
embodiments , storage devices 120 may be configured in a 
server or storage array blade or similar storage unit for use 
in data center storage racks or chassis . Storage devices 120 
may interface with one or more hosts 102 and provide data 
storage and retrieval capabilities for or through those host 
systems . In some embodiments , storage devices 120 may be 
configured in a storage hierarchy that includes storage 
nodes , storage controllers , and / or other intermediate com 
ponents between storage devices 120 and host 102. For 
example , each storage controller may be responsible for a 
corresponding set of storage nodes and their respective 
storage devices connected through a corresponding back 
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a 

140 may be coupled to device controllers 130 through 
connections that typically convey commands in addition to 
data , and optionally convey metadata , error correction infor 
mation and / or other information in addition to data values to 
be stored in media devices and data values read from media 
devices 140. Media devices 140 may include any number 
( i.e. , one or more ) of memory devices including , without 
limitation , non - volatile semiconductor memory devices , 
such as flash memory device ( s ) . 
[ 0029 ] In some embodiments , media devices 140 in stor 
age devices 120 are divided into a number of addressable 
and individually selectable blocks , sometimes called erase 
blocks . In some embodiments , individually selectable 
blocks are the minimum size erasable units in a flash 
memory device . In other words , each block contains the 
minimum number of memory cells that can be erased 
simultaneously ( i.e. , in a single erase operation ) . Each block 
is usually further divided into a plurality of pages and / or 
word lines , where each page or word line is typically an 
instance of the smallest individually accessible ( readable ) 
portion in a block . In some embodiments ( e.g. , using some 
types of flash memory ) , the smallest individually accessible 
unit of a data set , however , is a sector or codeword , which 
is a subunit of a page . That is , a block includes a plurality 
of pages , each page contains a plurality of sectors or 
codewords , and each sector or codeword is the minimum 
unit of data for reading data from the flash memory device . 
[ 0030 ) A data unit may describe any size allocation of 
data , such as host block , data object , sector , page , multi 
plane page , erase / programming block , media device / pack 
age , etc. Storage locations may include physical and / or 
logical locations on storage devices 120 and may be 
described and / or allocated at different levels of granularity 
depending on the storage medium , storage device / system 
configuration , and / or context . For example , storage loca 
tions may be allocated at a host logical block address ( LBA ) 
data unit size and addressability for host read / write purposes 
but managed as pages with storage device addressing man 
aged in the media flash translation layer ( FTL ) in other 
contexts . Media segments may include physical stor 
locations on storage devices 120 , which may also corre 
spond to one or more logical storage locations . In some 
embodiments , media segments may include a continuous 
series of physical storage location , such as adjacent data 
units on a storage medium , and , for flash memory devices , 
may correspond to one or more media erase or programming 
blocks . A logical data group may include a plurality of 
logical data units that may be grouped on a logical basis , 
regardless of storage location , such as data objects , files , or 
other logical data constructs composed of multiple host 
blocks . In some configurations , logical and / or physical 
zones may be assigned within the storage devices 120 as 
groups of data blocks allocated for specified host data 
management purposes . 
[ 0031 ] In some embodiments , host or host system 102 
may be coupled to data storage system 100 through a 
network interface that is part of host fabric network that 
includes storage interface 110 as a host fabric interface . In 
some embodiments , multiple host systems 102 ( only one of 
which is shown in FIG . 1 ) are coupled to data storage system 
100 through the fabric network , which may include a storage 
network interface or other interface capable of supporting 
communications with multiple host systems 102. The fabric 
network may include a wired and / or wireless network ( e.g. , 

public and / or private computer networks in any number 
and / or configuration ) which may be coupled in a suitable 
way for transferring data . For example , the fabric network 
may include any means of a conventional data communica 
tion network such as a local area network ( LAN ) , a wide 
area network ( WAN ) , a telephone network , such as the 
public switched telephone network ( PSTN ) , an intranet , the 
internet , or any other suitable communication network or 
combination of communication networks . 
[ 0032 ] Host system 102 , or a respective host in a system 
having multiple hosts , may be any suitable computer device , 
such as a computer , a computer server , a laptop computer , a 
tablet device , a netbook , an internet kiosk , a personal digital 
assistant , a mobile phone , a smart phone , a gaming device , 
or any other computing device . Host system 102 is some 
times called a host , client , or client system . In some embodi 
ments , host system 102 is a server system , such as a server 
system in a data center , or a storage system , such as a storage 
array in a data center . In some embodiments , the one or more 
host systems 102 are one or more host devices distinct from 
a storage controller or storage node housing the plurality of 
storage devices 120. The one or more host systems 102 may 
be configured to store and access data in the plurality of 
storage devices 120 . 
[ 0033 ] Host system 102 may include one or more central 
processing units ( CPUs ) or processors 104 for executing 
compute operations or instructions for accessing storage 
devices 120 through storage interface 110. In some embodi 
ments , processor 104 may be associated with operating 
memory 106 for executing both storage operations and a 
storage interface protocol compatible with storage interface 
110 and storage devices 120. In some embodiments , a 
separate storage interface unit ( not shown ) may provide the 
storage interface protocol and related processor and memory 
resources . From the perspective of storage devices 120 , 
storage interface 110 may be referred to as a host interface 
and provides a host data path between storage devices 120 
and host 102 . 
[ 0034 ] Host system 102 may include memory 106 config 
ured to support various data access and management func 
tions , generally in support of one or more applications . 
Memory 106 may include a random access memory ( RAM ) 
or another type of dynamic storage device that stores infor 
mation and instructions for execution by processor 512 
and / or a read only memory ( ROM ) or another type of static 
storage device that stores static information and instructions 
for use by processor 512 and / or any suitable storage element 
such as a hard disk or a solid state storage element . For 
example , memory 106 may include one or more dynamic 
random access memory ( DRAM ) devices for use by storage 
devices 120 for command , management parameter , and / or 
host data storage and transfer . In some embodiments , storage 
devices 120 may be configured for direct memory access 
( DMA ) , such as using remote direct memory access 
( RDMA ) protocols , over storage interface 110 to interact 
with host 102 . 
[ 0035 ] Host system 102 may be configured to assist stor 
age devices 120 with multilayer ECC processing based on a 
forward error correction ( FEC ) code implemented at the 
host - level . For example , host system 102 may selectively 
encode host data using a FEC engine 112 before sending 
host data to storage devices 120 and receive partially 
recovered host data from storage devices 120 to further 
decode using FEC engine 112. Host system 102 may include 
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a plurality of modules or subsystems that are stored and / or 
instantiated in memory 106 for execution by processor 104 
as instructions or operations . For example , memory 106 may 
include FEC engine 112 configured as an ECC encoder / 
decoder implementing the forward ECC configuration of 
host system 102. For example , memory 106 may include a 
FEC manager 114 configured to manage storage operations 
using FEC engine 112. For example , memory 106 may 
include a zone manager configured to allocate and manage 
zones in storage device 120 , including one or more zones 
allocated for FEC enabled host data . 
[ 0036 ] In some embodiments , FEC engine 112 may 
include an interface protocol and / or set of functions , param 
eters , and / or data structures for encoding and decoding 
target host data blocks using a forward ECC configuration . 
For example , FEC engine 112 may include an encoder / 
decoder configured with an ECC algorithm and related 
parameters for setting parity level and / or recoverable bit 
error rate threshold . In some embodiments , ECC algorithms 
may be selected for implementing turbo codes , LDPC codes , 
Hamming codes , Reed - Solomon codes , Bose - Chaudhuri 
Hocquenghem ( BCH ) , etc. The selected error correcting 
code may be configured with parameters such as block size , 
parity level , interleaver , recoverable BER threshold , etc. In 
some embodiments , FEC engine 112 may include hardware 
and / or software encoders and decoders for implementing the 
coding algorithm and parameters . For example , the encoder / 
decoder may include a plurality of register - based encoders 
and decoders for calculating parity for a host block and 
returning an erasure encoded host block and host - encoded 
parity data . 
[ 0037 ] In some embodiments , FEC manager 114 may 
include an interface protocol and / or set of functions , param 
eters , and / or data structures for selectively using FEC engine 
112 for processing host data blocks and managing the related 
parity data and storage device read / write commands . For 
example , FEC manager 114 may determine which host data 
blocks have sufficient criticality to be FEC encoded before 
sending them to storage devices 120. In some embodiments , 
FEC manager 114 may generate or modify write commands 
to denote that they are host FEC enabled , such as using a 
FEC indicator in a write command tag or parameter . In some 
embodiments , FEC manager 114 may also store and asso 
ciate the host FEC parity data with the encoded host data 
block , enabling the host FEC parity data to be stored 
separately from the encoded host data block . For example , 
FEC manager 114 may store cross - references between FEC 
enabled host data blocks and corresponding host FEC parity 
data in a FEC map or LBA metadata structure and store the 
FEC parity in a separate write command to storage devices 
120 , store the FEC parity data in memory 106 , and / or store 
the FEC parity data to another storage device or system . In 
some embodiments , FEC manager 114 may also identify 
read command results including partially - recovered host 
data with host FEC enabled to be further decoded through 
FEC engine 112. In some embodiments , FEC manager 114 
may also manage the identification and recovery of host 
FEC parity data corresponding to the returned partially 
recovered host data , such as looking up the storage location 
of the host FEC parity data and using a separate read 
command to storage devices 120 to receive it . 
[ 0038 ] In some embodiments , zone manager 116 may 
include an interface protocol and / or set of functions , param 
eters , and / or data structures for using zoned namespaces in 

storage devices 120 to manage host FEC enabled host data 
and / or host FEC parity data , alongside normal host data 
( non - enabled host data that does not receive host FEC 
encoding ) . For example , host system 102 and storage 
devices 120 may implement the zoned namespace command 
set as defined for the non - volatile memory express ( NVMe ) 
storage protocol . In some embodiments , storage devices 120 
may be configured according to zones that align with 
physical storage characteristics , such as specific non - volatile 
memory devices 140 , pages , erase blocks , or similar 
memory structures , and zone manager 116 may allocate 
specific zones to storing FEC enabled host data . 
[ 0039 ] In some embodiments , data storage system 100 
includes one or more processors , one or more types of 
memory , a display and / or other user interface components 
such as a keyboard , a touch screen display , a mouse , a 
track - pad , and / or any number of supplemental devices to 
add functionality . In some embodiments , data storage sys 
tem 100 does not have a display and other user interface 
components . 
[ 0040 ] FIG . 2 shows a schematic representation of a 
host - assisted forward ECC architecture that may be used by 
storage system 100 of FIG . 1. Host system 102 may com 
municate with storage device 120 , such as through storage 
interface 110 , to carry out various storage operations for 
handling multilevel ECC for selected host data blocks . In 
some embodiments , the functions of host 102 may be 
executed by FEC manager 114 with the assistance of FEC 
engine 112 and the functions of storage device 120 may be 
executed by storage device controller 130 . 
[ 0041 ] Data categorizer 210 may be configured to receive 
write requests related to one or more applications running on 
or accessing data through host 102. For example , host 102 
may generate and / or process data write requests for host data 
blocks related to the supported applications . In some 
embodiments , data categorizer 210 may be configured to 
evaluate host data blocks to determine whether they should 
receive the additional ECC protection of host FEC encoding 
and categorize them accordingly . For example , data catego 
rizer 210 may include a criticality threshold value , each 
application and / or related host data block may be assigned 
a data block criticality value , and data categorizer 210 may 
compare the data block criticality value to the criticality 
threshold value for each write request . If the data block 
criticality value meets the criticality threshold value , the 
host data block may be processed as a host FEC enabled data 
block . If the data block criticality value is less than the 
criticality threshold value , the host data block may be 
processed as a normal data block . 
[ 0042 ] For a normal data block ( not enabled for host FEC 
encoding ) , a normal write command 212 may be sent to 
storage device 120. Storage device 120 may include default 
write command processing 214 for processing write com 
mands that do not indicate that they are host FEC enabled . 
For example , write command processing 214 may include a 
check for a host FEC indicator associated with normal write 
command 212 and , finding none , process the write command 
according to a normal write path , encoding the host data 
block using storage device ECC and storing in accordance 
with the logical block address ( LBA ) provided in the write 
command . 
[ 0043 ] For host FEC enabled data blocks , host 102 may 
pass the host data block to FEC encoder 220. For example , 
data categorizer 210 may pass the host data block to an 
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encoder register in FEC engine 112. FEC encoder 220 may 
be configured to encode the host data block using a host 
forward ECC configuration 220.1 . For example , host for 
ward ECC configuration 220.1 may include an ECC algo 
rithm for a specific ECC type , such as turbo code , a set of 
ECC parameters for block size , code rate , parity level , 
interleaver , etc. , and an associated correctable BER thresh 
old based on the ECC algorithm and parameters . In some 
embodiments , the correctable BER threshold may be set as 
the host FEC threshold for host FEC enabled data blocks . 
FEC encoder 220 may generate one or more host FEC 
encoded data blocks and corresponding host FEC parity 
values . 
[ 0044 ] Host 102 may send a FEC parity write command 
222 to storage device 120. Storage device 120 may include 
parity write command processing 224 for processing write 
commands that indicate that they are FEC parity data . For 
example , parity write command processing 224 may include 
a check for a host FEC parity data indicator and process the a 
write command according to a normal write path , encoding 
the FEC parity data using storage device ECC , and storing 
in accordance with the LBA provided in the write command . 
In some embodiments , FEC parity data may be written to an 
LBA range and / or zone namespace that is separate from the 
LBA range and / or zone namespace allocated for FEC 
encoded host data . For example , FEC parity data may be 
commingled in zones allocated to normal host data and / or 
have an LBA range and / or zone namespace specifically 
designated for host FEC parity data . In some embodiments , 
host 102 may send FEC parity write command 222 to a 
different storage device ( e.g. , storage device 120.2 ) than the 
storage device ( e.g. , storage device 120.1 ) receiving the host 
FEC encoded data block . 
[ 0045 ] Host 102 may send the host FEC encoded data 
block to FEC handler 226. For example , FEC handler 226 
may generate a FEC data write command 228 that identifies 
to storage device 120 that the host data block is host FEC 
enabled . In some embodiments , FEC handler 226 may add 
a host FEC enabled indicator , such as a tag or parameter in 
FEC data write command 228. In some embodiments , the 
host FEC enabled indicator may include the host FEC 
threshold for use by storage device 120 during read opera 
tions for FEC enabled host data . In some embodiments , FEC 
handler 226 may determine an LBA range or 
namespace for host FEC enabled data blocks and assign a 
storage location from those allocated storage locations to 
indicate that the host data block is host FEC enabled . 
[ 0046 ] Host 102 may send FEC data write command 228 
to storage device 120. Storage device 120 may include FEC 
write command processing 230 for processing commands 
that indicate that they are host FEC encoded data . For 
example , FEC write command processing 230 may include 
a check for a host FEC enabled indicator , such as a tag or 
parameter in FEC data write command 228. In some 
embodiments , FEC write command processing 230 may use 
the host LBA or target zone to determine that the received 
host data block is host FEC enabled . In some embodiments , 
FEC write command processing 230 may store the host FEC 
enabled indicator with the host data block or in metadata or 
FTL data to be able to identify host FEC enabled data blocks 
during read operations . In some embodiments , FEC write 
command processing 230 may store the host FEC threshold 
and associate it with the host data blocks for use during read 
operations . For example , host data blocks may be tagged 

with the host FEC enabled indicator and the host FEC 
threshold value . In some embodiments , the host FEC 
enabled indicator and the host FEC threshold value may be 
associated with the host data blocks based on storage 
location , such as a host LBA range or zoned namespace . In 
some embodiments , FEC write command processing 230 
may proceed through a normal write data path once the host 
FEC enabled indicator and host FEC threshold values are 
associated with the host data block . For example , host FEC 
write command processing 230 may encode the FEC parity 
data using storage device ECC and store it in accordance 
with the LBA provided in the write command . 
[ 0047 ] Host 102 may maintain a FEC Map 240 to track 
host data blocks that have been encoded by FEC encoder 
220 and identified as host FEC enabled to storage device 
120. For example , a host metadata table may include the host 
FEC enabled indicator for host FEC enabled data blocks . In 
some embodiments , when a read request is received or 
generated for an application , host 102 may check FEC map 
240 to determine whether a normal read process or a FEC 
read process may be used . For example , if the target host 
data block has a host FEC enabled indicator in FEC map 
240 , a FEC data read command 242 may be sent to storage 
device 120 . 
[ 0048 ] Read command processing 244 may proceed as 
normal for FEC data read command 242 and / or normal read 
commands received from host 102. For example , the storage 
location of the target host data block may be identified from 
storage device FTL , the host data block may be read and 
decoded through storage device ECC processing 246. Upon 
successful decode by storage device ECC processing 246 , 
where all data bits in the host data block are successfully 
read from the storage media and / or recovered using storage 
device ECC , complete read data 248 may be returned to host 
102. If the host data block was not host FEC enabled , then 
the complete read data may be returned to the requesting 
application . If the host data block was FEC enabled , then it 
will still need to be processed through FEC decoder 262 to 
return the original host data ( as opposed to the host FEC 
encoded host data ) . Upon unsuccessful or partial decode by 
storage device ECC processing 246 , the partially corrected 
data and residual bit error rate ( based on the remaining bit 
errors after storage device ECC processing ) may be passed 
to a FEC threshold checker 250. In some embodiments , FEC 
threshold checker 250 may determine whether FEC decoder 
262 is capable of recovering the original host data from the 
partially corrected data prior to returning the partially cor 
rected data . For example , FEC threshold checker 250 may 
compare the residual bit error rate to the host FEC threshold 
to determine whether the residual bit error rate is within the 
correctable bit error rate of error coding configuration 220.1 . 
If the residual bit error rate is within the host FEC threshold , 
storage device 120 may return partially corrected data 252 to 
host 102. If the residual error rate exceeds the host FEC 
threshold , storage device 120 may return an unrecoverable 
data error . 
[ 0049 ] Once host 102 has received host FEC encoded host 
data , whether complete read data 248 or partially corrected 
data 252 , the corresponding host FEC parity data may be 
needed to complete host FEC decoding . In some embodi 
ments , a parity requester 254 may send a FEC parity read 
command 256 to storage device 120. Storage device 120 
may include parity read command processing 258 config 
ured to receive the parity read command and return the FEC 
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parity data . Parity read command processing 258 may pro 
ceed as normal for FEC parity read command 256. For 
example , the storage location of the target parity data block 
may be identified from storage device FTL , the parity data 
block be read and decoded through storage device ECC 
processing 246 , and the FEC parity data 260 may be 
returned to host 102. Host 102 may use FEC decoder 262 to 
process host FEC encoded data , whether complete read data 
248 or partially corrected data 252 , using FEC parity data 
260 to return the original host data block . 
[ 0050 ] FIG . 3 shows a schematic representation of a zoned 
storage architecture 300 that may be used by storage system 
100 of FIG . 1. For example , host system 102 and storage 
devices 120 may implement the zoned namespace command 
set as defined for the NVMe storage protocol . In some 
embodiments , storage devices 120 may be configured 
according to zones that align with physical storage charac 
teristics , such as specific non - volatile memory devices 140 , 
pages , erase blocks , or similar memory structures . In some 
embodiments , host 102 and / or storage device 120 may 
allocate specific zones to storing FEC enabled host data 
and / or host FEC parity data . 
[ 0051 ] The physical storage space 310 of a storage device , 
such as storage device 120 , may be divided into a plurality 
of zones 312.1-312.n . Each zone may represented an allo 
cated set of memory locations in the storage medium of the 
storage device for receiving continuous host data blocks . For 
example , each zone may have a size or capacity value that 
may be aligned with flash erase blocks to enable more 
efficient storage . In some embodiments , the host may allo 
cate zones to specific applications , where each application 
may map to one or more zones . In addition , some zones may 
be unallocated for accepting random writes and data for 
applications that do not have allocated zones . 
[ 0052 ] In some embodiments , at least one host FEC zone 
314 may be allocated for receiving host FEC encoded host 
data blocks , such as host data block 314.1 . For example , a 
zone manager and / or zone management table that designates 
specific zones and corresponding host LBAs for defined uses 
may identify an application or system utility that handles 
critical data that should receive host FEC encoding and / or 
provides a critical data storage service to other applications 
for select host data . Host FEC zone 314 may be assigned to 
such an application in the zone management table . In some 
embodiments , host FEC zone 314 may be used by both the 
host system and the storage device to identify host FEC 
enabled host data blocks and all host data blocks received for 
FEC zone 314 and read from FEC zone 314 may be assumed 
to have host FEC encoding . In some embodiments , the host 
system may provide a FEC capability instruction or con 
figuration parameter to the storage device , where the FEC 
capability instruction identifies FEC zone 314 and provides 
the host FEC threshold for use in read path decisions . 
[ 0053 ] In some embodiments , host FEC parity data may 
be stored separately from the host - encoded FEC data blocks 
for added data integrity . Using separate zones in physical 
storage space 310 may assure that host FEC data blocks and 
their corresponding FEC parity blocks are not stored on the 
same page , device , or other physical structure corresponding 
to zones 312. In some embodiments , one or more unassigned 
zones 316 that include host data blocks 316.1 not enabled for 
host FEC may be used for receiving FEC parity data 320 . 
For example , host FEC parity data 320 may be stored 
alongside normal host data 318 in unassigned zone 316. In 

some embodiments , host FEC parity data 320 may be 
allocated with its own zone , rather than being randomly 
allocated across unassigned zones . 
[ 0054 ] FIG . 4 shows a schematic representation of an 
example host system 102. Host system 102 may comprise a 
bus 410 , a processor 420 , a local memory 430 , one or more 
optional input units 440 , one or more optional output units 
450 , and a communication interface 460. Bus 410 may 
include one or more conductors that permit communication 
among the components of host 102. Processor 420 may 
include any type of conventional processor or microproces 
sor that interprets and executes instructions . Local memory 
430 may include a random access memory ( RAM ) or 
another type of dynamic storage device that stores informa 
tion and instructions for execution by processor 420 and / or 
a read only memory ( ROM ) or another type of static storage 
device that stores static information and instructions for use 
by processor 420 and / or any suitable storage element such as 
a hard disc or a solid state storage element . For example , 
FEC engine 112 , FEC manager 114 , and / or zone manager 
116 in FIG . 1 may be instantiated in instructions , operations , 
or firmware stored in local memory 430 for execution by 
processor 420. An optional input unit 440 may include one 
or more conventional mechanisms that permit an operator to 
input information to host 102 such as a keyboard , a mouse , 
a pen , voice recognition and / or biometric mechanisms , etc. 
Optional output unit 450 may include one or more conven 
tional mechanisms that output information to the operator , 
such as a display , a printer , a speaker , etc. Communication 
interface 460 may include any transceiver - like mechanism 
that enables host 102 to communicate with other devices 
and / or systems . In some embodiments , communication 
interface 460 may include one or more peripheral interfaces , 
such as a peripheral component interconnect express ( PCIe ) 
interface for connecting to storage devices 120 and / or a 
network interface for communicating with storage devices 
120 over a fabric network . 

[ 0055 ] FIG . 5 schematically shows selected modules of a 
storage device 500 configured for peer supporting host FEC 
encoded host data , such as storage devices 120. Storage 
device 500 may incorporate elements and configurations 
similar to those shown in FIGS . 1-3 . For example , storage 
device 500 may be configured as a storage device 120 in a 
storage system 100 with host 102 configured with FEC 
engine 112 , FEC manager 114 , and / or zone manager 116 . 
[ 0056 ] Storage device 500 may include a bus 510 inter 
connecting at least one processor 512 , at least one memory 
514 , and at least one interface , such as storage interface 516 
and control bus interface 518. Bus 510 may include one or 
more conductors that permit communication among the 
components of storage device 500. Processor 512 may 
include any type of processor or microprocessor that inter 
prets and executes instructions or operations . Memory 514 
may include a random access memory ( RAM ) or another 
type of dynamic storage device that stores information and 
instructions for execution by processor 512 and / or a read 
only memory ( ROM ) or another type of static storage device 
that stores static information and instructions for use by 
processor 512 and / or any suitable storage element such as a 
hard disk or a solid state storage element . In some embodi 
ments , bus 510 , processor 512 , memory 514 , and / or storage 
interface 516 may be configured as a storage device con 
troller , such as device controllers 130 in FIG . 1 . 
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[ 0057 ] Storage interface 516 may include a physical inter 
face for connecting to a host using an interface protocol that 
supports storage device access . For example , storage inter 
face 516 may include a PCIe , serial advanced technology 
attachment ( SATA ) , serial attached small computer system 
interface ( SCSI ) ( SAS ) , or similar storage interface connec 
tor supporting NVMe access to solid state media comprising 
non - volatile memory devices 520. In some embodiments , 
storage interface 516 may connect to or incorporate a 
network interface for connecting to a fabric network and the 
host . For example , storage interface 516 may connect to a 
network fabric interface through a backplane network and / or 
storage network interface controller supporting an NVMe 
over - fabric protocol . 
[ 0058 ] Storage device 500 may include one or more 
non - volatile memory devices 520 configured to store host 
data . For example , non - volatile memory devices 520 may 
include a plurality of flash memory packages organized as an 
addressable memory array . In some embodiments , non 
volatile memory devices 520 may include NAND or NOR 
flash memory devices comprised of single level cells ( SLC ) , 
multiple level cell ( MLC ) , or triple - level cells . 
[ 0059 ] Storage system 500 may include a plurality of 
modules or subsystems that are stored and / or instantiated in 
memory 514 for execution by processor 512 as instructions 
or operations . For example , memory 514 may include a host 
interface 530 configured to receive , process , and respond to 
host data requests from client or host systems . Memory 514 
may include a storage manager 540 configured to manage 
read and write operations to non - volatile memory devices 
520. Memory 514 may include an ECC engine 560 config 
ured to process received host data blocks to encode them 
with storage device ECC and to process encoded data blocks 
from non - volatile memory devices 520 to decode them with 
storage device ECC . 
[ 0060 ] Host interface 530 may include an interface pro 
tocol and / or set of functions , parameters , and / or data struc 
tures for receiving , parsing , responding to , and otherwise 
managing host data requests from a host . For example , host 
interface 530 may include functions for receiving and pro 
cessing host requests for reading , writing , modifying , or 
otherwise manipulating data blocks and their respective 
client or host data and / or metadata in accordance with host 
communication and storage protocols . In some embodi 
ments , host interface 530 may enable direct memory access 
and / or access over NVMe protocols through storage inter 
face 516. For example , host interface 530 may include host 
communication protocols compatible with PCIe , SATA , 
SAS , and / or another bus interface that supports use of 
NVMe and / or RDMA protocols for data access . Host inter 
face 530 may further include host communication protocols 
compatible with configuring and enabling host FEC encoded 
host data to be stored in non - volatile memory devices 520 . 
For example , host interface 530 may receive FEC capability 
instructions from one or more hosts , where the FEC capa 
bility instruction is a command or configuration message 
specifying a host FEC threshold parameter and / or other host 
FEC configuration parameters for use when handling FEC 
read commands . Host FEC parameters may be stored by 
storage manager 540 for use by FEC handler 550 . 
[ 0061 ] In some embodiments , host interface 530 may 
include a plurality of hardware and / or software modules 
configured to use processor 512 and memory 514 to handle 
or manage defined operations of host interface 530. For 

example , host interface 530 may include a storage interface 
protocol 532 configured to comply with the physical , trans 
port , and storage application protocols supported by the host 
for communication over storage interface 516. For example , 
storage interface protocol 532 may include both PCIe and 
NVMe compliant communication , command , and syntax 
functions , procedures , and data structures . In some embodi 
ments , host interface 530 may include a host command 
handler 534 configured to handle a plurality of host com 
mand types and command response types . For example , host 
command handler 534 may be configured for write com 
mand 534.1 , read command 534.2 , host FEC write command 
534.3 , host FEC parity write command 534.4 , host FEC read 
command 534.5 , host FEC parity read command 534.6 , 
complete read data response 534.7 , partial recovery read 
data response 534.8 , read data error response 534.9 , and / or 
zone configuration command 534.10 . In some embodiments , 
host interface 530 may include additional modules ( not 
shown ) for buffer management , storage device management 
and reporting , and other host - side functions . 
[ 0062 ] In some embodiments , each command or command 
type handled by host command handler 534 may include a 
distinct set of logical operations related to parsing command 
parameters related to the command and initiating further 
processing , such as by initiating one or more processes in 
storage manager 540. Host command handler 534 may be 
configured for receiving host data blocks and parsing related 
write command parameters for write command 534.1 . Host 
command handler 534 may be configured for parsing read 
command parameters , including a host LBA identifying one 
or more host data blocks , for read command 534.2 . Write 
command 534.1 and read command 534.2 may each parse 
their respective write parameters and / or read parameters and 
pass them to respective processing paths in storage manager 
540 . 

a 

[ 0063 ] Some read / write parameters may designate specific 
logic for special handling of select write or read commands . 
For example , host FEC write command 534.3 may include 
a write parameter that indicates that the corresponding host 
data block has been encoded with host forward ECC from 
the host and enabled for host FEC processing . In some 
embodiments , host FEC write command 534.3 may include 
a host FEC indicator value or parameter , such as a tag , that 
indicates the host block is host FEC enabled . In some 
embodiments , the host FEC indicator may include a host 
FEC threshold value indicating the correctable BER thresh 
old for the host ECC configuration and the host FEC 
indicator and / or host FEC threshold value may be passed to 
storage manager 540 to be stored in metadata related to the 
host LBA or otherwise recorded for future use . Host parity 
write command 534.4 may include a write parameter that 
indicates that the corresponding host data block contains 
parity data from host forward ECC encoding . Host parity 
write command 534.4 may include a host FEC parity indi 
cator value or parameter , such as tag , that indicates that the 
host block contains parity data and should be stored sepa 
rately from any related host FEC enabled data blocks . In 
some embodiments , the host FEC parity indicator may 
include one or more host LBAs for the host FEC enabled 
data block ( s ) to which the parity corresponds . In some 
embodiments , the only indicator of host FEC write com 
mand 534.3 and / or host parity write command 534.4 may be 
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a previously allocated zone or namespace corresponding to 
the host data block being host FEC enabled or host FEC 
parity data respectively . 
[ 0064 ] Host FEC read command 534.5 may include a read 
parameter that indicates that the corresponding host data 
block has been encoded with host forward ECC from the 
host and enabled for host FEC processing . In some embodi 
ments , host FEC read command 534.5 may include a host 
FEC indicator value or parameter , such as a tag , that 
indicates the host block is host FEC enabled . In some 
embodiments , the host FEC indicator may include a host 
FEC threshold value indicating the correctable BER thresh 
old for the host ECC configuration and the host FEC 
indicator and / or host FEC threshold value may be passed to 
storage manager 540 to be stored in metadata related to the 
host LBA or otherwise recorded for future use . Host parity 
read command 534.6 may include a read parameter that 
indicates that the corresponding host data block contains 
parity data from host forward ECC encoding . Host parity 
write command 534.6 may include a host FEC parity indi 
cator value or parameter , such as tag . In some embodiments , 
the only indicator of host FEC write command 534.3 and / or 
host parity write command 534.4 may be a previously 
allocated zone or namespace corresponding to the host data 
block being host FEC enabled or host FEC parity data 
respectively . 
[ 0065 ] Host command handler 534 may also be configured 
to provide response messages and / or host data blocks to the 
requesting host in response to host commands , such as 
read / write commands . In some embodiments , a response 
message may include host data blocks and / or reference a 
data transfer location , such as a host or storage device 
storage buffer , where the host can access or receive the host 
data blocks . In some embodiments , host command handler 
534 may be configured to handle different types of read 
command responses based on the success of the read opera 
tion and / or whether the host data block is host FEC enabled . 
[ 0066 ] Host command handler 534 may return success 
fully read and completely recovered host data in a complete 
response 534.7 . For example , when storage device ECC 
successfully reads a host data block , whether normal host 
data from read command 534.2 , host FEC encoded data 
from host FEC read command 534.5 , or host FEC parity data 
from host FEC parity read command 534.6 , the host data 
block may be returned to the host in complete response 
534.7 . 
[ 0067 ] Host command handler 534 may return unsuccess 
fully read and / or partially - recovered host data in a partial 
response 534.7 . For example , when some amount of data is 
read from the storage media and storage device ECC is not 
capable of recovering all data bits , the host data that can be 
read and recovered , though less than the complete data 
block , may be selectively returned to the host in partial 
response 534.8 . In some embodiments , partial response 
534.8 may only be returned if host FEC is enabled for the 
host data block and the BER of the partially - recovered host 
data is within the host FEC threshold , as determined by 
storage manager 540 . 
[ 0068 ] Host command handler 534 may return an error 
message and / or no host data in an error response 534.9 . For 
example , when no data can be read or the partial amount of 
data is insufficient to recover the host data block , such as 
when the BER exceeds the correctable BER of the storage 
device ECC ( and the host forward ECC configuration for 

host FEC enabled data blocks ) , no host data may be returned 
by error response 534.9 . In some embodiments , 
response 534.9 may be the normal response for read com 
mands that target host blocks with too many errors for 
storage device ECC , but host FEC enabled data blocks may 
not return error response 534.9 if partial response 534.9 is 
within the correctable BER of the host forward ECC con 
figuration . 
[ 0069 ] In some embodiments , host command handler 534 
may handle one or more commands related to zoned 
namespaces and their configurations in storage device 120 . 
For example , host command handler 534 may receive zone 
configuration 534.10 through command or configuration 
messages . Host command handler 534 may parse zone 
configuration 534.10 to store configuration parameters , such 
as zone allocations , to zone manager 552. In some embodi 
ments , zone configuration 534.10 may include a host FEC 
zone allocation defining a zoned namespace for storing FEC 
enabled host data . In some embodiments , the host FEC zone 
may include a parameter for the host FEC threshold to be 
used for reading host data from the host FEC zone . 
[ 0070 ] Storage manager 540 may include an interface 
protocol and / or set of functions , parameters , and data struc 
tures for reading , writing , and deleting data units in non 
volatile memory devices 520. For example , storage manager 
540 may include functions for executing host data opera 
tions related to host storage commands received through 
host interface 530. For example , PUT or write commands 
may be configured to write host data units to non - volatile 
memory devices 520 through write processor 542. GET or 
read commands may be configured to read data from non 
volatile memory devices 520 through read processor 544 . 
DELETE commands may be configured to delete data from 
non - volatile memory devices 520 , or at least mark a data 
location for deletion until a future garbage collection or 
similar operation actually deletes the data or reallocates the 
physical storage location to another purpose . In some 
embodiments , storage manager 540 may include flash trans 
lation layer ( FTL ) management , data state machine , read / 
write buffer management , NVM device interface protocols , 
NVM device configuration / management / maintenance , and 
other device - side functions . 
[ 0071 ] In some embodiments , storage manager 540 may 
include a plurality of hardware and / or software modules 
configured to use processor 512 and memory 514 to handle 
or manage defined operations of storage manager 540. For 
example , storage manager 540 may include a write proces 
sor 542 configured to process write operations to non 
volatile memory 520 and read processor 544 configured to 
process read operations from non - volatile memory 520 . 
Storage manager 540 may include an unrecoverable ECC 
handler 546 configured to determine response and / or further 
processing in response to unrecoverable data errors ECC 
engine 560. Storage manager 540 may include a host FEC 
handler 550 configured to manage the write and read paths 
for host FEC enabled host data blocks . In some embodi 
ments , storage manager 540 may include a zone manager 
552 configured to allocate zones in non - volatile memory 
devices 520 , including one or more zones for host FEC 
enabled host data blocks . 
[ 0072 ] In some embodiments , write processor 542 may 
provide a write path for writing host data blocks to non 
volatile memory 520. For example , write command 534.1 , 
host FEC write command 534.3 , and host parity write 
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command 534.4 may each initiate write processor 542 for 
writing their corresponding host data to non - volatile 
memory 520 and variations in those write commands may 
impact storage location and metadata parameters associated 
with the host data blocks . Read processor 544 may provide 
a read path for reading host data block from non - volatile 
memory 520. For example , read command 534.2 , host FEC 
read command 534.5 , and host parity read command 534.6 
may each initiate read processor 544 for reading their 
corresponding host data from non - volatile memory 520 . 
Write processor 542 and read processor 544 may invoke 
ECC engine 560 to provide storage device ECC encoding 
and decoding in their respective write and read paths . In 
some embodiments , data that is written to and read from 
non - volatile memory 520 without being host FEC enabled , 
may be written as normal data 520.1 with storage device 
ECC parity data 520.2 written continuously with the storage 
device encoded host data . Host FEC data 520.3 may be 
stored similarly , but in designated storage locations , such as 
host FEC zones or storage location allocated for host FEC 
enabled host blocks . In some embodiments , the storage 
device ECC parity data for the host FEC enabled host blocks 
may be stored in a continuous storage location with host 
FEC data 520.3 , but host FEC parity data 520.4 may be 
written to a non - continuous and physically separated storage 
location , preferably on a separate erase block , page , and / or 
memory device or package . Host FEC parity data 520.4 may 
also be encoded with storage device ECC and have storage 
device ECC parity data stored in a continuous location with 
the encoded host FEC parity data . 
[ 0073 ] In some embodiments , unrecoverable ECC handler 
546 may be configured to receive unrecoverable data errors 
546.1 from ECC engine 560. For example , responsive to 
read processor 544 attempting to read a target host data 
block from non - volatile memory 520 , ECC engine 560 may 
return unrecoverable data error 546.1 to warn that the host 
data block was not successfully read . In some embodiments , 
unrecoverable data error 546.1 may be include , indicate , or 
provide access to partially decoded data 546.2 and residual 
error rate 546.3 . For example , ECC engine 560 may be 
configured to write partially decoded data 546.2 to a register 
or storage buffer during the decoding process and unrecov 
erable data error 546.1 may include a pointer to that storage 
location . ECC engine 560 may also detect bit errors and 
calculate a BER for the partially decoded data 546.2 . For 
example , this residual error rate 546.3 may be included as a 
parameter in an error message for unrecoverable data error 
546.1 or otherwise made available through a register or 
similar mechanism . 
[ 0074 ] In some embodiments , host FEC handler 550 may 
be configured to identify host FEC enabled host data blocks 
during write processing and / or read processing and provide 
specialized logic for handling host FEC encoded data 
blocks . For example , host FEC handler 550 may include the 
logic for determining whether partially decoded data 546.2 
is provided to the host in partial response 534.8 or an error 
is returned in error response 534.9 . Storage manager 540 
may receive or access host FEC indicator 550.1 associated 
with a read operation and / or the target host data block and 
initiate host FEC handler 550. For example , a read operation 
received by read processor 544 may include host FEC 
indicator 550.1 , such as a tag or parameter , and / or refer to a 
host LBA associated with host FEC indicator 550.1 in 
metadata or associated with the zone in which the host data 

block is stored . Host FEC handler 550 may include or access 
host FEC threshold 550.2 to be used in evaluating residual 
error rate 546.3 against the correctable BER of the host 
forward ECC configuration . For example , FEC handler 550 
may store host FEC threshold 550.2 in a configuration page , 
retrieve host FEC threshold 550.2 from metadata associated 
with the target host data block or zone , and / or determine it 
from a parameter in host FEC indicator 550.1 . If the host 
FEC threshold 550.2 is not less than residual error rate 546.3 
for partially decoded data 546.2 of a host FEC enabled host 
data block , then host FEC handler 550 may determine that 
partially decoded data 546.2 may be provided in partial 
response 534.8 to the host . If the host FEC threshold 550.2 
is less than residual error rate 546.3 for partially decoded 
data 546.2 of the host FEC enabled host data block , then host 
FEC handler 550 may determine that no data should be 
returned in the error response 534.9 . 
[ 0075 ] In some embodiments , zone manager 552 may be 
configured to allocate storage locations to defined zoned 
namespaces in cooperation with the host system . For 
example , host zone manager 552 may implement the zoned 
namespace command set as defined for the NVMe storage 
protocol . In some embodiments , zone manager 552 may be 
configured to align zones with physical storage characteris 
tics and allocate normal zones 552.1 for host data that is not 
host FEC enabled and FEC zones 552.2 to storing FEC 
enabled host data , as described above with regard for FIG . 
3. In some embodiments , zone manager 552 may receive 
zone configuration 534.10 from host interface 530 and / or 
store host FEC indicator 550.1 and / or host FEC threshold 
550.2 associated with FEC zone 552.2 . 
[ 0076 ] ECC engine 560 may include an interface and set 
of functions , parameters , and data structures for storing , 
reading , and otherwise managing data ECC encoded by 
storage device 500 , such as erasure encoded data blocks 
stored in non - volatile memory 520. For example , ECC 
engine 360 may include functions for encoding a host data 
block into a storage device ECC encoded data block and 
decoding a storage device ECC encoded data block back 
into the original user data symbol . In some embodiments , 
ECC engine 560 may be included in the write path and / or 
read path for non - volatile memory 520 that is managed by 
storage manager 540. In some embodiments , the encoding 
and decoding functions may be placed in separate encoding 
engines and decoding engines with redundant and / or shared 
functions where similar functions are used by both encoding 
and decoding operations . 
[ 0077 ] In some embodiments , ECC engine 560 may 
include a plurality of hardware and / or software modules 
configured to use processor 512 and memory 514 to handle 
or manage defined operations of ECC engine 560. For 
example , ECC engine 560 may include an error coding 
configuration 562 , encoder / decoder 564 , BER calculator 
566 , and heroic recovery mode 568 . 
[ 0078 ] Erasure coding configuration 562 may include 
functions , parameters , and / or logic for determining the 
operations used to encode and decode those host data blocks 
in accordance with a storage device ECC configuration . For 
example , various ECC coding algorithms 562.1 exist for 
providing forward error correction based on transforming a 
message of a certain number of symbols into a longer 
message of more symbols such that the original message can 
be recovered from a subset of the encoded symbols and 
related parity data . In some embodiments , a message may be 
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split into a fixed number of symbols and these symbols are 
used as input for ECC coding . The ECC coding algorithm 
may generate a fixed amount of additional parity data or 
parity symbols . The sum of these symbols may then be 
stored to one or more storage locations . In some embodi 
ments , error coding configuration 562 may enable ECC 
engine 560 to be configured from available ECC coding 
algorithms 562.1 using a set of coding parameters 562.2 . For 
example , coding algorithms 332.1 may enable selection of 
an algorithm type , such as parity - based , low - density parity 
check codes , Reed - Solomon codes , etc. , and one or more 
coding parameters 562.2 , such as number of original sym 
bols , number of encoded symbols , code rate , reception 
efficiency , parity level , etc. In some embodiments , the com 
bination of coding algorithm 562.1 and coding parameters 
562.2 may enable calculation of a correctable BER 562.3 for 
the storage device ECC configuration . For example , correct 
able BER 562.3 may be the number of bit errors in a host 
data block that can be completely recovered using the 
storage device ECC configuration . 
[ 0079 ] Encoder / decoder 564 may include hardware and / or 
software encoders and decoders for implementing error 
coding configuration 562. For example , encoder / decoder 
564 may include a plurality of register - based encoders and 
decoders for calculating parity for a symbol and returning 
ECC encoded data symbols . In some embodiments , encoder / 
decoder 564 may be integrated in the write path and read 
path respectively such that data to be written to storage 
media and read from storage media pass through encoder / 
decoder 564 for encoding and decoding in accordance with 
storage device error coding configuration 562 . 
[ 0080 ] Error coding configuration 562 may also enable 
BER calculation during read operations through encoder / 
decoder 564 using BER calculator 566. For example , vari 
ous ECC algorithms incorporate bit error detection and 
encoder / decoder 564 may be configured to record bit errors 
as they are encountered and return a bit error total for a 
decoded data block to BER calculator 566. In some embodi 
ments , BER calculator 566 may use the bit error count and 
the host data block size to determine a BER . In some 
embodiments , ECC engine 560 may return read BER , cor 
rected BER , and / or uncorrected BER values as parameters 
for each read or decode operation . For example , ECC engine 
560 may return the uncorrected BER value as residual error 
rate 546.3 to unrecoverable ECC handler 546 . 
[ 0081 ] In some embodiments , ECC engine 560 may 
include or enable a heroic recovery mode 568. For example , 
heroic recovery mode 568 may implement one or more 
recovery retry schemes in additional attempts to recover host 
data where the initial host data read exceeded correctable 
BER of storage device error coding configuration 562. In 
some embodiments , one or more additional error recovery 
modes may include varying physical read parameters ( e.g. , 
read voltages , timing , etc. ) . Heroic recovery mode 568 may 
require additional time and processor use by ECC engine 
560 and may adversely affect latency , input / output operation 
rate , and quality of service metrics . In some embodiments , 
heroic recovery mode 568 may be selectively disabled for 
host FEC enabled host data blocks with BER that exceed 
correctable BER 562.3 and are less than host FEC threshold 
550.2 . For example , storage manager 540 may be configured 
to determine whether additional recovery modes are initiated 
in response to unrecoverable data error 546.1 and host FEC 
handler 550 may be invoked to determine whether partially 

decoded data 546.2 should be sent to the host based on 
residual error rate 546.3 and host FEC threshold 550.2 . 
[ 0082 ] As shown in FIG . 6 , storage device 500 may be 
operated according to an example method for supporting 
host - assisted ECC using host forward error correction , i.e. 
according to method 600 illustrated by blocks 610-634 in 
FIG . 6 . 
[ 0083 ] At block 610 , a write command may be received 
from a host system . For example , a host command handler 
in the storage device may receive a write command includ 
ing at least one host data block and related write parameters . 
[ 0084 ] At block 612 , forward ECC encoded host data may 
be received with a host FEC indicator . For example , the host 
command handler may receive forward ECC encoded host 
data through a storage buffer . 
[ 0085 ] At block 614 , the encoded host data may be deter 
mined to be forward ECC enabled . For example , the host 
command handler may parse the host FEC indicator from 
the write command parameters and / or other operational 
parameters , such as a zoned namespace . 
[ 0086 ] At block 616 , the encoded host data may be 
encoded using storage device ECC . For example , a storage 
manager may store the host data encoded with host forward 
ECC configuration through a storage device ECC engine 
that further encodes the encoded host data using the storage 
device ECC configuration . 
[ 0087 ] At block 618 , the storage device encoded host data 
may be stored to the storage device storage medium . For 
example , the storage manager may process the encoded host 
data through a write path that includes the storage device 
ECC engine and results in writing the storage device 
encoded host data to a storage location in the storage device . 
[ 0088 ] At block 620 , a read command may be received 
from the host system for the previously stored host data 
block with host FEC enabled . For example , the host com 
mand handler may receive a read command and related read 
parameters targeting one or more target host data blocks . 
[ 0089 ] At block 622 , storage device encoded host data 
may be read from the storage device storage medium . For 
example , the storage manager may initiate a read operation 
for at least one target host data block through the ECC 
engine . 
[ 0090 ] At block 624 , the host data may be decided using 
storage device ECC . For example , the raw encoded data may 
be read from the storage medium by a read channel and 
provided to the storage device ECC engine for decoding . 
[ 0091 ] At block 626 , in some instances , partially - recov 
ered host data may be determined . For example , the storage 
device ECC engine may be incapable of recovering all 
encoded host data due to a higher bit error rate than the 
recoverable BER of the storage device ECC configuration 
and may provide the partially - recovered encoded host data 
to the storage manager . 
[ 0092 ] At block 628 , an error rate for the partially - recov 
ered host data may be determined . For example , the storage 
device ECC engine may also determine the bit errors and / or 
bit error rate during the decode operation and may return at 
least one bit error rate value to the storage manager . 
[ 0093 ] At block 630 , a host forward ECC threshold may 
be determined . For example , the storage manager may 
access the host FEC indicator and / or an associated host FEC 
threshold for the host data block . 
[ 0094 ] At block 632 , the bit error rate of the partially 
recovered host data may be compared to the host forward 

a 
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compare the residual bit error rate of the partially - recovered 
host data from storage device ECC engine to the host FEC 
threshold to determine whether the partially - recovered host 
data may be recoverable by the host forward ECC configu 
ration . 
[ 0095 ] At block 634 , the partially - recovered host data , still 
encoded with the host forward ECC configuration , may be 
selectively returned to the host . For example , if the storage 
manager determines at block 632 that the residual BER is at 
or below the host FEC threshold , the storage manager may 
select to have the host command handler return the partially 
recovered host data to the host for further processing using 
the host forward ECC configuration and ECC decoder . 
[ 0096 ] As shown in FIG . 7 , storage device 500 may be 
operated according to an example method for supporting 
host - assisted ECC using host forward error correction , i.e. 
according to method 700 illustrated by blocks 710-720 in 
FIG . 7. In some embodiments , one or more blocks of method 
700 may be used in conjunction with method 600 in FIG . 6 . 
[ 0097 ] At block 710 , a zone configuration may be received 
by a storage device . For example , the storage device may 
receive a zoned namespace configuration message allocating 
one or more zones to storing host FEC enabled host data 
blocks . 
[ 0098 ] At block 712 , a host forward ECC threshold may 
be received . For example , the storage device may receive a 
host FEC threshold value in a configuration message , such 
as the configuration message for the corresponding zoned 
namespace or a separate configuration message or value in 
a configuration page . 
[ 0099 ] At block 714 , storage locations may be allocated to 
a host ECC data zone . For example , a zone manager for the 
storage device may store configuration parameters specify 
ing a set of storage locations corresponding to the host FEC 

a 

a 

2 

[ 0106 ] At block 728 , a read command may be received for 
a target host data block in the host ECC data zone . For 
example , the host interface may receive a read command 
with read parameters for a target host block stored in the host 
FEC zone . 
[ 0107 ] At block 730 , the target host block may be pro 
cessed as host forward ECC enabled . For example , the target 
host data block may be determined to be host FEC enabled 
from its storage location in the host FEC zone and it may be 
processed to selectively return partially - recovered host data 
to the host as described with regard to method 600 in FIG . 
6 . 
[ 0108 ] At block 732 , a separate read command may be 
received for host ECC parity data . For example , the host 
interface may receive a read command targeting the host 
data block including the host ECC parity data corresponding 
to the partially - recovered host data . 
[ 0109 ] At block 734 , host ECC parity data may be 
returned to the host . For example , the read command may be 
processed through the read channel for reading and decoding 
from the storage medium using storage device ECC and 
returning the decoded host data block containing the host 
ECC parity data to the host . 
[ 0110 ] As shown in FIG . 8 , storage system 100 may be 
operated according to an example method for writing host 
assisted ECC data to a storage device , i.e. according to 
method 800 illustrated by blocks 810-828 in FIG . 8 . 
[ 0111 ] At block 810 , a data criticality threshold may be 
determined . For example , a FEC manager in the host system 
may determine a data criticality parameter and correspond 
ing threshold value for determining that a host data block 
should be stored with added host FEC protection . 
[ 0112 ] At block 812 , whether a host data block meets the 
data criticality threshold may be determined . For example , 
the FEC manager may compare the data criticality parameter 
for the target host data block to the data criticality threshold 
determined at block 810 . 
[ 0113 ] At block 814 , the host data block may be encoded 
using forward ECC . For example , the FEC manager may 
process the host data block through a host ECC engine 
having a host ECC configuration to generate a host ECC 
encoded host data block . 
[ 0114 ] At block 816 , forward ECC parity data may be 
generated . For example , processing the host data block 
through the host ECC engine may also generate forward 
ECC parity data that may be managed separately from the 
host ECC encoded host data block . 
[ 0115 ] At block 818 , a forward ECC indicator may be 
generated . For example , the FEC manager may generate a 
host FEC indicator to indicate that the host data block has 
been forward ECC encoded by the host . 
[ 0116 ] At block 820 , the forward ECC indicator may be 
associated with the host data block . For example , the FEC 
manager may provide the forward ECC indicator as a write 
parameter with the write command and / or store the forward 
ECC indicator in association with the LBA of the host data 
block in a FEC map or similar metadata structure . 
[ 0117 ] At block 822 , the forward ECC parity data may be 
associated with the host data block . For example , the FEC 
manager may assign an LBA or other parity data reference 
to a second host data object containing the forward ECC 
parity data and store the parity data reference in association 
with the LBA of the host data block in the FEC map or 
similar metadata structure . 

zone . 

[ 0100 ] At block 716 , storage locations may be allocated to 
normal data zones . For example , the zone manager may 
store configuration parameters specifying a set of storage 
locations corresponding to at least one normal zone for host 
data blocks that are not enabled for host FEC encoded data . 
[ 0101 ] At block 718 , forward ECC encoded host data may 
be received . For example , a host interface may receive a 
write command including host data blocks encoded with 
host forward ECC . 
[ 0102 ] At block 720 , the forward ECC encoded host data 
may be encoded and stored by the storage device in the host 
ECC data zone . For example , the host ECC encoded host 
data blocks may be further encoded by a storage device ECC 
engine on a write path to the storage location allocated to the 
host FEC zone . 
[ 0103 ] At block 722 , the forward ECC encoded host data 
may be determined to be host ECC enabled from the host 
ECC data zone . For example , a storage manager may 
determine that the host data blocks are host FEC enabled 
from their LBA in the host FEC zone . 
[ 0104 ] At block 724 , host ECC parity data may be 
received . For example , the host interface may receive a 
separate write command including the host ECC parity data . 
[ 0105 ] At block 726 , the host ECC parity data may be 
encoded and stored by the storage device in the normal data 
zone . For example , the host ECC parity data blocks may be 
encoded by the storage device ECC engine on a write path 
to the storage location allocated to the normal data zone . 
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[ 0118 ] At block 824 , a write command for the forward 
ECC encoded host data may be sent to a storage device . For 
example , the FEC manager may initiate a write command 
with the forward ECC encoded host data . 
[ 0119 ] At block 826 , the forward ECC indicator may be 
sent to the storage device . For example , the FEC manager 
may include a host FEC indicator as a write parameter 
and / or send a separate configuration or operation instruction 
including the host FEC indicator . 
[ 0120 ] At block 828 , a write command for the forward 
ECC parity data may be sent to the storage device . For 
example , the FEC manager may initiate a separate write 
command with the forward ECC parity data in another host 
data block . 
[ 0121 ] As shown in FIG . 9 , storage system 100 may be 
operated according to an example method for reading host 
assisted ECC data from a storage device , i.e. according to 
method 900 illustrated by blocks 910-920 in FIG . 9 . 
[ 0122 ] At block 910 , a read command for forward ECC 
encoded host data may be sent to the storage device where 
it was written . For example , the FEC manager may initiate 
a read command to the LBA assigned to a target host data 
block enabled for host FEC encoding . 
[ 0123 ] At block 912 , partially - recovered data correspond 
ing to the forward ECC encoded host data sent to the storage 
device may be received . For example , the storage device 
may fail to completely recover the target host data block 
using storage device ECC and send the partially - recovered 
data to the host for further recovery efforts . 
( 0124 ] At block 914 , responsive to receiving the partially 
recovered data , a read command for the corresponding 
forward ECC parity data may be sent to the storage device . 
For example , the FEC manager may use the FEC map to 
determine the host LBA for the host data block containing 
the forward ECC parity data corresponding to the target host 
data block . 
[ 0125 ] At block 916 , the forward ECC parity data may be 
received from the storage device . For example , the storage 
device may return the host data block containing the forward 
ECC parity data . 
[ 0126 ] At block 918 , the partially - recovered data may be 
decoded using the forward ECC parity data . For example , 
the FEC manager may process the partially - recovered data 
and the forward ECC parity data through a host ECC engine 
with the same host forward ECC configuration used to 
forward encode the original host data . 
[ 0127 ] At block 920 , the successfully recovered original 
host data may be used for host applications . For example , the 
host system may use the original host data for the critical 
application that originally met the criticality threshold of 
method 800 in FIG . 8 . 
[ 0128 ] As shown in FIG . 10 , storage device 500 may be 
operated according to an example method for combining 
host - assisted ECC with additional recovery modes , i.e. 
according to method 1000 illustrated by blocks 1010-1030 
in FIG . 10. In some embodiments , one or more blocks of 
method 1000 may be used in conjunction with method 600 
in FIG . 6 and / or method 700 of FIG . 7 . 
[ 0129 ] At block 1010 , host data may be decoded using a 
first recover mode . For example , an ECC engine and read 
channel may use a default read and decode mode to read the 
raw data from the storage medium and decode the host data , 

[ 0130 ] At block 1012 , the host data recovery may be 
unsuccessful . For example , the bit errors in the raw data may 
exceed the correctable BER of the storage device ECC 
engine . 
[ 0131 ] At block 1014 , partially - recovered host data may 
be generated . For example , the ECC engine may decode the 
raw data into a decoder buffer . 
[ 0132 ] At block 1016 , the host data may be determined to 
be host ECC enabled . For example , the host data may have 
an associated host FEC indicator . 
[ 0133 ] At block 1018 , an error rate of the partially 
recovered host data may be determined to be less than a host 
FEC threshold . For example , a storage manager may com 
pare the residual BER of the partially - recovered host data to 
the host FEC threshold to determine whether the host 
forward ECC is capable of recovering the host data . 
[ 0134 ] At block 1020 , the partially - recovered host data 
may be sent to the host . For example , the storage manager 
may interrupt a series of sequential recovery modes in favor 
of inducing a " fast fail ” and sending the partially - recovered 
host data to the host to enable the host to complete the host 
data recovery using host forward ECC . 
[ 0135 ] At block 1022 , the error rate of the partially 
recovered host data may be determined to be greater than the 
host FEC threshold . For example , the storage manager may 
compare the residual BER of the partially - recovered host 
data to the host FEC threshold and determine that the host 
forward ECC is not capable of recovering the host data 
without further improvements in BER . 
[ 0136 ] At block 1024 , reading and decoding may be 
retried using a second recovery mode . For example , the 
storage manager may initiate a heroic recovery mode with a 
different set of read parameters in the read channel and / or a 
different set of decoding parameters in the ECC engine in an 
attempt to reduce the number of bit errors . 
[ 0137 ] At block 1026 , partially - recovered host data with 
an improved BER may be sent to the host . For example , the 
storage manager may selectively send the partially - recov 
ered host data from the second or later recovery mode if it 
successfully reduces the error rate in the partially - recovered 
host data drops below the host FEC threshold . Otherwise , 
the storage manager may return an unrecoverable data error 
per the additional recovery mode or modes . 
[ 0138 ] At block 1028 , the host data may be determined to 
not be host ECC enabled . For example , the host data may not 
have an associated FEC indicator . 
[ 0139 ] At block 1030 , reading and decoding may be 
retried using the second recover mode . For example , the 
storage manager may have a default retry configuration that 
may include one or more retries with one or more additional 
recovery modes , sometimes including a heroic recovery 
mode . If these additional attempts are unsuccessful , the 
storage manager may return an unrecoverable data error . 
[ 0140 ] While at least one exemplary embodiment has been 
presented in the foregoing detailed description of the tech 
nology , it should be appreciated that a vast number of 
variations may exist . It should also be appreciated that an 
exemplary embodiment or exemplary embodiments are 
examples , and are not intended to limit the scope , applica 
bility , or configuration of the technology in any way . Rather , 
the foregoing detailed description will provide those skilled 
in the art with a convenient road map for implementing an 
exemplary embodiment of the technology , it being under 
stood that various modifications may be made in a function 
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and / or arrangement of elements described in an exemplary 
embodiment without departing from the scope of the tech 
nology , as set forth in the appended claims and their legal 
equivalents . 
[ 0141 ] As will be appreciated by one of ordinary skill in 
the art , various aspects of the present technology may be 
embodied as a system , method , or computer program prod 
uct . Accordingly , some aspects of the present technology 
may take the form of an entirely hardware embodiment , an 
entirely software embodiment ( including firmware , resident 
software , micro - code , etc. ) , or a combination of hardware 
and software aspects that may all generally be referred to 
herein as a circuit , module , system , and / or network . Fur 
thermore , various aspects of the present technology may 
take the form of a computer program product embodied in 
one or more computer - readable mediums including com 
puter - readable program code embodied thereon . 
[ 0142 ] Any combination of one or more computer - read 
able mediums may be utilized . A computer - readable 
medium may be a computer - readable signal medium or a 
physical computer - readable storage medium . A physical 
computer readable storage medium may be , for example , but 
not limited to , an electronic , magnetic , optical , crystal , 
polymer , electromagnetic , infrared , or semiconductor sys 
tem , apparatus , or device , etc. , or any suitable combination 
of the foregoing . Non - limiting examples of a physical com 
puter - readable storage medium may include , but are not 
limited to , an electrical connection including one or more 
wires , a portable computer diskette , a hard disk , random 
access memory ( RAM ) , read - only memory ( ROM ) , an eras 
able programmable read - only memory ( EPROM ) , an elec 
trically erasable programmable read - only memory ( EE 
PROM ) , a Flash memory , an optical fiber , a compact disk 
read - only memory ( CD - ROM ) , an optical processor , a mag 
netic processor , etc. , or any suitable combination of the 
foregoing . In the context of this document , a computer 
readable storage medium may be any tangible medium that 
can contain or store a program or data for use by or in 
connection with an instruction execution system , apparatus , 
and / or device . 
[ 0143 ] Computer code embodied on a computer - readable 
medium may be transmitted using any appropriate medium , 
including but not limited to , wireless , wired , optical fiber 
cable , radio frequency ( RF ) , etc. , or any suitable combina 
tion of the foregoing . Computer code for carrying out 
operations for aspects of the present technology may be 
written in any static language , such as the C programming 
language or other similar programming language . The com 
puter code may execute entirely on a user's computing 
device , partly on a user's computing device , as a stand - alone 
software package , partly on a user's computing device and 
partly on a remote computing device , or entirely on the 
remote computing device or a server . In the latter scenario , 
a remote computing device may be connected to a user's 
computing device through any type of network , or commu 
nication system , including , but not limited to , a local area 
network ( LAN ) or a wide area network ( WAN ) , Converged 
Network , or the connection may be made to an external 
computer ( e.g. , through the Internet using an Internet Ser 
vice Provider ) . 
[ 0144 ] Various aspects of the present technology may be 
described above with reference to flowchart illustrations 
and / or block diagrams of methods , apparatus , systems , and 
computer program products . It will be understood that each 

block of a flowchart illustration and / or a block diagram , and 
combinations of blocks in a flowchart illustration and / or 
block diagram , can be implemented by computer program 
instructions . These computer program instructions may be 
provided to a processing device ( processor ) of a general 
purpose computer , special purpose computer , or other pro 
grammable data processing apparatus to produce a machine , 
such that the instructions , which can execute via the pro 
cessing device or other programmable data processing appa 
ratus , create means for implementing the operations / acts 
specified in a flowchart and / or block ( s ) of a block diagram . 
[ 0145 ] Some computer program instructions may also be 
stored in a computer - readable medium that can direct a 
computer , other programmable data processing apparatus , or 
other device ( s ) to operate in a particular manner , such that 
the instructions stored in a computer - readable medium to 
produce an article of manufacture including instructions that 
implement the operation / act specified in a flowchart and / or 
block ( s ) of a block diagram . Some computer program 
instructions may also be loaded onto a computing device , 
other programmable data processing apparatus , or other 
device ( s ) to cause a series of operational steps to be per 
formed on the computing device , other programmable appa 
ratus or other device ( s ) to produce a computer - implemented 
process such that the instructions executed by the computer 
or other programmable apparatus provide one or more 
processes for implementing the operation ( s ) / act ( s ) specified 
in a flowchart and / or block ( s ) of a block diagram . 
[ 0146 ] A flowchart and / or block diagram in the above 
figures may illustrate an architecture , functionality , and / or 
operation of possible implementations of apparatus , sys 
tems , methods , and / or computer program products accord 
ing to various aspects of the present technology . In this 
regard , a block in a flowchart or block diagram may repre 
sent a module , segment , or portion of code , which may 
comprise one or more executable instructions for imple 
menting one or more specified logical functions . It should 
also be noted that , in some alternative aspects , some func 
tions noted in a block may occur out of an order noted in the 
figures . For example , two blocks shown in succession may , 
in fact , be executed substantially concurrently , or blocks 
may at times be executed in a reverse order , depending upon 
the operations involved . It will also be noted that a block of 
a block diagram and / or flowchart illustration or a combina 
tion of blocks in a block diagram and / or flowchart illustra 
tion , can be implemented by special purpose hardware 
based systems that may perform one or more specified 
operations or acts , or combinations of special purpose hard 
ware and computer instructions . 
[ 0147 ] While one or more aspects of the present technol 
ogy have been illustrated and discussed in detail , one of 
ordinary skill in the art will appreciate that modifications 
and / or adaptations to the various aspects may be made 
without departing from the scope of the present technology , 
as set forth in the following claims . 

1. A system comprising : 
a storage device comprising : 

a processor ; 
a memory ; 
a storage interface configured to communicate with a 

host system ; 
a non - volatile storage medium configured to store host 

data ; 

a 
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an error correction code engine , stored in the memory 
for execution by the processor , configured to encode 
host data using a first error correction code configu 
ration ; and 

a storage device controller , comprising the processor 
and the memory , configured to : 
determine a residual error rate for partially - recov 

ered host data from the error correction code 
engine ; 

determine a forward error correction threshold for 
the host system , wherein the forward error cor 
rection threshold is based on a second error cor 
rection code configuration , and 

return , based on the residual error rate being less than 
the forward error correction threshold , the par 
tially - recovered host data to the host system . 

2. The system of claim 1 , wherein the storage device 
controller is further configured to : 

read , responsive to returning the partially - recovered host 
data to the host system , forward error correction parity 
data from the storage medium ; and 

return the forward error correction parity data to the host 
system . 

3. The system of claim 2 , wherein the storage device 
controller is further configured to : 

allocate storage locations in the storage medium to a 
plurality of zones ; 

read the partially - recovered host data from a first zone of 
the plurality of zones ; and 

read the forward error correction parity data from a 
second zone of the plurality of zones . 

4. The system of claim 3 , wherein the storage device 
controller is further configured to : 

allocate the first zone of the plurality of zones to host data 
enabled for forward error correction ; and 

allocate the second zone of the plurality of zones to host 
data not enabled for forward error correction . 

5. The system of claim 1 , wherein the storage device 
controller is further configured to : 

receive , from the host system , a host data block enabled 
for forward error correction ; 

encode , using the error correction code engine and the 
first error correction code configuration , the host data 
block ; and 

store the encoded host data block to the storage medium . 
6. The system of claim 5 , wherein the storage device 

controller is further configured to : 
receive , from the host system , a forward error correction 

indicator corresponding to the host data block ; and 
determine , from the forward error correction indicator , 

that the host data block is enabled for forward error 
correction . 

7. The system of claim 5 , wherein the storage device 
controller is further configured to : 

receive , from the host system and separate from the host 
data block , forward error correction parity data for the 
host data block ; 

encode , using the error correction code engine and the 
first error correction code configuration , the forward 
error correction parity data ; and 

store the encoded forward error correction parity data to 
the storage medium . 

8. The system of claim 1 , wherein : 
the first error correction code configuration has first 

recoverable bit error rate threshold ; 
the second error correction code configuration has a 

second recoverable bit error rate threshold that is 
greater than the first recoverable bit error rate thresh 
old ; and 

the storage device controller is further configured to 
selectively return , responsive to an initial bit error rate 
of the partially - recovered host data being greater than 
the first recoverable bit error rate threshold and less 
than the second recoverable bit error rate threshold , the 
partially - recovered host data . 

9. The system of claim 1 , wherein the storage device 
controller is further configured to : 

generate , by decoding host data using a first recovery 
mode of the error correction code engine , the partially 
recovered host data ; 

selectively initiate , responsive to the partially - recovered 
host data , a second recovery mode to retry error cor 
rection using the error correction code engine ; and 

return , without initiating the second recovery mode , the 
partially - recovered host data to the host system respon 
sive to : 
the partially - recovered host data being enabled for 

forward error correction ; and 
the residual error rate being less than the forward error 

correction threshold . 
10. The system of claim 1 , further comprising : 
the host system comprising : 

a host processor ; 
a host memory ; 
a storage interface configured to communicate with the 

storage device ; and 
a forward error correction code engine , stored in the 

host memory for execution by the host processor , 
configured to : 
encode host data using the second error correction 

code configuration ; 
generate forward error correction parity data for the 

encoded host data ; 
receive the partially - recovered host data from the 

storage device ; and 
decode the partially - recovered host data using the 

second error code correction configuration and 
corresponding forward error correction parity 
data . 

11. A computer - implemented method , comprising : 
encoding , in a storage device , host data from a host 

system using a first error correction code configuration ; 
storing , in a storage medium of the storage device , the 

encoded host data ; 
reading , from the storage medium of the storage device , 

the encoded host data ; 
decoding , from the encoded host data in the storage 

device , partially - recovered host data using the first 
error correction code configuration ; 

determining , in the storage device , a residual error rate for 
the partially - recovered host data ; 

determining , in the storage device , a forward error cor 
rection threshold for the host system , wherein the 
forward error correction threshold is based on a second 
error correction code configuration , and 
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returning , based on the residual error rate being less than 
the forward error correction threshold , the partially 
recovered host data to the host system . 

12. The computer - implemented method of claim 11 , fur 
ther comprising : 

reading , responsive to returning the partially - recovered 
host data to the host system , forward error correction 
parity data from the storage medium ; and 

returning the forward error correction parity data to the 
host system . 

13. The computer - implemented method of claim 12 , fur 
ther comprising : 

allocating storage locations in the storage medium to a 
plurality of zones ; 

storing , by the storage device , the encoded host data to a 
first zone of the plurality of zones , wherein the first 
zone is allocated to host data enabled for forward error 
correction ; and 

storing , by the storage device , the forward error correction 
parity data to a second zone of the plurality of zones . 

14. The computer - implemented method of claim 11 , fur 
ther comprising : 

receiving , from the host system , a host data block in the 
host data ; 

receiving , from the host system , a forward error correc 
tion indicator corresponding to the host data block ; and 

determining , from the forward error correction indicator , 
that the host data block is enabled for forward error 
correction . 

15. The computer - implemented method of claim 14 , fur 
ther comprising : 

receiving , from the host system and separate from the host 
data block , forward error correction parity data for the 
host data block ; 

encoding , in the storage device and using the first error 
correction code configuration , the forward error cor 
rection parity data ; and 

storing , in the storage device , the encoded forward error 
correction parity data . 

16. The computer - implemented method of claim 11 , fur 
ther comprising : 

selectively returning , responsive to an initial bit error rate 
of the partially - recovered host data being greater than 
a first recoverable bit error rate threshold and less than 
a second recoverable bit error rate threshold , the par 
tially - recovered host data , wherein : 
the first error correction code configuration has the first 

recoverable bit error rate threshold ; 
the second error correction code configuration has the 

second recoverable bit error rate threshold ; and 
the second recoverable bit error rate threshold is greater 

than the first recoverable bit error rate threshold . 
17. The computer - implemented method of claim 11 , fur 

ther comprising : 
determining , by decoding host data using a first recovery 
mode of the storage device , the partially - recovered host 
data ; 

selectively initiating , responsive to the partially - recov 
ered host data , a second recovery mode to retry error 
correction using the first error correction code configu 
ration ; and 

returning , without initiating the second recovery mode , 
the partially - recovered host data to the host system 
responsive to : 

the partially - recovered host data being enabled for 
forward error correction ; and 

the residual error rate being less than the forward error 
correction threshold . 

18. The computer - implemented method of claim 11 , fur 
ther comprising : 

encoding , by the host system , host data using the second 
error correction code configuration , wherein encoding 
the host data by the storage device is re - encoding the 
host - encoded host data ; 

generating , by the host system , forward error correction 
parity data for the host - encoded host data ; 

receiving , by the host system , the partially - recovered host 
data from the storage device ; and 

decoding , by the host system , the partially - recovered host 
data using the second error code correction configura 
tion and corresponding forward error correction parity 
data . 

19. The computer - implemented method of claim 18 , fur 
ther comprising : 

allocating , by the host system , a host data block in the host 
data to be enabled for forward error correction ; 

generating , by the host system , a forward error correction 
indicator ; 

associating , by the host system the forward error correc 
tion indicator with the host data block ; 

associating , by the host system , a corresponding forward 
error correction parity data block with the host data 
block ; 

sending , from the host system to the storage device , the 
host data block , the forward error correction indicator , 
and the corresponding forward error correction parity 
data block ; 

requesting , by the host system and responsive to receiving 
the partially - recovered host data , the corresponding 
forward error correction parity block from the storage 
device , wherein the partially - recovered host data 
includes partially - recovered host data from the host 
data block ; and 

receiving , by the host system , the corresponding forward 
error correction parity block , wherein the correspond 
ing forward error correction parity data includes the 
corresponding forward error correction parity block . 

20. A storage system comprising : 
a storage device ; 
a host system ; 
means , in the host system , for host encoding host data 

using a forward error correction code configuration ; 
means , in the storage device , for storage device encoding 

the host - encoded host data using a storage device error 
correction code configuration ; 

means , in the storage device , for generating , from the 
storage device encoded host - encoded host data , par 
tially - recovered host - encoded host data using the stor 
age device error correction code configuration ; 

means , in the storage device , for determining a residual 
error rate for the partially - recovered host data ; 

means , in the storage device , for determining a forward 
error correction threshold for the host system , wherein 
the forward error correction threshold is based on the 
forward error correction code configuration ; 

means , in the storage device , for returning , based on the 
residual error rate being less than the forward error 
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correction threshold , the partially - recovered host - en 
coded host data to the host system ; and 

means , in the host system , for decoding the partially 
recovered host - encoded host data using the forward 
error correction code configuration . 

* * * * * 


