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(57) Abstract: The present subject matter relates to perform
proactive monitoring and diagnostics in storage area net-
works (SANs). In one implementation, the method comprises
depicting topology of the SAN in a graph, wherein the graph
designates the devices as nodes, the connecting elements as
edges, and depicts operations associated with at least one
component of the nodes and edges. The method further com-
prises monitoring at least one parameter indicative of per-
formance of the component to ascertain degradation of the at
least one component and identitying, a hinge in the data as-
sociated with the monitoring, wherein the hinge is indicative
of an initiation in degradation of the component. Based on
the hinge, proactive diagnostics is preformed to compute a
remaining lifetime of the at least one component. Thereafter,
a notification is generated for an administrator of the SAN
based on the remaining lifetime.
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ProOACTIVE MONITORING AND DIAGNOSTICS IN STORAGE AREA NETWORKS
BACKGROUND

[0001] Generally, communication netwarks may comprise a number of
computing systems, such as servers, desktops, and laptops. The computing
systems may have various storage devices directly altached to the computing
systems to facilitate storage of data and installation of applications. in case of
any failure in the operation of the computing systems, recovery of the computing
systems o a fully functional state may be time consuming as the recovery would
involve reinsialiation of applications, transfer of data from one storage device {o
another storage device and so on. To reduce the downtime of the applications
affected due to the failure in the computing systems, storage area networks
{SANs) are used.

Brier DESCRIPTION OF DRAWINGS

[0002] The detailed description is described with reference to the
accompanying figures. In the figures, the left-most digit{s} of a reference number
identifies the figure in which the reference number first appears. The same
numbers are used throughout the figures to reference like features and
components:

[0003] Figure 1a schematically illustrates a proactive monitoring and
diagnostics system, according 1o an example of the present subject matter.
{0004} Figure 1b schematically illustrates the componentis of the proactive
monitoring and diagnostics system, according fo another example of the present
subject matter,

f0005] Figure 2 illustrates a graph depicting a topalogy of a storage area
network {(BAN) for performing proactive monitoring and diagnostics in the SAN,
according {o an example of the present subject matter.

[0006] Figure 3a illusirates a method for performing proactive moniforing
and diagnostics in the SAN, according to another example of the present

subject matter,
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{0007} Figures 3b and 3¢ #lustrate a method for performing proactive
maonitoring and diagnostics in the SAN, according to another example of the
present subject matter,

[0008] Figure 4 Hustrates a computer readable medium sloring
instructions for performing proactive monitoring and diagnostics in the SAN,

according o an example of the present subject matter.
DETALED DESCRIPTION

[0008] SANs are dedicated networks that provide access {o consolidated,
block level data storage. In SANs, the storage devices, such as disk arrays,
fape libraries, and optical jukeboxes, appear to be locally altached fo the
computing systems rather than connscled to the computing systems over a
communication network. Thus, in  SANs, the slorage devices are
communicatively coupled with the SANs instead of being attached {o individual
computing systems.

[0010] SANs make relocation of individual computing systems easier as
the storage devices may not have to be relocated. Further, upgrade of storage
devices may also be easier as individual computing systems may not have to be
upgraded. Further, in case of fallure of a computing system, downtime of
affected applications is reduced as a new computing system may be setup
without having to perform data recovery and/or data transfer,

[0011] SANs are generally used in data cenlers, with mulliple servers, for
providing high data availabilily, ease in lerms of scalability of storage, efficient
disaster recovery in faifure situations, and good input-cutput (YO} performance.
[0012] The present lechnique relate to systems and methods for
proactive monitoring and diagnostics in siorage area networks {8ANs) The
methods and the syslems as described herein may be implemented using
various computing systems.

[0013] in the current business environment, there is an ever increasing
demand for storage of data. Many data cenlers use SANs o reduce downtime
due o failure of computing systems and provide users with high inpul-output
{I/Q) performance and continuous accessibility to data stored in the storage

devices connected to the SANs. In SANs, different kinds of storage devices may
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be interconnected with each other and to various computing systems. Generally,
a number of components, such as switches and cables, are used to connect the
computing systems with the storage devices in the SANs. In a medium-sized
SAN, the number of components which facilitate connection between the
compuling systems and slorage devices may be in the range of thousands. A
SAN may also include other components, such as transceivers, also known as
Small Form-Factor Pluggable modules (SFPs). These other components ustally
interconnect the Host Bus Adaplers (HBAs) of the computing systems with
switches and storage ports. HBAs are those components of computing systems
which facilitate YO processing and connect the computing systems with storage
ports and swifches over varipus protocols, such as, small computer system
interface (SCS1) and serial advanced technology attachment (SATA).

[0014] Generally, with time, there is degradation in these components
which reduces their performance. Any change in parameters, such as
transmitted power, gain and attenuation, of the components which adversely
affects the performance of the components may be referred {o as degradation.
Degradation of one or more components in the SANs may reduce the
performance of the SANs. For example, degradation may result in g reduced
data transfer rate or a higher response time.

{0015} Further, different types of components may degrade at different
rates and thus can have different life times. For example, cables may have a life
time of two years, whereas switches may have a life time of five years. Since a
SAN comprises various types of components and a large number of the various
types of components, identifying those components whose degradation may
potentially cause failure of the SAN or may adversely affect the performance of
the SAN is a challenging task. f the degraded components are not replaced in a
timely manner, the same may polentially cause failure and resull in an
unplanned downtime or reduce the performance of the SANs.

f0016] The systems and the methods, described herein, implement
proactive monitoring and diagnostics in SANs. In one example, the method of
proactive monitoring and diagnostics in SANs is implemented using a proactive

monitoring and  diaghostics {(PMD) system. The PMD system may be
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implemented by any computing system, such as personal computers and
sServers,

[0017] in one example, the PMD system may determine a topology of the
SAN and generate a four-fayered graph representing the topology of the SAN.
In said example, the PMD system may discover devices, such as swilches,
HBAs and slorage devices with SFP Modules in the SAN, and designate the
same as nodes. The PMD systern may use various technigques, such as teinet,
simple network management protocol {SNMP), internel control message
pratocot (OMP), scanning of internet protocol {(IP) address and scanning media
access control {(MAC) address, to discover the devices. The PMD system may
also detect the connecting elements, such as cables and interconnecting
transceivers, between the discovered devices and designate the detected
connecting elements as edges. Thereafter, the PMD system may generale a
first laver of the graph depicling the nodes and the edges where nodes
represent devices which may have ports for interconnection with other devices.
Examples of such devices include HBAs, switches and storage devices. The
ports of the devices designated as nodes may be referred o as node ports. In
the first layer, the edges represent connections between the node ports. For the
sake of simplicity it may be stated thatl edges represent connection between
devices.

[0018] The PMD system may then generate the second layer of the
graph. The second fayer of the graph may depict the compaonents of the nodes
and sdges, for example, SFP modules and cables, respectively. The second
layer of the graph may aiso indicate physical connectivity infrastructure of the
SAN. In one example, the physical conneclivity infrastructure comprises the
connecting elements, such as the SFP modules and the cables, thal
interconnect the components of the nodes.

[0013] The PMD system then generates the third layer of the graph. The
third tayer depicts the parameters that are indicative of the performance of the
components, depicted in the second layver. These parameters that are
associated with the performance of the componenis may be provided by an

administrator of the SAN or by a manufactrer of each component For
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example, performance of the components of the nodes, such as switches, may
he dependent on parameters of SFP modules in the node ports, such as
received power, transmitted power and temperature parameters. Similarly, one
of the parameters on which the working or the performance of a cable belween
two switches is dependent may include attenuation factor of the cable.

[0020] Therealter, the PMD system generates the fourth layer of the
graph which indicates operations that are to be petformed based on the
parameters. i one example, the fourth laver may be generated based on the
type of the component and the parameters associated with the component. For
instance, if the component is a SFP and the parameters associated with the
SFP are transmilted power, received power, temperature, supply voltage and
transmitted bias, the operation may include testing whether each of these
parameter lie within a predefined normal working range. The operations
associated with each component may be defined by the administrator of the
SAN or by the manufacturer of each component.

[0021] The operations may be classified as local node operations and
cross node operations. The local node operations may be the operations
performad on parameters of a node and an edge which affect the working of the
node or the edge. The cross node operations may be the operations that are
performed based on the parameters of interconnected nodes.

[0022] As explained above, the graph depicling the components and their
inferconnections as nodes and edges, along with parameters indicative of
performance of the components is generated. Based on the generated graph,
the PMD system identifies the parameters indicative of performance of the
components. Examples of such parameters of a component, such as a SFP
module, may be transmilted power, received power, femperature, supply
voltage and transmitted bias. The PMD system then monitors the identified
parameters {0 determine degradation in the performance of the components of
nodes and edges. In one example, the PMD system may read values of the
parameters from sensors associated with the components. In another example,
the PMD system may include sensors to measure the values of the parameters

associated with the components.
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[0023] The PMD gystem monitors the identified parameters over a period
of time and determines a trend in the data associated with the monitoring for
identifying a hinge in the data. A hinge may be understood as a point in the
trend of the data that is an initiation in degradation of the component. The hinge
may also occur due o degradation in performance of another component
coupled to the component being monilored. Based on the hinge, the PMD
system may perform proactive diagnostics. in proactive diagnostics, the PMD
system carries out one or more operations that are defined in the fourth layer of
the graph and further predicts a remaining lifetime of the component being
monitored. Remaining lifetime of a component may be understood as the time in
which the component would fail or completely degrade. Similarly, if the hinge is
caused due o degradation of another component, the PMD system may pradict
a remaining lifetime of the another component in a similar manner as described
in context of the component being monitored.

[0024] The PMD system may also perform “what-f” analysis to determine
the impact of the potential failure or potential degradation of the component on
the functioning andfor performance of the SAN, based on the generated graph.
fopas) The techniques o¢f proactive monitoring and diagnostics are
explained with the help of a SFP module. However, the same techniques wilt be
applicable for other components of the SAN as well. In one example, the SFP
module may degrade, i.e., work with reduced performance over a period of time,
and may finally fail or not work at all. In operation, the PMD system may monitor
the parameters associated with the SFP module as depicted in the third layer of
the graph. Examples of such parameters may include received power,
transmitted power and bias. In one example, the PMD system may smoothen
the data associated with the monitoring, t.e., various values of the parameters
that would have been read by the PMD system over a period of time. For
example, the PMD system may implemend {echniques, such as moving average
technigue, to smoothen minor oscillations in the data. In one example, the PMD
system may implement the moving average technigque using one or more finite
impulse response {FIR) filter(s) to analyze a set of data points, of the data, by

comptiting a series of averages of different subsets of the full data.
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[0026] The PMD system may also determine the trend of the dala
generated by monitoring the parameters, using techniques, such as segmented
linear regression. In one example, using segmented linear regression, the PMD
system may determine the relationship between a scalar dependent variable, in
this case a parameter of a component, and one or mare explanalory variables,
in this case another parameter(s) of the companent or elapsed time period post
installation of the component. in the example of the SFP module considered
above, the PMD system may determine the relationship between a parameter,
such as power fransmitted by the SFP meodule, and time slapsed after
instaliation of the SFP module. Based on the relationship, the PMD sysiem may
predict the time interval in which the SFP module may degrade or fail.

f0027] in one example, the relationship between the parameter and the
elapsed time may be depicted as a plot. in said example, the plot may be
broken info a plurality of segmenis of equal segment size. For example, a3 first
segment may be the portion of the plot generated based on the values of the
parameter measured between x units of time and 2x units of time. Similatly, a
second segment, having the same segment size as that of the first segment,
may be the portion of the plot generated based on the values of the parameter
measured between 2x units of ime and 3x units of time.

[0028} in one example, the segment size, used for segmented linear
regression, may be varied by the administrator of the SAN based on the
parameter of the component and the degradation stage of the component.
Further, the PMD system may implement segmented regression and compute
slope of each of the segments, formed based on the values of the monitored
parameters in a given segment. The slope of a segment indicates the rate of
change of the values of the monifored parameters with respect to elapsed time.
The slopes of the segmenis may be used to determine the hinge in the
smoothened data. The hinge may be indicative of start of degradation of the
SFP module or may indicate degradation in the performance of the SFP module
owing to degradation in a connected component. In one example, the hinge
may refer {0 a connecting point of two data sets which have different frends, for

example, where the slope changes by more than a minimum value. Further, the
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PMD system may determine the connecting point with greater than the minimum
value of change in slope o be a hinge based on consecutive negative changes
iy the slopes of successive segments of the smoothened data,

[0029] In one example, the PMD system may further enhance the
precision with which the hinge is determined based on the smoothened data. In
said example, the PMD system may determing goodness of fit of regression for
the plot depicling the relationship between a parameter and the elapsed timea.
The goodness of it of regression, also referred to as a coefficient of
determination, indicates how well the measured values of the parameters it
standard statistical models, in one example, the PMD system may identify
vatues of goodness of fit, which are less than a pre-defined threshold. A low
value of goodness of it may be associated with consecutive changes in slope of
segments of the plot. This helps the PMD system {o determine a precise hinge.
[0030] in one example, the PMD system may further enhance the
accuracy with which the hinge is determined. in said example, the PMD system
may also filter out rapid fall or rise in the monitored data. In one example, the
data associated with the rise andior fall in the monitored dale may be fillered
out. In another example, regression error residual values present in the
smoothened data may be monitored. A regression error residual value is
indicative of the extent of a deviation of a value of the monitored parameter from
an expected value of the monitored parameter. Toggling of regression error
residual values about a normal reference value is indicative of a sudden rise or
fall in the value of the monitored parameter. The dala associated with the
toggled regression error residual values are filtered oul. The data associated
with sudden rise andfor fall, i.e., steep slopes, may not be considered for
proactive diagnostics as such data is not indicative of degradation of a
component. Removal of dalg associated with spikes and data associated with
the regression error residual values from the smoothened data enhances the
accuracy with which the hinge is determined.

{0031} Thereafter, the PMD system may also perform proactive
diagnostics based on the hinge, wherein the proactive diagnostics comprise the

one or more operations. For explanation, refer to the example of the SFP
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modute considered above. As mentioned above, the identified hinge may be
indicative of start of degradation of the SFP module or may indicate a
degradation in the performance of the SFP module owing {o a degradation in a
connected component. The operations performed in proactive diagnostics
identify whether the SFP module or a connected component is degrading. On
identifying that the SFP module is degrading, further step of proactive
diagnostics are performed o predict a remaining lifelime for the SFP module.
Similarly, on identifying that the connected component is degrading, a remaining
lifetime for the connected component may be predicted.

{0032] To predict a remaining lifetime of a component, in one example,
the PMD system analyzes the filtered data lo determine the rate of degradation
of the component. The PMD system may also generate alarms when, due to the
degradation in a component, the performance of the SAN may fall below a pre-
defined performance threshold.

f0033] The proactive monitoring and diagnostics of a component, in one
example, may be continued till the component is replaced by a new component.
The PMD system then siarts proactive monitoring and diagnostics of the new
componeani.

[0034] The system and method for performing proactive monitoring and
diagnostics in a SAN involve generation of the graph depicting the topology of
the SAN, which facilitates easy identification of the degraded component even
when the same is connected to mulliple other components, Further, the system
and method of proactive monitoring and diagnostics predict remaining lifetime of
a component and generate nofifications for the administrator, which help the
administrator to determine the time at which the component is to be replaced.
This facilitates timely replacement of components which have degraded or have
malfunctioned and help in continuous operation of the SAN.

[0035] The above systems and the methods are further described in
conjunction with the following figures. It should be noted that the desgcription and
figures merely Hllustrate the principles of the present subject matier. Further,

various arrangements may be devised that, although not explicitly described or
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shown herein, embody the principles of the present subject matter and are
included within its spirlt and scope.

[0036] The manner in which the systems and methods for proactive
monitoring and diagnostics of a storage area network are implemented are
explained in delails with respect to Figures 1a, 1b, 2, 3a, 3b, 3¢, and 4. While
aspects of described systems and methods for proactive monitoring and
diagnostics of a storage area network can be implemented in any number of
different computing systems, environments, andfor implementations, the
examples and implementations are described in the context of the following
system(s).

f0037] Figure 1a schematically illustrates a proactive monitoring and
diagnostics (PMD) system 100 for performing proactive diagnostics in a storage
area network {SAN} 102 {shown in Figure 1b), according {o an example of {he
prasent subject matter. In one example, the PMD system 100 may be
implemented as any computing system.

[0038] in one implementation, the PMD system 100 includes a processor
104 and modules 106 communicatively coupled o the processor 104, The
modules 106, amongst other things, include routines, programs, objects,
componenis, and data structures, which perform particular tasks or implement
particular abstract data types. The modules 106 may also be implemented as
signal processor(s}, state machine(s}, logic circuitries, andfor any other device
or component thal manipulates signals based on operational instructions.
Further, the modules 106 can be implemented by hardware, by computer-
readable instructions executed by a processing unit, or by a combination
thereof. In one implementation, the modules 106 include a mulli-layer network
graph generation (MLNGG) module 108, a monitoring module 110 and a
proactive diagnostics module 112

[0039] in one example, the MLNGG module 108 generales a graph
representing a topology of the SAN. The graph comprises nodes indicative of
devices in the SAN, edges indicative of connecting elements between the

devices, and one or more operations associated with at least one component of
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the nodes and edges. The monitoring module 110 monitors at least one
parameter indicative of performance of the at least one component.

{0040] The proactive diagnostics module 112 then determines a trend in
the data associated with the monitoring for identifying a hinge in the dats,
wheregin the hinge is indicative of an inillation in degradation of the at least one
component. Thereafter, the proactive diagnostics module 112 performs
proactive diagnostics based on the identification of the hinge, whersin the
proactive diagnostics comprise the one or more operations defined in the graph
reprasenting the topology of the SAN. The proactive diagnostics performed by
the PMD system 100 is described in detail in conjunction with Figure 1b.

f0041} Figure 1h schematically Hlustrates the various constituents of the
PMD system 100 for performing proactive diagnostics in the SAN 102,
according to another example of the present subject matter. The PMD system
100 may be implemented in various computing systems, such as personal

computers, servers and network servers.

[0042] in one implementation, the PMD system 100 includes the
processor 104, and a memory 114 connecled to the processor 104, Among
other capabilities, the processor 104 may felch and execute computer-readable

instructions stored in the memory 114,

[0043] The memory 114 may be communicatively coupled to the
procassor 104, The memory 114 can include any commaercially available non-
transitory compuler-readable medium including, for example, volatile memaory,
and/or non-volatite memary.

[0044] Further, the PMD system 100 includes various interfaces 116. The
interfaces 116 may include a variety of commercially available interfaces, for
example, interfaces for peripheral device(s), such as dala input and output
devices, referred to as /O devices, storage devices, and nelwork devices. The
interfaces 116 facilitate the communication of the PMD system 100 with various

cormmunication and computing devices and various communication networks.

[0045] Further, the PMD system 100 may include the modules 106. In
said implementation, the modules 106 include the MLNGG module 108, the

PCT/US2013/055216
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monitoring module 110, a device discovery module 118 and the proactive
diagnostics module 112. The modules 108 may also include other modules {not
shown in the figure). These other modules may include programs or coded
instructions that supplement applications or functions performed by the PMD
gystem 100, The interfaces 116 also facilifate the PMD system 100 to interact
with HBAs and interfaces of sforage devices for various purposes, such as for
performing proaclive monitoring and diagnostics.

[0046] in an example, the PMD system 100 includes data 120, In said
example, the data 120 may include component state data 122, operations and
rules data 124 and other data (not shown in figure), The other data may include
data generated and saved by the modules 106 for providing various
functionalities of the PMD system 100.

[0047] in one implementation, the PMD system 100 may be
communicatively coupled 1o various devices or nodes of the SAN over a
communication network 126. Examples of devices which may be connected fo
the PMD system 100, as depicted in Figure 1b, may be a node1, representing a
HBA 130-1, a node2, representing a switch 130-2, a node 3, representing a
switch 130-3, and a noded, representing storage devices 130-4. The PMD
systemn 100 may also be communicatively coupled to various client devices 128,
which may be implemented as personal computers, workstations, laptops,
netbook, smart-phones and so on, over the communication network 126, The
client devices 128 may be used by an administrator of the SAN 102 to perform
various operations.

[0048] The communication netwark 126 may include networks based on
vartous profocols, such as Gigabit Ethernel, Synchronous Optical Networking
{SONET), Fiber Channel network, or any other communication network that
uses any of the commonly used profocols, for example, Hypertext Transfer
Protocol (HTTP} and Transmission Control Prolocoliinternet Protocol {TCRIP).
[0049] in operation, the device discovery module 118 may use various
mechanisms, such as Simple Network Management Protocol {(SNMP), Web
Service (WS) discovery, Low End Customer device Model (LEDM], bonjour,

Lighiweight Directory Access Protocol {(LDAP}walkihrough fo discover the
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various devices connected {o the SAN 102. As mentioned before, the devices
are designated as nodes 130. Each node 130 may be uniquely identified by a
unigue node identifier, such as the MAC address of the node or the IP address
of the node 130, or serial number, In case the node 130 is a SFP module. The
device discovery module 118 may also discover the connecting elements, such
as cables, as edges between two nodes 130, In one example, each connecting
aslement may be uniquely identified by the port numbers of the nodes 130 at
which the connecting element terminates.

[0050] Based on the discovered nodes 130 and edges, the MLNGG
module 108 may determine the topology of the SAN 102 and generate a four
layered graph depicting the topology of the SAN 102. The generation of the four
layered graph is described in detall in conjunction with Figure 2.

[0051] Based on the generated graph, a monitoring module 110 identifies
parameters on which the performance of a component of a node or an edge is
dependent. An example of such a component is an optical SFP with parameters
such as transmitted power, received power, lemperature, supply voltage and
fransmilied bias. In one example, the monitoring module 110 may oblain the
readings of the values of the parameters from sensors associated with the
component. In another example, the monitoring module 110 may include
sensors {nol shown in figure} to measure the values of the parameters
associated with the components.

f0052] in one example, the proactive diagnostics module 112 may obtain
data of the monitored parameters from the monitoring modute 110. Thereafter,
the proactive diagnostics module 112 may smoothen the data. In one example,
the proactive diagnostics module 112 may implement moving average or rolling
average lechnique to smocthen the data. In moving average technique, the
proactive diagnostics module 112 may break the data obtained from monitoring
module 110 into subsets of data. Based on a category of the parameter, the
subsets may be crealed by the proactive diagnostics module 112, For example,
for parameters, which are associated with response time of the SAN 102, such
as disk read speed, disk write speed, and disk seek speed, the subset size may

be 5. Alternatively, for parameters, assoclated with operating conditions of the
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SAN 102, such as temperature of the component and power received by the
component, the subset size may be larger, such as 10. For the purpose of
creation of the subsels, a subse! size, indicating a number of values of the
monitored data o be included in each of the subsels may be defined by the
administrator of the SAN 102, in one example, and stored in the operaticns and
rules data 124, The proactive diagnostics module 112 delermines average of
the first subset and the same is denoted as the first moving average value,
Thereafter, the proactive diagnostics module 112 shifts the subset forward by a
pre-defined number of values, denoted by N. In other words, the proactive
diagnostics module 112 excludes the first N values of the monitored data of the
first subset and includes the next N values of the monitored data o form a new
subset. Thereafter, the proactive diagnostics module 112 compules the average
of the new subsel to delermine the second moving average. Based on the
moving averages, the proactive diagnostics module 112 smoothens the data
associated with the monitoring. Smoothening the data helps in eliminating minor
osciltations and noise in the monitored data.

[0053] in one example, the proaclive diagnostics module 112 may
determine trends in the smoothened data, using techniques, such as
segmented linear regression. In one example, using segmented linear
regression, the PMD system 100 may determine the relationship between a
scalar dependent variable, in this case a parameter of a component, and one or
more explanatory variables, in this case another parameter(s) of the component
or elapsed time period post installation of the component.

[0054] in one example, the proactive diagnostics module 112 depicls the
refationship bebween the parameter and the elapsed tme as a plol. I said
example, the proactive diagnostics module 112 breaks the plot into a plurality of
segments of equal segment size. The segment size, used for segmented linear
regression, may be varied by the administrator of the SAN based on the
parameter of the component and the degradation stage of the component.
[0055] in said example, the proactive diagnostics module 112 may
implement segmented regression to compute slopes of the segments of the plot.

As mentioned earlier, the slopes indicate the rate of change of the values of the
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monitored parameters with respect to elapsed time. Based on the slope, the
progctive diagnostics module 112 determines the hinge in the smoothened data.
Thus, the hinge may refer fo a connecting point of two data sets which have
different trends.

{0056] in one example, the proactive diagnostics module 112 may further
enhance the precision with which the hinge is delermined. In said example, the
proactive diagnostics module 112 determines goodness of fit of regression of
the segments of the plot. The proactive diagnostics module 112 then identifies
segments which have values of goodness of fit lower than a pre-defined
threshold. Since, a low value of goodness of fit is associated with consecutive
changes in slope, this helps the proactive diagnostics module 112 to determine
a precise hinge.

[0057] i one exampile, the proactive diagnostics module 112 may further
enhance the accuracy with which the hinge is determined. In said example, the
proactive diagnastics maodule 112 may also filter out data associated with rapid
fall or rise in slope in the smoothened data. For example, a power failure or an
accidental unplugging and subsequent plugging of a connecting element, such
as a cable and a power surge, may cause a steep siope indicating a rise or a fall
in the monitored data. In one example, the proactive diagnostics module 112
monitors regression error residual values present in the smoothened data. The
regression error residual values are indicative of the extent of a deviation of a
value of the monitored parameter from an expected value of the monitored
parameter. For example, the expected temperature of a storage device under
normal working conditions of the SAN may be 53 degree centigrade, whergas
the measured value of the temperature of the storage device is 80 degree
centigrade. Herein, the deviation of the expected temperature and the measure
temperature indicates the regression error residual value. Toggling of regression
error residual values about a normal reference value is indicative of a sudden
rise or dip in the value of the monitored parameter. In said example, the
proactive diagnostics module 112 filters out data associated with the toggled

regression error residual values. Removal of data associated with spikes and
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data associated with the regression error residual values from the smoothened
data enhances the accuracy with which the hinge is determined.

{0058] Upon identifying the hinge, the proactive diagnostics module 112
performs proactive diagnostics. The proactive diagnostics involves performing
gperations associated with the components of the nodes 130 and connecting
slements. The operations may be either a local node operation, a cross node
operation or a combination of the two based on the topology of the SAN as
depicted in the graph. Based on the operations, it may be ascertained that the
component, the parameters of which have been monitored by the monitoring
module 110, had degraded and accordingly, the rate of degradation of the
component and a remaining lifetime of the component may be computed by the
proactive diagnostics module 112

[0059] in one example, the proactive diagnostics module 112 determines
the rate of degradation of the component based on the rale of change of slope
of the smoothened data. The proactive diagnostics module 112 may also
determine the remaining lifetime of the component based on the rate of change
of slope. Inn one example, the proaclive diagnostics module 112 may normalize
the remaining e time of the component based on the time interval elapsed
after occurrence of the hinge. For example, rate of degradation of a component
from 90% of its expected performance to 80% of its expected performance may
be slower or different than the rate of degradation of a component from 60% of
its expected performance fo 50% of its expected performance. Normalization of
the value of remaining lifetime facilitates the proactive diagnostics module 112
{o accurately estimate the remaining lifetime of the component. in one example,
the proactive diagnostics module 112 may refrleve preexisting statistical
information, as the component state data 122, about the stages of degradation
of the component to estimate the remaining lifetime.

[0060] Based on the remaining lifetime of the componeni, the proaclive
diagnostics module 112 may generate notifications in form of alarms and
warnings. For example, if the remaining lifetime of the component is below a

pre~defined value, such as "X’ number of days, the proactive diagnostics module
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112 may generate an alarm. In another example, the proactive diagnostics
module 112 may generate a warning on identification of the hinge.

[0061] The proactive diagnostics module 112 may also perform “what-if’
analysis to determine the severily of the impact of the potential failure or
potential degradation of the component on the functioning and performance of
the SAN. For example, the proaclive diagnostics module 112 may delermine
that i a cable fails, then a portion of the SAN 102 may not be accessible to the
computing systems, such as the client devices 128. In another example, if the
proactive diagnostics module 112 determines that an oplical fiber has started to
degrade, then the proactive diagnostics module 112 may determine that the
rasponse time of the SAN 102 is likely to increase by 10% over the next twenty
four hours based on the rate of degradation of the optical fiber. Thus, the
proactive diagnostics module 112 identifies the severilty of the degradation
based on cperations depicted in the fourth layer of the graph. The cperations
depicted in the fourth layer of the graph are associated with parameters which
are depicted in the third layer of the graph. The parameters are in tum
associated with componenis, which are depicted in the second layer of the
graph, of nodes and edges depicted in the first layer of the graph. Thus, the
operations associated with the fourth layer are linked with the nodes and edges
of the first layer depicted in the graph.

[0062] Thus, the PMD system 100 informs the administrator about
potential degradation and malfunctioning of components of the SAN 102, This
helps the administrator in timely replacing the degraded components which
ensures continuance in operation of the SAN 102,

[0063] Figure 2 Hliustraies a graph 200 depicting the topology of a storage
area network, such as the SAN 102, for performing proactive diagnostics,
according to an example of the present subject matter. In one example, the
MLNGG module 114 determines the fopology of the SAN 102 and generates
the graph 200 depicling the topology of the SAN 102, As mentioned earlier, the
device discovery module 118 uses various mechanisms {o discover devices,
stich as swilches, HBAs and storage devices, in the SAN and designates the
same as nodes 1301, 130-2, 130-3 and 130-4, Each of the nodes 130-1, 130-2,
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130-3 and 130-4 may nclude ports, such as ports 204-1, 204-2, 204-3 and 204-
4, respectively, which facilitates inferconnection of the nodes 130. The poris
204-1, 204-2, 204-3 and 204-4 are henceforth colleclively referred {o as the
ports 204 and singularly as the port 204.

[0064] The device discovery module 118 may also detect the connecling
elements 206-1, 206-2 and 206-3 between the nodes 130 and designate the
detecied connecling elaments 206-1, 206-2 and 208-3 as edges, Examples of
the connecting elements 206 include cables and optical fibers. The connecting
elements 206-1, 206-2 and 206-3 are henceforth collectively referred {o as the
connecting elements 206 and singularly as the connecting element.

f0065] Based on the discovered nodes 130 and edges 206, the MLNGG
module 108 generates a first layer of the graph 200 depicting discoverad nodes
130 and edges and the interconnection between the nodes 130 and the edges.
in Figure 2, the portion above the line 202-1 depicts the first layer of the graph
200.

[0066] in one example, the second, third and fourth layers of the graph
200 bensath the interconnection of porls of fwo adjacent nodes 130 are
collectively referred to as a Minimal Connectivity Section (MCS) 208. As
depicted in Figure 2, the three layers beneath Nodel 130-1 and Node2 130-2
are the MCS 208. Similarly, the three layers beneath Node2 130-2 and Node3
130-3 is also another MCS {not depicted in figure).

f0067] The MLNGG module 108 may then generate the second layer of
the graph 200 to depict components of the nodes and the edges. The portion of
the graph 200 between the lines 202-1 and 202-2 depicts the second layer. In
one example, the MLNGG module 108 discovers the components 210-1 and
210-3 of the Node1 130-1 and the Node2 130-2 respectively. The components
210-1, 210-2 and 210-3 are collectively referred to as the componenis 210 and
singularly as the component 214,

[0068] The MLNGG module 108 alsp detects the components 210-2 of
the edges, such as the edge representing the connecling element 208-1
depicted in the first layer. An example of such components 210 may be cables.

in another example, the MLNGG module 108 may retrieve a list of components
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210 for each node 130 and edge from a database mainfained by the
administrator. Thus, the second layer of the graph may also indicate physical
connectivity infrastructure of the SAN 102,

f0069] Thereafter, the MLNGG module 108 generates the third layer of
the graph. The portion of the graph depicted between the lines 202-2 and 202-3
i the third layer. The third layer depicts the paramelers of the components of
the nodel 212-1, parameters of the components of edget 212-2, and so on.
The parameters of the components of the nodet 212-1 and parameters of the
components of edgel 212-2 are parameters indicative of performance of nodet
and edgel, respectively. The parameters 212-1, 212-2 and 212-3 are
collectively referred to as the parameters 212 and singularly as parameter 212
Examples of parameters 212 may include {emperature of the component 212,
received power by the component 212, transmilted power by the component
212, attenuation caused by the component 212 and gain of the component 212,
[0070] in one example, the MLNGG module 108 determines the
parameters 212 on which the performance of the components 210 of the node
130, such as SFP modules, may be dependent on. Examples of such
parameters 212 may include received power, transmitted power and gain.
Similarly, the parameters 212 on which the performance or the working of the
edges 206, such as a cable between two switch ports, is dependent on may be
length of the cable and attenuation of the cable.

0071} The MLNGG modugle 108 also generates the fourth layer of the
graph. In figure 2, the portion of the graph 200 below the line 202-3 depicts the
fourth fayer. The fourth layer indicates the operations on nodel 214-1 which
may be understood as operations to be performed on the components 210-1 of
the nodel 130-1. Similarly operations on edgel 214-2 are operations {o be
performed on the components 210-2 of the connecting element 206-1 and
operations on node? 214-3 are operations {0 be performed on the components
210-3 of the node2 130-2. The operations 2141, 2142 and 214-3 are
collectively referred o as the operations 214 and singularly as the operation
214,
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[0072] As mentioned earlier, the operations 214 may be classified as
local node operations 2168 and cross node operations 218. The local node
operations 216 may be the operations, performed on one of a node 130 and an
edge, which affect the working of the node 130 or the edge. The cross node
operations 218 may be the operations that are performed based on the
parameters of the interconnected nodes, such as the nodes 130-1 and 130-2,
as depicted in the first layer of the graph 200, I one example, the operalions
216 may be defined for each type of the components 210, For example, tocal
node operations and cross node operations defined for a SFP module may be
appiication to all SFP modules. This facilitates abstraction of the operations 216
from the components 210.

f0073] The graph 200 may further faciliiate easy identification of the
degraded component 210 especially when the degraded component 210 is
connected to multiple other components 210. In one example, the proaclive
diagnostics module 112 may determine that a hinge has occurred in data
associated with values of fransmitted power in a first component 210, which is
connected 1o multiple other components 210.

{0074} In one example, the proactive diagnostics module 112 may
perform local node operations to ascerfain that the first component has
degraded and caused the hinge. For example, the proactive diagnostics module
112 may determine whether parameters, such as gain and attenuation, of the
first component have changed and thus, caused the hinge.

[0075] Further the proactive diagnostics module 112 may also perform
cross node operations. For example, based on the graph, the proactive
diagnostics module 112 may determine that a second component 210, which is
interconnected with the first component 210, is transmitling less power than
expected. Thus, the graph helps in identifying that the second component 210,
from amongst the mulliple components 210 interconnected with the first
component 210, has degraded and has caused the hinge.

[0076] in one example, on detecting that the hinge is caused due fo an
interconnected compaonent, the proactive diagnostics module 112 may compute

the remaining fifetime for the interconnected component.
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[0077] The graph 200 thus depicts the topology of the SAN and shows
the interconnection between the nodes 130 and connecting elements 208 along
with the one or more operations associated with the components of the nodes
130 and connecling elemenis 206. In one example, the operations may
comprise at least one of a local node operation and a cross node operation
basad on the lopology of the SAN. Thus, the graph 200 facilitales proactive
diagnostics of any component of the SAN by identifving operations to be
performed on the component.

[0078] Figure 3a and 3b illustrate methods 300 and 320 for proactve
monitoring and diagnostics of a storage area network, according to an example
of the present subject matter. The order in which the methods 300 and 320 are
described is not intended {o be construed as a imitation, and any number of the
described method blocks can be combined in any order to implement the
methods 300 and 320, or an alfernative method. Additionally, some individual
blocks may be delefed from the methods 300 and 320 without departing from
the spirit and scope of the subject matller described herein. Furthermore, the
methods 300 and 320 may be implemented in any sullable hardware, computer-
readable instructions, or combination thereof.

[0079] The steps of the methods 300 and 320 may be performed by
either a computing device under the instruction of machine executable
instructions stored on a storage media or by dedicated hardware circuits,
microcontrofiers, or logic drcuits. Herein, some examples are ailso infended {o
cover program storage devices, for example, digital data storage media, which
are machine or computer readable and encode machine-executable or
computer-executable programs of instructions, where said instructions perform
some or all of the steps of the described methods 300 and 320. The program
storage devices may be, for example, digital memories, magnetic storage
media, stich as a magnetic disks and magnetic tapes, hard drives, or optically
readable digital data storage media.

[0080] With reference to method 300 as depicted in Figure 3a, as
depicted in block 302, a {opology of the slorage area network (SAN) 102 is
determined. As mentioned earlier, the SAN 102 comprises devices and
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connecting elements o interconnect the devices. In one implementation, the
MLNGG module 108 determines the topology of the SAN 102.

[0081] As shown in block 304, the topology of the SAN 102 is depicted in
form of a graph. The graph is generated by designating the devices as nodes
130 and connecting elements 2086 as edges. The graph further comprises
operations associaled with at least one component of the nodes and edges. In
one example, the monitoring module 110 generates the graph 200 depicting the
topology of the SAN 102,

[0082] At block 306, at least one parameter, indicative of performance of
at least one component, is monitored {o ascerfain degradation of the at least
one component. The at least one component may be of a device or a
connecting element. In one example, the monitoring module 110 may monitor
the at least one parameter, indicative of performance of at least one component,
by measuring the values of the at least one parameter or reading the values of
the at least one parameter from sensors associated with the at least one
component. Examples of such parameters include received power, transmitied
power, supply voltage, temperature, and atlenuation.

{0083} As depicted in block 308, a hinge in the data associated with the
monitoring is identified. The hinge is indicative of an initiation in degradation of
the at least one component. In one example, the proactive diagnostics module
112 identifies the hinge in the daia associated with the monitoring.

f0084] As Hlustrated in block 310, based on the hinge, proactive
diagnostics is preformed to identify the at least one component which has
degraded and compute a remaining lifetime of the at feast one component,
wherein the proactive diagnostics comprise the one or more operations. in one
example, the proactive diagnostics module 112 performs proactive diagnostics
to compute a remaining lifetime of the at least one component. In one example,
the proactive diagnostics module 112 may also delerming the remaining lifetime
of the component based on the rate of degradation of the component. The
proactive diagnostics module 112 may further normalize the remaining lifetime
of the component based on the time interval elapsed after occurrence of the

hinge. Normalization of the value of remaining Bfetime facilitates the proactive
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diagnostics module 112 to accurately estimate the remaining lifetime of the
component and reduce the effect of variance of the rate of degradation of the
component. in one example, the proactive diagnostics module 112 may retrieve
statistical information about the stages of degradation of the component fo
estimate the remaining lifetime.

{0085} As shown in block 312, a notification is generated based on the
remaining lifetime. in one example, based on the remaining lifetime of the
component, the proactive diagnostics module 112 may generate notifications in
form of alarms and wamnings. For example, if the remaining lifetime of the
component is below a pre-defined value, such as X' number of days, the
proactive diagnostics module 112 may generate an alarm.

f0086] Figure 3b and 3c ilustrate a method 320 for a method for
proactive monitoring and diagnostics of a storage area network, according o
another example of the present subject matter. With reference to method 320 as
depicted in Figure 3b, at block 322, the devices present in a storage area
network are discovered and designated as nodes. In one example, the device
discovery module 118 may discover the devices present in a slorage area
network and designate them as nodes.

[OOBT] As illustrated in block 324, the connecting elements of the
discovered devices are delected as edges. In one example, the device
discovery module 118 may discover the connecting elements, such as cables,
of the discovered devices. In said example, the connecling elements are
designated as edges.

[0088] As shown in block 326, a graph representing a fopology of the
storage area network is generated based on the nodes and the edges. Inh one
example, the MLNGG module 108 generates a four layered graph depicting the
topology of the SAN based on the detected nodes and edges.

[0089] At biock 328, components of the nodes and sdges are identified.
In one example, the monitoring module 110 may identity the components of the
nodes 130 and edges 206. Examples of components of nodes 130 may include

ports, sockets, cooling unit and magnetic heads.
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[0090] At block 330, the parameters, associated with the components, on
which the performance of the components is dependent, are determined. In one
example, the monitoring module 110 may identify the parameters based on
which the performance of a component is dependenl. Examples of such
paramelers include received power, transmilled power, supply vollage,
temperature, and attenuation.

[6091] As illustrated in block 332, the determined paramsters are
monitored. In one example, the monitoring module 110 may monitor the
determined parameters by measuring the values of the determined parameters
or reading the values of parameters from sensors associated with the
componenis. The monitoring module 110 may monilor the determined
parameters either continuously or at regular time intervals, for example every
three hundred seconds.

[0092] The remaining steps of the method are depicted in Figure 3c. With
reference to method 320 as depicted in Figure 3¢, at block 334, the data
obtained from monitoring of the parameters is smoothened. In one example, the
progctive diagnostics module 112 may smoothen the dala using techniques
such as the moving average techniqus.

[0093}] As shown in block 338, segmented regression is performed on the
smoothened data to determine a trend in the smoothened data. In one example,
the proactive diagnostics module 112 may perform segmented linear regression
on the smoothed data {o determine the trend of the smoothened data. The
proactive diagnostics module 112 may select a segment size based on the
parameter whose values are being monitored.

f0094] As illustrated in block 338, noise, e, the dala associated with
regression residual errors in the smoothened data are eliminated. In one
example, the proactive diggnostics module 112 may eliminate the noise, i.e. the
data that causes spikes and is not indicative of degradation in the component.
[0095] At block 340, a change in a slope of the smoothened data is
detected. In one example, the proactive diagnostics module 112 monitors the

value of slope for detecting change in the slope of the smoothened data.
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[0096] At block 342, it is determined whether the change in the siope
exceeds a pre-defined slope threshold. In one example, the proactive
diagnostics module 112 determines whether the change in the slope exceeds
pre-defined slope threshold.

[0097] it at block 342, the change in the slope does not exceed a pre-
defined slope threshold, then, as shown in block 332, the monitoring module
110 continues monitoring the determined parameters of the component,

f0098] if at block 342, the change in the slope exceeds a pre-defined
slope threshold, then, as shown in block 344, the proactive diagnosis is initiated
and the rate of degradation of the component is computed based on the trend.
in one example, the proactive diagnostics module 112 determines the rate of
degradation of the component based on the trend of the smoothened data.
[0099] As depicled in block 346, a remaining lifstime of the components
is computed. The remaining lifetime is the time interval in which the components
may fail or malfunction or fully degrade. In one example, the proactive
diagnostics module 112 may also determine the remaining lifetime of the
component based on the rale of degradation of {he component. The proactive
diagnostics module 112 may further normalize the remaining life time of the
component based on the ime interval slapsed after occurrence of the hinge.
Normalization of the value of remaining lifetime facilitates the proactive
diagnostics module 112 {o accurately estimate the remaining lifetime of the
component and reduce the effect of variance of the rale of degradation of the
component. in one example, the proactive diagnostics module 112 may retrigve
statistical information about the stages of degradation of the component to
estimate the remaining lifetime.

[00100] As shown in block 348, a notification is generated based on the
remaining lifetime. In one example, based on the remaining lifetime of the
component, the proactive diagnostics module 112 may generate notifications in
form of alarms and wamings. For example, if the remaining lifetime of the
component is below a pre-defined value, such as X' number of days, the
proactive diagnostics module 112 may generate an alarm. The proactive

diagnostics module 112 may alse perform “whatsf” analysis to determine the
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impact of the potential failure or potential degradation of the component on the
functioning and performance of the SAN 102.

[00101] Thus, the methods 300 and 320, informs the administrator about
potential degradation and malfuncioning of components of the SAN 102. This
helps the administrator in timely replacing the degraded components which
helps in the continuance in operation of the SAN 102,

[00102] Figure 4 Hlustrales a compuler readable meditim 400 sioring
instructions for proactive maonitoring and diagnostics of a storage area network,
according to an example of the present subject matter. In one example, the
computer readable medium 400 is communicatively coupled to a processing unit
402 over communication link 404,

f00103] For example, the processing unit 402 can be a computing device,
such as a server, a laplop, a deskiop, & mobile device, and the like. The
compuier readable medium 400 can be, for example, an intemal memory device
or an external memory device, or any commercially available non fransitory
computer readable medium. In one implementation, the communication link 404
may be a direct communication link, such as any memory read/write interface.
in another implementation, the communication link 404 may be an indirect
communication link, such as a network interface. In such a case, the processing
unit 402 can access the computer readable medium 400 through a network.
[00104] The processing unit 402 and the compuler readable medium 400
may also be communicatively coupled 1o data sources 408 over the network.
The data sources 408 can include, for example, databases and computing
devices. The data sources 406 may be used by the requesters and the agenis
to communicate with the processing unit 402.

[00105] In one implementation, the compuler readable medium 400
includes a set of computer readable instructions, such as the MLNGG module
138, the moniioring module 110 and the proactive diagnostics module 112, The
set of computer readable instructions can be accessed by the processing unit
402 through the communication link 404 and subsequently executed to perform

acts for proactive monitoring and diagnostics of a storage area network,
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[00106] On execution by the processing unit 402, the MLNGG module 108
generates a graph representing a lopology of the SAN 102, The graph
comprising nodes indicative of devices in the SAN, edges indicative of
connecting elements between the devices, and one or more operations
associated with at least one component of the nodes 130 and edges.
Thereafter, the monitoring module 110 monitors at least one parameter
indicative of performance of the at least one component to determine a
degradation in the performance of the at least one component. In one example,
the proactive diagnostics module 112 may apply averaging technigues fo
smoothen data associated with the monitoring and defermine a trend in the
smoothened data.

f00107] The proactive diagnostics module 112 further applies segmented
finear regression on the smoothened dala for idenlifying a hinge in the
smoothened data, wherein the hinge is indicative of an initiation in degradation
of the at least one component. Based on the hinge and the trend in the
smoothened data, the proactive diagnostics module 112 delermines a
remaining ifetime of the at least one component on based on the hinge.
Thereafter, the proactive diagnostics module 112 generates a nolification for an
administrator of the SAN based on the remaining lifetime.

[00108] Although implementations for proactive monitoring and diagnostics
of a storage area network have been described in language specific to structural
features andior methods, it is to be understood that the appended claims are
not necessarily limited to the specific features or methods described. Rather, the
specific features and methods are disclosed as examples of systems and

methods for proactive monitoring and diagnostics of a storage area network.
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We claim:

A system for proactive monitoring and diagnostics of a storage area
natwork (SAN), comprising:
a processor ; and
a multi-layer network graph generation (MLNGG) module, coupled
to the processor, to generate a graph representing a lopoloagy of the
SAN, the graph comprising nodes indicative of devices in the SAN, edges
indicative of connecting slements between the devices, and one or more
operations associated with at least one component of the nodes and
edges;
a monitoring module, coupled 1o the processor, to:
monitor af least one parameter indicative of performance of
the at least one component; and
a proactive diagnostics module, coupled to the processor, {o:
delermine a trend in data associated with the monitoring for
identifying a hinge i the data, wherein the hinge is indicative of an
initiation in degradation of the at least one component; and
perform proactive diagnostics based on the hinge, wherein

the proactive diagnostics comprise the one or more operations.

The system of claim 1, wherein the proactive diagnostics module further
e X

determine a remaining lifetime of the at least one component
based on the hinge and the trend in the data associated with the
monitoring; and

generate a notification for an administrator of the SAN based on
the remaining lifetime.

The system of claim 1, wherein the MLNGG module further to:
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identify the nodes and the edges in the SAN 1o create a first laver
of the graph;

determine components of the nodes and the edges to creale a
second tayer of the graph;

ascertain parametars of the components o create a third tayer of
the graph, wherein the parameters are associated with performance of
the components; and

identify the operations {o be performed on the nodes and edges o

create a fourth layer of the graph.

The gystem of claim 1 further comprising a device discovery maodule,
coupled to the processor {104), to:

discover the devices present in the SAN; and

discover the connecting elements between the devices in the
SAN.

The system of claim 1, whersin the proactive diagnostics module further
to:

apply averaging technigues fo smoothen the data associated with
the monitoring; and

apply segmented linear regression on the smoothened dala o

determine the hinge.

The system of claim 5, wherein the proactive diagnostics module further
substantially to eliminate dala associated with regression error residual
values, based on the segmented linear regression, o determine the

hinge.

The system of claim §, wherein the proactive diagnostics module further
to:

determine a change in slope of the smoothened data;
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ascertain whether the change in slope exceeds a pre-defined
stope threshold; and

identify the hinge on ascertaining the change in slope 10 excesd
the pre-defined slope threshold.

A method for proactive monitoring and diagnostics of a storage area
network (SAN]}, the method comprising:

determining a topology of the SAN, the SAN comprising devices
and connecting elements to interconnect the devices,

depicting the topology in a graph, wherein the graph designates
the devices as nodes and the connecting elements as edges, and
wherein the graph comprises operations associated with at least one
compoenent of the nodes and edges;

monitoring at least one parameter indicative of performance of the
at feast one component to ascertain degradation of the at least one
component;

identifving, 3 hinge in the data associated with the monitoring,
wherein the hinge is indicative of an injialion in degradation of the al
least one component;

performing, based on the hinge, proactive diagnostics to compute
a remaining lifetime of the at least one component, wherein the proactive
diagnostics comprise the one or more operations; and

generaling a notification of the SAN based on the remaining
fifetime.

The method of claim 8, wherein the depicling further comprises:

identifying the nodes and the edges in the SAN o create a first
layer of the graph;

determining components of the nodes and the edges {o creale a
second layer of the graph,;

ascertaining paramelers of the components {o create a third layer
of the graph, wherein the parameters are associated with performance of

the components ; and
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identifying the operations to be performed on the nodes and edges
to create a fourth layer of the graph.

The method of claim 8, further comprising:

determining whether the hinge is caused due o an interconnected
component of the at least one component; and

computing a remaining lifetime for the interconnectad component
on defermining the hinge to have been caused due to the inferconnected

component.

The method of claim 8, wherein identifying the hinge further comprises
substantially smoothening the data associated with the monitoring, based

on moving average technigue.

The method of claim 11, wherein identifying the hinge further comprises:
determining a change in slope of the smoothened data;
ascertaining whether the change in slope exceeds a pre-defined
stope threshold; and
identifying the hinge on ascertaining the change in slope to
exceed the pre-defined slope threshold.

The method of claim 11, wherein identifying the hinge further comprises:
applying segmented linear regression on the smoothened data;
and
substantially eliminating the data associated with regression eror
residual values, based on the segmentad linear regression, to determine

the hinge.

A non-transitory compuder-readable medium having a sel of computer
readable instructions that, when sxecuted, cause a proactive monitoring

and diagnostics system to:
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generate a graph representing a fopology of a siorage area
network (SAN), the graph comprising nodes indicative of devices in the
SAN, edges indicative of connecting slements between the devices, and
one of more operations associated with at least one component of the
nodes and edges;

monitor at least one parameler indicative of pedformance of the at
feast one component o determine a degradation in the performance of
the ai least one component;

apply averaging techniques to smoothen data associated with the
monitoring;

determine a trend in the smoothened dala;

apply segmented linear regression on the smoothened data for
identifying a hings in the smoothened data, whersin the hinge is

indicative of an initiation in degradation of the at least one component;

determine a remaining lifetime of the at least one component on
based on the hinge and the trend in the smoothened data; and
generate a notification of the SAN based on the remaining lifetime.

The non-transitory computer-readable medium of claim 14, wherein
execution of the set of computer readable instructions further cause the
proactive monitoring and diagnostics system to:

identify the nodes and the edges in the SAN io creale a firs layer
of the graph;

determine components of the nodes and the edges to creale a
second tayer of the graph;

ascertain parameters of the components o create a third fayer of
the graph, wherein the parameters are associated with performance of
the components ; and

identify the one or more operations o be performed on the nodes

and edges 1o create a fourth tayer of the graph.
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300 ’\

302
DETERMINING A TOPOLDGY OF A SAN, THE SAN COMPRISING DEVICES AND
CONNECTING ELEMENTS TO INTERCONNECT THE DEVICES

DeviCES AS NODES AND THE CONNECTING ELEMENTS AS EDGES, AND WHEREIN
THE GraPH COMPRISES OPERATIONS ASSCOCIATED WiTH AT LEAST ONE
COMPONENT OF THE NODES AND EDGES

'

MONITORING AT LEAST ONE PARAMETER INDICATIVE OF PERFORMANCE OF THE AT]f 308

[ DEPICTING THE TOPOLOGY IN A GRAPH, WHEREIN THE GRAPH DESIGNATES THE ][ 304

LEAST ONE COMPONENT TO ASCERTAIN DEGRADATION OF THE AT LEAST ONE
COMPONENT

,

IDENTIFYING A HINGE IN THE DAaTa ASSOCIATED WITH THE MONITORING, WHER&%N}/ 308

S

THE HINGE |8 INDICATIVE OF AN INITIATION IN DEGRrADATION OF THE AT LEAST ONE
COMPONENT

:

PERFORMING, BASED ON THE HINGE, PROACTIVE DIAGNOSTICS TO COMPUTE A 310
ReEMananG LiFETive OF THE AT LEAST ONE COMPONENT, WHEREIN THE

PROACTIVE DIAGNOSTICS COMPRISE THE ONE OR MORE OPERATIONS

l 312

GENERATING A NOTIFICATION FOR AN ADMINISTRATOR OF THE SAN BaAsSED ON THE
REMAINING LIFETIME

)

Figure 3a
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320 \

[ DISCOVER DEVICES PRESENT IN A STORAGE AREA NETWORK AS NODES

'

[ DETECT CONNECTING ELEMENTS OF THE DisCOVERED DeEVICES As EDGES

'

[ GENERATE A GRAPH REPRESENTING A TOPOLOGY OF THE STORAGE AREA

NETWORK BASED ON THE NODES AND THE EDGES

l 328
[ IDENTIFY COMPONENTS OF THE NODES AND EDGES Y

'

DETERMINE PARAMETERS, ASSOCIATED WiTH THE COMPONENTS, ON WHICH THE
PERFORMANCE OF THE COMPONENTS I8 DEPENDENT

Y

[ MONITOR THE DETERMINED PARAMETERS

(&

Figure 3b
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334
[ SMOOTHEN DATA ASSOCIATEDR WITH THE MONITORING Y

ON THE SMOQTHENED DaTta

l
l

340
[ DETECT A CHANGE IN A SLOPE OF THE SMOOTHENED DATA )/'
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[DETERM%NE A TREND IN THE SMOOTHENED DaTA, USING SEGMENTED REGRESS:QNY

3472
YES
I 344
DETERMINE RATE OF DEGRADATION OF THE
COMPONENTS BASED ON THE TREND
Y 346

‘-ﬁ

( CoMPUTE A REMAINING LIFETIME OF THE COMPONENTS

l 348

GENERATE A NOTIFICATION BASED ON THE REMAINING LIFETIME

%

Figure 3c
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