I*I Innovation, Sciences et Innovation, Science and CA 3114541 C 2024/04/16

Développement économique Canada Economic Development Canada
Office de la Propriété Intellectuelle du Canada Canadian Intellectual Property Office (1 1)(21) 3 1 1 4 541
12y BREVET CANADIEN
CANADIAN PATENT
13 C
(22) Date de dépébt/Filing Date: 2021/04/09 (51) ClLInt./Int.Cl. GO6Q 40/02(2023.01),
cn : : . GO6N 3/02(2006.01), GO6N 3/084 (2023.01),
(41) Mise a la disp. pub./Open to Public Insp.: 2021/10/16 GO6Q 10/04(2023.01)
(45) Date de délivrance/lssue Date: 2024/04/16 .
(72) Inventeurs/Inventors:
(30) Priorité/Priority: 2020/04/16 (US63/010,743) NOSRATI, SEYED MASOUD, CA;

VAHLIS, EVGENE, CA,;

SHAHIR, SEYED HAMED YAGHOUBI, CA,
ZHAO, BO, CA;

LANGBALLE, NICOLE, CA,;

POON, PETER, CA

(73) Propriétaire/Owner:
BANK OF MONTREAL, CA

(74) Agent: HAUGEN, J. JAY

(54) Titre : MODELISATION PAR INTELLIGENCE ARTIFICIELLE POUR PREVOIR LES DONNEES DE COMPTE
ELECTRONIQUE
(54) Title: ARTIFICIAL INTELLIGENCE MODELING TO PREDICT ELECTRONIC ACCOUNT DATA

(57) Abrégé/Abstract:

Disclosed methods and system describe a server that uses Al modeling to predict negative cash flow at a user level. The server
periodically retrieves data associated with the user, the data comprising monetary attributes associated with one or more accounts
of the user; executes a deep neural network model trained based upon historical data associated with at least a subset of the users
configured to predict a negative cash flow in one or more accounts of the user, a depth of the negative cash flow, and a duration of
the negative cash flow; transmits, to a second server, the predicted values, whereby when the second server determines that a
likelihood of account needs satisfies a threshold, the second server establishes an electronic communication session with an
electronic device of the user; trains the deep neural network when the second server establishes the electronic communication
session.

C an a dg http:vopic.ge.ca » Ottawa-Hull K1A 0C9 - aup.:/eipo.ge.ca OPIC

OPIC - CIPO 191



BMO0025-CA PATENT

ABSTRACT
Disclosed methods and system describe a server that uses Al modeling to predict negative cash
flow at a user level. The server periodically retrieves data associated with the user, the data
comprising monetary attributes associated with one or more accounts of the user; executes a deep
neural network model trained based upon historical data associated with at least a subset of the
users configured to predict a negative cash flow in one or more accounts of the user, a depth of the
negative cash flow, and a duration of the negative cash flow; transmits, to a second server, the
predicted values, whereby when the second server determines that a likelihood of account needs
satisfies a threshold, the second server establishes an electronic communication session with an
electronic device of the user; trains the deep neural network when the second server establishes

the electronic communication session.
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ARTIFICIAL INTELLIGENCE MODELING TO PREDICT ELECTRONIC ACCOUNT
DATA

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to US Provisional Patent Application No.
63/010,743, filed April 16, 2020.

TECHNICAL FIELD
[0002] This application relates generally to generating, training, and operating artificial
intelligence models.
BACKGROUND
[0003] As the processing power of computers allow for greater computer functionality and

the Internet technology era allows for interconnectivity between computing systems, many
organizations utilize computer technology to predict customer behavior. For instance, many banks
utilize sophisticated computing systems to predict customer/account cash flow. Conventional
computer-implemented methods leverage time series forecasting models to analyze account data
and to determine cash flow values for users. Specifically, conventional computer-implemented

methods determine a likelihood that an account will suffer from a negative balance.

[0004] Conventional software solutions and computer-implemented methods suffer from
a technical shortcoming. For instance, even using state-of-the-art time series modeling techniques
does not provide highly accurate results because conventional methods are typically univariate and
are unable to leverage all the information available. Furthermore, conventional software solutions
are limited to analyzing data at an account level because time-series models can focus on data
associated with a single account. Therefore, conventional software solutions are unable to provide
holistic analysis of user data. In order to combat the above-described technical shortcoming,
organizations are forced to analyze each account individually, which requires high computational

capacity and processing time.
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SUMMARY

[0005] For the aforementioned reasons, there is a desire for an improved software solution
and computer-implemented technique that uses artificial intelligence to predict user behavior.
There is a desire to develop a customized multivariate deep neural network to analyze predict a
user’s account balance based on all users’” account data, and not limited to a single account. There
is a desire to implement and execute a single analytical protocol that reduces the computing

resources and time needed by conventional software solutions.

[0006] In an embodiment, a method comprises periodically retrieving, by a server, data
associated with a user from a set of users, the data comprising monetary attributes associated with
one or more accounts of the user; executing, by the server, an artificial intelligence model to predict
a first value indicating a negative cash flow in one or more accounts of the user, a second value
indicating a depth of the negative cash flow, and a third value indicating a duration of the negative
cash flow, wherein the artificial intelligence model is trained based upon historical data associated
with at least a subset of users within the set of users; transmitting, by the server to a second server,
the first value, the second value, and the third value, whereby the second server: executes an
analytical model to determine a likelihood of account needs associated with the user; determines
that the likelihood of account needs satisfies a threshold; and establishes an electronic

communication session with an electronic device of the user.

[0007] In another embodiment, a system comprises a server in communication with a
second server in communication with an electronic device of a user, the server configured to:
periodically retrieve data associated with the user from a set of users, the data comprising monetary
attributes associated with one or more accounts of the user; execute an artificial intelligence model
to predict a first value indicating a negative cash flow in one or more accounts of the user, a second
value indicating a depth of the negative cash flow, and a third value indicating a duration of the
negative cash flow, wherein the artificial intelligence model is trained based upon historical data
associated with at least a subset of users within the set of users; transmit, to the second server, the
first value, the second value, and the third value, whereby the second server is configured to:
execute an analytical model to determine a likelihood of account needs associated with the user;
determine that the likelihood of account needs satisfies a threshold; and establish an electronic

communication session with the electronic device of the user.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0008] Non-limiting embodiments of the present disclosure are described by way of
example with reference to the accompanying figures, which are schematic and are not intended to
be drawn to scale. Unless indicated as representing the background art, the figures represent

aspects of the disclosure.

[0009] FIG. 1 illustrates components of an artificial intelligence (AI) enabled electronic

account prediction system, according to an embodiment.

[0010] FIG. 2 illustrates a flow diagram of a process executed in the Al-enabled electronic

account prediction system, according to an embodiment.

[0011] FIG. 3 illustrates Al training metrics, in accordance with an embodiment.
DETAILED DESCRIPTION
[0012] Reference will now be made to the illustrative embodiments depicted in the

drawings, and specific language will be used here to describe the same. It will nevertheless be
understood that no limitation of the scope of the claims or this disclosure is thereby intended.
Alterations and further modifications of the inventive features illustrated herein, and additional
applications of the principles of the subject matter illustrated herein, which would occur to one
skilled in the relevant art and having possession of this disclosure, are to be considered within the
scope of the subject matter disclosed herein. Other embodiments may be used and/or other changes
may be made without departing from the spirit or scope of the present disclosure. The illustrative
embodiments described in the detailed description are not meant to be limiting of the subject matter

presented.

[0013] FIG. 1 illustrates components of an Al-enabled electronic account prediction
system 100. The system 100 may include an analytics server 110a, system database 110b,
organization computing devices and server’s 120a-d (collectively organization computing devices
120), electronic data sources 140a-c (collectively electronic data source 140), an administrator
computing device 150, and client computing device 160. The above-mentioned components may
be connected to each other through a network 130. The examples of the network 130 may include,
but are not limited to, private or public LAN, WLAN, MAN, WAN, and the Internet. The network
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130 may include both wired and wireless communications according to one or more standards

and/or via one or more transport mediums.

[0014] The communication over the network 130 may be performed in accordance with
various communication protocols such as Transmission Control Protocol and Internet Protocol
(TCP/1P), User Datagram Protocol (UDP), and IEEE communication protocols. In one example,
the network 130 may include wireless communications according to Bluetooth specification sets,
or another standard or proprietary wireless communication protocol. In another example, the
network 130 may also include communications over a cellular network, including, e.g., a GSM
(Global System for Mobile Communications), CDMA (Code Division Multiple Access), EDGE
(Enhanced Data for Global Evolution) network.

[0015] The system 100 is not confined to the components described herein and may include
additional or alternate components, not shown for brevity, which are to be considered within the

scope of the embodiments described herein.

[0016] The analytics server 110a may generate and display an electronic platform
configured to use various Al models to display predicted results. The electronic platform may
include graphical user interface (GUI) displayed on each organization computing device 120
and/or the administrative computing device 150. An example of the electronic platform generated
and hosted by the analytics server 110a may be a web-based application or a website configured
to be displayed on different electronic devices, such as mobile devices, tablets, personal computer,

and the like (e.g., client computing device 160 and/or organization computing devices 120).

[0017] As will be describe below, the analytics server 110a may receive an instruction to
execute various analytical protocols, such as the Al model, from a user operating the GUI. In some
configurations, the analytics server 110a may be programmed, such that it would periodically
collect data and automatically generate user-specific predictions. In some configurations, the
analytics server 110a may be programmed, such that it would generate the prediction based on one
or more satisfied thresholds. For instance, the analytics server 110a may only predict a user’s
account data when the user has a number of transactions that satisfies one or more thresholds (e.g.,

number of transactions that is higher or lower than a pre-determined threshold, an account balance
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that satisfies a pre-determined threshold, or personal/demographic data that satisfies a pre-

determined threshold).

[0018] The analytics server 110a may host a website accessible to end-users, where the
content presented via the various webpages may be controlled based upon each particular user's
role or viewing permissions. The analytics server 110a may be any computing device comprising
a processor and non-transitory machine-readable storage capable of executing the various tasks
and processes described herein. Non-limiting examples of such computing devices may include
workstation computers, laptop computers, server computers, laptop computers, and the like. While
the system 100 includes a single analytics server 110a, in some configurations, the analytics server
110a may include any number of computing devices operating in a distributed computing

environment.

[0019] The analytics server 110a may execute software applications configured to display
the electronic platform (e.g., host a website), which may generate and serve various webpages to
each organization computing device 120. Different users operating the organization computing

devices 120 may use the website to view and/or interact with the predicted results.

[0020] In some implementations, the analytics server 110a may be configured to require
user authentication based upon a set of user authorization credentials (e.g., username, password,
biometrics, cryptographic certificate, and the like). In such implementations, the analytics server
110a may access the system database 110b configured to store user credentials, which the analytics
server 110a may be configured to reference in order to determine whether a set of entered
credentials (purportedly authenticating the user) match an appropriate set of credentials that

identify and authenticate the user.

[0021] The analytics server 110a may also store data associated with each user operating
one or more organization computing devices 120. The analytics server 110a may use the data to
identify various interactions while training various Al models accordingly. For instance, the
analytics server 110a may monitor how one or more users (e.g., a user operating the administrative
computer 150, a user operating the organization computer 120a, and/or the organization server
120b) interact with the predicted results. The analytics server 110a may then use the interactions

data to train the Al model accordingly. In a non-limiting example, when the predicted results are
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ignored by a user operating the organization computer 120a, and/or the administrative computer
150, the analytics server may user various back-propagation techniques to train the Ai model

accordingly.

[0022] In some configurations, the analytics server 110a may generate and host webpages
based upon a particular user's role within the system 100 (e.g., administrator, employee, and/or
bidder). In such implementations, the user's role may be defined by data fields and input fields in
user records stored in the system database 110b. The analytics server 110a may authentication the
user and may identify the user's role by executing an access directory protocol (e.g. LDAP). The
analytics server 110a may generate webpage content that customized according to the user's role

defined by the user record in the system database 110b.

[0023] The analytics server 110a may retrieve information from a user (or retrieve from a
data repository), analyze the data, and display the results (e.g., Al-based results) on the electronic
platform. As described herein, the electronic platform may be accessed by the organization
computer 120a and/or administrative computer 150. For instance, in a non-limiting example, a
user operating the organization computing device 120b may transmit a request to the analytics
server 110a to predict account data associated with John Smith using the electronic platform. The
analytics server 110a may then use various Al models (stored within the system database 110b) to
analyze John Smith’s account data. The analytics serve 110a may then display the results (e.g.,
likelihood of negative cash flow, duration of the negative cash flow, and/or the depth of the

negative cash flow) via the electronic platform.

[0024] Organization computing devices 120 may be any computing device comprising a
processor and a non-transitory machine-readable storage medium capable of performing the
various tasks and processes described herein. Non-limiting examples of a network node may be a
workstation computer, laptop computer, tablet computer, and server computer. In operations,
various users may organization computing devices 120 to access the GUI operationally managed

by the analytics server 110a.

[0025] The organization server 120b may be any computing device comprising a processor
and non-transitory machine-readable storage capable of executing the various tasks and processes

described herein. Non-limiting examples of such computing devices may include workstation
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computers, laptop computers, server computers, laptop computers, and the like. While the system
100 includes a single organization server 120b, in some configurations, the organization server
120b may include any number of computing devices operating in a distributed computing

environment.

[0026] The organization server 120b may represent a server of an organization that is
responsible for transmitting notification and electronic communications to various users (e.g.,
employees and/or customers). In some configurations, the organization server 120b may receive
the predicted values from the analytics server 110a, perform further analytical protocols, and
establish an electronic communication session with the user’s device. For instance, when the
analytics server 110a transmits one or more values/scores indicating that John Smith’s accounts
will have a negative cash flow of $100 for 15 days, the organization server 120b may compare
John Smith’s demographic attributes against various predetermined rules/thresholds and identify
an appropriate product (e.g., overdraft protection). The organization server 120b may also transmit
an electronic notification (e.g., pop up message, e-mail, and /or push notification) to John Smith’s

electronic device (e.g., computer and/or mobile device).

[0027] The electronic data sources 140 may represent various electronic data sources that
contain data associated with the organizations users, such as account data. For instance, database
140c¢ and/or server 140b may represent data sources providing the corpus of data (e.g., historical
account data) needed for the analytics server 110a to train one or more Al models. The electronic
data sources 140 may also provide user’s current account attributes (e.g., balances) used to execute
the Al models and to predict data for a particular user. In some configurations, account data may
be inputted by an employee using the electronic platform (generated and maintained by the

analytics server 110a) and displayed on the employee computer 140a.

[0028] The administrator computing device 150 may represent a computing device
operated by a system administrator. The administrator computing device 150 may be configured
to display various analytic metrics where the system administrator can monitor the Al training,
review feedback, and modify various thresholds/rules described herein. For instance, an
administrator can revise precision and/or accuracy metrics generated by the analytics server 110a

executing the Al model.
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[0029] In operation, the analytics server 110a may analyze the data using Al modeling
techniques and display the results on the electronic platform. For instance, a user operating the
client computing device 160 may log into an application provided by the analytics server where
the user can view a likelihood of the user’s account suffering from a negative cash flow. The client
computing device 160 may represent a computing device operated by the end user (e.g., account
holder). The client computing device 160 may be configured to display various analytic metrics,

such as the cash flow values described herein.

[0030] FIG. 2 illustrates a flow diagram of a process executed in an Al-enabled electronic
account prediction system, according to an embodiment. The method 200 includes steps 210-240.
However, other embodiments may include additional or alternative execution steps, or may omit
one or more steps (or any part of the steps) altogether. The method 200 is described as being
executed by a server, similar to the analytics server described in FIG. 1. However, one or more
steps of method 200 may also be executed by any number of computing devices operating in the
distributed computing system described in FIG. 1. For instance, one or more user computing

devices may locally perform part or all the steps described in FIG. 2.

[0031] Even though some aspects of the embodiments described herein are described
within the context of bank accounts, it is expressly understood that methods and systems described
herein apply to all AI models and training techniques. For instance, the method 200 may be used

to predict other user behavior for account other than bank accounts.

[0032] At step 210, the analytics server may periodically retrieve data associated with a
user from a set of users, the data comprising monetary attributes associated with one or more

accounts of the user.

[0033] The analytics server may receive an instruction to predict cash flow values
associated with a user within a set of users. The analytics server may receive the instruction using
a variety of methods or a combination of the methods described herein. In one embodiment, an
employee (or an account holder) may access the electronic platform generated/maintained by the
analytics server and electronically submit a request for the analytics server to determine cash flow

values for a user (e.g., account holder). In another embodiment, the analytics server may
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periodically (e.g., once a week or once a month) analyze account data for all (or a subset of) the

users (e.g., account holders).

[0034] In another embodiment, the analytics server may use one or more rules and
predetermined thresholds to analyze account data of one or more users and determine their
corresponding cash flow values. For instance, the analytics server may periodically analyze
user/account attributes (e.g., account data) of a user within the predetermined time (e.g., 6 months)
after the user has opened a new account. In another example, the analytics server may analyze
account data for a user if data associated with the user or the account satisfies a threshold (e.g.,

account balance is lower or higher than a threshold).

[0035] When the analytics server receives instructions to analyze user data, the analytics
server retrieves a user identifier associated with the user. The user identifier may be any data that
uniquely identifies the user, such as the user’s social security number, account number, or other
identification data. The analytics server may then query one or more internal/external databases
and retrieve user data associated with the user. For instance, the analytics server may query an
internal database (using the user identifier) and retrieve user’s demographic data (e.g., user’s age,
income, job, income potential, number of other accounts, number of retirement accounts, and/or
gender). In some configurations, the analytics server may enrich the data using a third party

(external) database.

[0036] The analytics server may also query one or more databases to retrieve account data
associated with the user’s accounts. The account data may include monetary attributes including
account balances and transaction data (e.g., transaction amount, whether the transaction is a credit
or a debit to the user’s account, timestamp of the transaction, and merchant data). As described
above, the analytics server may retrieve all account data associated with the user because the
analytics server may analyze cash flow values at a user level and not at an account level. This
allows the analytics server to comprehensively identify whether one or more accounts associated

with the user will suffer from a negative cash flow.

[0037] At step 220, the analytics sever may execute an artificial intelligence model to
predict a first value indicating a negative cash flow in one or more accounts of the user, a second

value indicating a depth of the negative cash flow, and/or a third value indicating a duration of the

Date Recgue/Date Received 2021-04-09



BMO0025-CA PATENT

negative cash flow, wherein the AI model is trained based upon historical data associated with at
least a subset of the users within the set of users. Even though aspects of the concepts described
herein are described in the context of deep neural networks, the methods and systems described
herein are not limited to deep neural networks. Therefore, the methods described herein can be

executed via any artificial intelligence and machine learning method.

[0038] The analytics server may execute an Al model to predict cash flow data associated
with the user. The analytics server may use the retrieved data (step 210) to predict three values for
the user. The first value may indicate a negative cash flow in one or more accounts associated with
the user. The first value may identify one or more accounts of the user and indicate that the Al
model predicts that the account will suffer from a negative account balance. The second value may
indicate a depth of the negative cash flow. The second value may identify a predicted negative
balance for one or more accounts associated with the user. The third value may indicate a duration
of the negative balance. For instance, the Al model may predict that a user’s checking account will
have a negative balance of $150 for 8 days. The Al model may predict one, two, or all three values.

Therefore, the calculations may not always result in all the values.

[0039] The AI model may utilize a deep neural network model trained based upon
historical customer data to predict future cash flow values, e.g., the user’s possible negative cash
flow. The AI model may use a machine-learning algorithm, such as a deep neural network, that
uses multiple layers of interconnected artificial neural networks (convolutional neural networks or
CNN). Each layer of neural networks (nodes) may learn to transform the data inputs (e.g., historical
customer data and/or data retrieved in step 210) into an incrementally more abstract and composite
representation of the data. The deep neural network model used by the Al model may correspond
to this layer-by-layer method. When comprehensively executed, the AI model may identify
important variables that affect the outcome. The AT model may have a number of layers through
which the data is transformed from its initial state (e.g., raw transaction data) into the cash flow
value predictions. The AI model may use a credit assignment path depth (e.g., chain of
transformations from input to output that defines connections between input and output) to predict

the cash flow values.

[0040] The AI model may determine a non-linear (multi-variable) path/equation that

calculates the cash flow values. The non-linear equation may identify hidden patterns within a

10
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user’s transaction data that are nearly impossible (impractical) for a human to identify using pen
and paper or other non-Al-related methods, such as rule-based or threshold-based methods. The
hidden patterns identified within a user’s transaction may correspond to hidden patterns within the
historical data (training datasets). The Al model may then apply the identified hidden patterns to
new user’s account data to predict future data. Therefore, the Al model may use historical ground-

truth data (e.g., to predict cash flow values associated with the user and his/her accounts.

[0041] The analytic server may initially train the ATl model using historical customer data.
When the analytics server initially trains the AI model, the Al model is ready to be executed and
to predict future results. As will be described below, the analytics server may also monitor the

predicted data and may re-train the AT model using back-propagation methods, as described in step

240.

[0042] In the initial training period, the analytics server may retrieve ground-truth data and
generate a training dataset accordingly. The ground truth data may represent data for which the
attributes are known and the Al model can safely assume the results. A non-limiting example of
the ground-truth data may be a training dataset that corresponds to previous transactions conducted
by other users/customers. For instance, the analytics server may query multiple databases to
retrieve millions of previously conducted transactions and account data to initially train the model.
In some configurations, the analytics server may initiate one or more application programming

interfaces to generate a pipeline of data to train the Al model.

[0043] To decrease training time, the analytics server may use a distributed training
method to train the Al model. The pipeline of data allows for distribution of the model training
over multiple machines. The analytics server may balance reducing training time by using the

distributed training methods and maintaining high accuracy of the AI model.

[0044] When the analytics server completes the initial training period, the AT model is
configured to analyze historical transactions and account balances to establish patterns that can
predict the user’s future cash shortfalls. The AI model may continuously run in the background
and may be set to achieve 97% accuracy in its predictions, as depicted in FIG. 3. A system

administrator can revise this accuracy metric.

11
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[0045] Referring now to FIG. 3, graphs 310-330 represent data for customers compared
with predicted data using a trained Al model. Graph 340 represents an accuracy of the trained
model where the precision and recall values of the trained model are compared against each other.
While precision of the trained model may refer to a ratio between a true positive results and an
actual result, recall value may refer to a ratio between true positive results and the predicted results.
Simply put, the precision value corresponds to the percentage of Al model’s results, which are
relevant. In contrast, the recall value refers to the percentage of total relevant results correctly
classified by the trained Al model. The analytics server may train the Al model based on various
predetermined rules and thresholds. For instance, the analytics server may train the Al model, such

that precision, recall, and/or accuracy values satisfy predetermined and/or revisable thresholds.

[0046] Analyzing data across a user’s multiple accounts allows the Al model to more
accurately determine the users that require a loan (or overdraft protection) rather than users who
simply need to transfer funds from one of their account to cover an unforeseen expense. This
capability would not be possible if the Al model is trained to identify cash flow values based on

transaction data associated with a single account (e.g., account level analysis).

[0047] Referring back to FIG. 2, when the training of the AI model is completed, the
analytics server may execute the Al model where the Al model uses the data retrieved in step 210
to predict one, two, or three values associated with the user. The first value may identify one or
more accounts of the user and indicate that the Al model predicts that the account will suffer from
a negative account balance. For instance, the Al model my output a likelihood of 80% that a user’s
savings account will suffer from a negative balance within the next week. The second value may
indicate a depth of the negative cash flow. The second value may identify a predicted negative
balance for one or more accounts associated with the user. For instance, the second value may
indicate that the user’s savings account may have a negative $200 balance. The third value may
indicate a duration of the negative balance. For instance, the Al model may predict that the user’s

account will have the predicted negative balance for at least 10 days.

[0048] At step 230, the analytics server may transmit, to a second server, the first, the
second, and/or the third values, whereby the second server: executes an analytical model to

determine a likelihood of account needs associated with the user, determines that the likelihood of

12
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account needs satisfies a threshold, and establishes an electronic communication session with an

electronic device of the user.

[0049] The analytics server may display the predicted value on an electronic device, such
as an administrator’s computing device or a banker’s computing device. In some embodiments,
the analytics server may display the predicted values on an electronic device associated/operated
by the user. For instance, when a user logs into a mobile banking application, the analytics server
may present the user with an insight informing them of a potential cash shortfall. The user can
review the amount and duration of the shortfall, along with an explanation of why the shortfall

may happen.

[0050] Additionally or alternatively, the analytics server may transmit the values generated
by the Al model to one or more servers, such as a bank server, call center server, or a third-party
server. The second server may then analyze the predicted values and perform an action based on
this analysis. In some configurations, the second server may determine that the predicted values
are not indicative of a cash flow problem. As a result, the second server may perform no action
and may not send any notifications to any other devices. In some configurations, the analytics
server may determine that the outputted values indicate a legitimate risk of cash flow problems.

The second server may then select a suitable product (e.g., overdraft protection services).

[0051] The second server may use a variety of preexisting rules and thresholds to first
calculate a likelihood of account needs. For instance, the second server may execute various
analytical protocols to calculate the likelihood of account needs, based on the predicted values
received from the Al model. The likelihood of account needs may correspond to a likelihood of
the user needing assistance to combat the predicted financial shortfall. If the likelihood of account
needs satisfies a predetermined threshold, the second server may then identify the suitable product.
For instance, the second server may only transmit the suitable product when at least one (or more)
of the predicted values (or the likelihood value) satisfies a threshold. For instance, the second
server may only transmit an overdraft protection recommendation when the predicted likelihood
of negative cash flow is more than 75%. In some configurations, the second server may only
establish the electronic communication session (e.g., telephone call, email, and/or push

notification) when the user’s demographic information exceed a predetermined threshold.

13
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[0052] In some configurations, the analytics server causes/instructs the second server to
perform one or more of the actions described herein. For instance, the analytics server may send a
set of electronic instructions to the second server, along with the predicted values, where the
electronic instructions cause the second server to perform various actions. For instance, the
analytics sever may instruct the second server to calculate a likelihood of account needs or execute
other analytical protocols, such as comparing the predicted cash flow values against various
thresholds. In another example, when the likelihood of account needs satisfy a threshold, the
analytics server may cause the second server to establish the electronic communication session

with the user/client device.

[0053] In some configurations, the second server may be a server associated with a call
center. When a user (customer) calls the call center, the analytics server may execute Al model
and predict the first, second, and/or third values. Using the predicted values, the second server may
route the customer’s call to a particular agent. For instance, if the customer is predicted have a
negative cash flow that satisfies a threshold, the customer’s call me routed differently (to an agent

who specializes in such customers).

[0054] At step 240, when the second server establishes the electronic communication
session, the analytics server may identify the first, the second, and/or the third values as correct
predictions, and train the Al model based on the correct predictions. The analytics server train the
Al when the second server establishes the electronic communication session, whereby when the
second server establishes the electronic communication session with the electronic device of the
user, the server identifies the first, the second, and/or the third values as correct (or incorrect)
predictions. The analytics server may monitor the electronic device to identify interactions
between the second server (e.g., employees) and the electronic device while the electronic device
is outputting the predicted results. When the analytics server outputs the predicted results onto one
or more user electronic devices, the analytics server may monitor the user’s interactions with the
results. As will be described below, the analytics server may then train the Al model based on the

monitored data.

[0055] When the user performs an activity on the electronic platform, the analytics server
may track and record details of the user’s activity. For instance, when a predicted result is displayed

on the user electronic device (e.g., electronic platform), the analytics server may monitor to
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identify whether the user (employee) has accepted, rejected, or revised the predicted results by
editing, deleting, accepting, or revising the results. The analytics server may also identify a
timestamp of each interaction, such that the analytics server records the frequency of modification,

duration of revision/correction.

[0056] The analytics server may utilize an application programming interface (API) to
monitor the user’s activities. The analytics server may use an executable file to monitor the user’s
electronic device. The analytics server may also monitor the electronic platform displayed on an
electronic device via a browser extension executing on the electronic device. The analytics server
may monitor multiple electronic devices and various applications executing on the electronic
devices. The analytics server may communicate with various electronic devices and monitor the
communications between the electronic devices and the various servers executing applications on

the electronic devices.

[0057] In some configurations, the analytics server may monitor the electronic device
using an executable file (application) installed as a browser extension. The browser extension
(executable file) may be executing as a background process of the electronic device. For instance,
the browser extension may be transparent to the user operating the electronic device. In this way,
the analytics server is able to monitor the user’s activities without disturbing the user and/or
obfuscating the display screen of the electronic device. In some embodiments, the analytics server
may activate a monitoring module (e.g., browser extension or executable file) upon outputting the

results on the electronic platform.

[0058] When the predicted results is transmitted to the second server, the analytics server
may also monitor the second server’s output. For instance, the analytics server may determine that
the predicted results were accepted (correct) when an overdraft protection was transmitted to the
user or an electronic communication session was established with the user’s device. In contrast, if
the second server (or any other server or electronic device) did not act upon the predicted result by
contacting the user or transmitting product recommendations to the user, the analytics server
determines that the predicted results were not satisfactory. Therefore, the analytics server may

train the model accordingly.
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[0059] The analytics server may use the data collected/monitored to train the Al model and
improve its predicted results. The analytics server may use various back-propagation technique to

further train the AI model.

[0060] The analytics server may display a prompt requesting the users to provide feedback
regarding the predicted results outputted by the analytics server. For instance, the analytics server
may display a prompt having an input element (e.g., text string input, drop down menu, radio
button). The end user may interact with the prompt to input a feedback regarding the accuracy of

the results outputted by the analytics server.

[0061] In some configurations, the analytics server may cause a webserver to revise a
website based on the results predicted by the Al model. For instance, if a user is predicted to have
a negative balance and if a satisfactory product is identified, the analytics server may then revise
(or instruct a webserver to revise) a website (e.g., a bank’s website) to include an offer associated
with the product. For instance, the analytics server may display a pop up window that displays the
offer. When the user clicks on the pop up window, the analytics server may direct the user to a

page that displays information associated with the product.
[0062] Non-limiting Example:

[0063] An analytics server may receive an instruction to analyze data associated with a
user’s account. The analytics server queries multiple internal databases using the user’s unique
identifier and determines that the user has three accounts (two savings accounts and one checking
account). The analytics server then retrieves transaction data associated with each account. The
analytics server then executes an Al model that uses deep neural networks to predict cash flow
values for the user. The Al model is previously trained using other customers’ historical transaction
and account data. The analytics server may execute the Al model using the retrieved user data and
may predict three cash flow values for the user. Specifically, the analytics server may determine
that the user’s checking account will likely suffer from a negative balance of $150 for a week

before the negative cash flow is rectified.

[0064] The analytics server may display this information onto the user’s electronic device.
For instance, when the user logs into a mobile banking application, the analytics server may display

a notification indicating that the user’s checking account is predicted to have a negative balance.
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The analytics server may also transmit the predicted cash flow values to a bank server where the
bank server analyzes the prediction values and compares them against pre-determined thresholds
and rules. If the bank server determines a suitable product for the user. For instance, the bank
server may calculate a likelihood of account needs for the user and determine that the user is in
need of over protection services. The bank server may then transmit a notification to the user. The

bank server can also deny one or more transactions requested by the user.

[0065] The various illustrative logical blocks, modules, circuits, and algorithm steps
described in connection with the embodiments disclosed herein may be implemented as electronic
hardware, computer software, or combinations of both. To clearly illustrate this interchangeability
of hardware and software, various illustrative components, blocks, modules, circuits, and steps
have been described above generally in terms of their functionality. Whether such functionality is
implemented as hardware or software depends upon the particular application and design
constraints imposed on the overall system. Skilled artisans may implement the described
functionality in varying ways for each particular application, but such implementation decisions

should not be interpreted as causing a departure from the scope of this disclosure or the claims.

[0066] Embodiments implemented in computer software may be implemented in software,
firmware, middleware, microcode, hardware description languages, or any combination thereof. A
code segment or machine-executable instructions may represent a procedure, a function, a
subprogram, a program, a routine, a subroutine, a module, a software package, a class, or any
combination of instructions, data structures, or program statements. A code segment may be
coupled to another code segment or a hardware circuit by passing and/or receiving information,
data, arguments, parameters, or memory contents. Information, arguments, parameters, data, etc.
may be passed, forwarded, or transmitted via any suitable means including memory sharing,

message passing, token passing, network transmission, etc.

[0067] The actual software code or specialized control hardware used to implement these
systems and methods is not limiting of the claimed features or this disclosure. Thus, the operation
and behavior of the systems and methods were described without reference to the specific software
code being understood that software and control hardware can be designed to implement the

systems and methods based on the description herein.
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[0068] When implemented in software, the functions may be stored as one or more
instructions or code on a non-transitory computer-readable or processor-readable storage medium.
The steps of a method or algorithm disclosed herein may be embodied in a processor-executable
software module, which may reside on a computer-readable or processor-readable storage
medium. A non-transitory computer-readable or processor-readable media includes both computer
storage media and tangible storage media that facilitate transfer of a computer program from one
place to another. A non-transitory processor-readable storage media may be any available media
that may be accessed by a computer. By way of example, and not limitation, such non-transitory
processor-readable media may comprise RAM, ROM, EEPROM, CD-ROM or other optical disk
storage, magnetic disk storage or other magnetic storage devices, or any other tangible storage
medium that may be used to store desired program code in the form of instructions or data
structures and that may be accessed by a computer or processor. Disk and disc, as used herein,
include compact disc (CD), laser disc, optical disc, digital versatile disc (DVD), floppy disk, and
Blu-ray disc where disks usually reproduce data magnetically, while discs reproduce data optically
with lasers. Combinations of the above should also be included within the scope of computer-
readable media. Additionally, the operations of a method or algorithm may reside as one or any
combination or set of codes and/or instructions on a non-transitory processor-readable medium

and/or computer-readable medium, which may be incorporated into a computer program product.

[0069] The preceding description of the disclosed embodiments is provided to enable any
person skilled in the art to make or use the embodiments described herein and variations thereof.
Various modifications to these embodiments will be readily apparent to those skilled in the art,
and the principles defined herein may be applied to other embodiments without departing from the
spirit or scope of the subject matter disclosed herein. Thus, the present disclosure is not intended
to be limited to the embodiments shown herein but is to be accorded the widest scope consistent

with the following claims and the principles and novel features disclosed herein.

[0070] While various aspects and embodiments have been disclosed, other aspects and
embodiments are contemplated. The various aspects and embodiments disclosed are for purposes
of illustration and are not intended to be limiting, with the true scope and spirit being indicated by

the following claims.

18

Date Recgue/Date Received 2021-04-09



BMO0025-CA PATENT

CLAIMS
What we claim is:
1. A method comprising:
periodically retrieving, by a server, data associated with a user from a set of users, the data
comprising monetary attributes associated with one or more accounts of the user;
executing, by the server, an artificial intelligence model to predict a first value indicating
a negative cash flow in one or more accounts of the user, a second value indicating a depth of the
negative cash flow, and a third value indicating a duration of the negative cash flow, wherein the
artificial intelligence model is trained based upon historical data associated with at least a subset
of users within the set of users;
transmitting, by the server to a second server, the first value, the second value, and the third
value, whereby the second server:
executes an analytical model to determine a likelihood of account needs associated
with the user;
determines that the likelihood of account needs satisfies a threshold;
establishes an electronic communication session with an electronic device of the
user;
identifying, by the server, the first value, the second value, and the third value as
correct predictions, when the second server establishes the electronic communication
session;
re-training, by the server, the artificial intelligence model using back-propagation
techniques based on the correct prediction; and
outputting, by the server, at least one of the first, the second, or the third value onto

a computing device during the electronic communication session.

2. The method of claim 1, wherein the computing device is of an administrator.

3. The method of claim 1, wherein the server further retrieves user attributes associated with the

user other than the monetary attributes associated with one or more accounts of the user, wherein

the server applies the retrieved user attributes to the artificial intelligence model.
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4. The method of claim 3, wherein the user attributes comprise at least one of user’s demographic

data, user’s income data, or the user’s account type.
>

5. The method of claim 1, wherein the second server identifies a product to be offered to the user
based on the likelihood of account needs.

6. The method of claim 1, wherein the second server is associated with a call center, and wherein
the second server establishes the electronic communication session with the electronic device of
the user by routing a call received from the electronic device of the user based on at least one of
the first value, the second value, or the third value.

7. The method of claim 1, wherein the server or the second server denies at least one transaction

associated with the user.
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8. A system comprising:
a server in communication with a second server in communication with an electronic
device of a user, the server configured to:
periodically retrieve data associated with the user from a set of users, the data
comprising monetary attributes associated with one or more accounts of the user;
execute an artificial intelligence model to predict a first value indicating a negative
cash flow in one or more accounts of the user, a second value indicating a depth of the
negative cash flow, and a third value indicating a duration of the negative cash flow,
wherein the artificial intelligence model is trained based upon historical data associated
with at least a subset of users within the set of users;
transmit, to the second server, the first value, the second value, and the third value,
whereby the second server is configured to:
execute an analytical model to determine a likelihood of account needs
associated with the user;
determine that the likelihood of account needs satisfies a threshold;
establish an electronic communication session with the electronic device of
the user;
identify the first value, the second value, and the third value as correct
predictions, when the second server establishes the electronic communication
session; and
re-train the artificial intelligence model using back-propagation techniques

based on the correct predictions.

9. The system of claim 8, wherein the server is further configured to:
output at least one of the first, the second, or the third value onto a computing device of an

administrator during the electronic communication session.
10. The system of claim 8, wherein the server further retrieves user attributes associated with the

user other than monetary attributes associated with one or more accounts of the user, wherein the

server applies the retrieved user attributes to the artificial intelligence model.
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11. The system of claim 10, wherein the user attributes comprise at least one of user’s demographic

data, user’s income data, or the user’s account type.
>

12. The system of claim 8, wherein the second server is further configured to identify a product to

be offered to the user based on the likelihood of account needs.

13. The system of claim 8, wherein the second server is associated with a call center, and wherein
the second server establishes the electronic communication session with the electronic device of
the user by routing a call received from the electronic device of the user based on at least one of
the first value, the second value, or the third value.

14. The system of claim 8, wherein the server or the second server denies at least one transaction

associated with the user.
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