wo 2014/106206 A1 I} I} A1 00 OO R O O AR A

(43) International Publication Date

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(10) International Publication Number

WO 2014/106206 A1

(51

eay)

(22)

(25)
(26)
(30)

1

(72

74

3 July 2014 (03.07.2014) WIPOIPCT
International Patent Classification: (81)
HO4L 29/06 (2006.01)

International Application Number:
PCT/US2013/078358

International Filing Date:
30 December 2013 (30.12.2013)

Filing Language: English
Publication Language: English
Priority Data:

61/746,776 28 December 2012 (28.12.2012) US

Applicant: DISH DIGITAL L.L.C. [US/US]; 9601 South
Meridian Boulevard, Englewood, Colorado 80112 (US).

Inventors: MAJOR, Robert Drew; 863 West 600 South,
Orem, Utah 84058 (US). HURST, Mark B.; 10639 North
Avalon, Cedar Hills, Utah 84062 (US). MUHLESTEIN,
Herrick; 9601 South Meridian Boulevard, Englewood,
California 80112 (US).

Agent: CARLSON, Brett A.; Ingrassia Fisher & Lorenz,
PC, 7010 E. Cochise Rd., Scottsdale, Arizona 85253 (US).

(84)

Designated States (uniess otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IR, IS, JP, KE, KG, KN, KP, KR,
KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD, ME,
MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,
SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, T™M,
TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM,
ZW.

Designated States (uniess otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FL, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,
MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,
TR), OAPI (BF, BJ, CF, CG, CIL, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

(54) Title: ADAPTIVE MULTICAST DELIVERY OF MEDIA STREAMS

300

/

MANAGE RESOURCES

RECEIVED FEEDBACK
re RESOURCES
ANDIOR STREAM
DEMAND

INCREASE
RESOURCES

MEETING
DEMAND?

REDUCE OR
REDIRECT
DELIVERY

RESOURCES
EXCEEDEDY

REDUCEOR
REDIRECT
DELIVERY

ANOTHER
PROGRAM?

FIG.3

(57) Abstract: Various systems, methods and devices adaptively manage the
multicast delivery of multiple media programs. Each of the media programs
is encoded into multiple media streams, each stream having a different
bitrate, frame rate, resolution or other encoding parameter. A computer re-
ceives feedback about the delivery of the multiple streams and automatically
adapts the number of streams available for at least one of the multiple media
programs in response to the received feedback. This allows resources to be
applied to those multicast streams having the greatest user demand.
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ADAPTIVE MULTICAST DELIVERY OF MEDIA STREAMS

PRIORITY CLAIM
[0001] This application claims priority to United States Provisional Application
Serial No. 61/746,776 filed on December 28, 2012, which is incorporated herein by

reference.

TECHNICAL FIELD
[0002] The present disclosure generally relates to multicasts of media streams, and
more particularly relates to systems, devices and methods to adaptively provide

multicasts of media segment streams.

BACKGROUND

[0003] Streaming media is becoming more and more popular with consumers. At
present, a variety of streaming audio, video and/or other media content is available
to consumers from any number of diverse unicast and multicast sources. So-called
“Internet television”, for example, is typically provided as a multicast stream using
conventional Internet protocols. Media streams are also used to provide other
types of network-based media content, as well as live and pre-recorded broadcast
television, content-on-demand, stored media content (e.g., content stored in a
remotely-located digital video recorder (DVR), placeshifted media content and the
like.

[0004] Often, media content is encoded into multiple sets of “streamlets” or other
smaller segment files that can be individually requested and adaptively delivered to
a particular client device. As changes in network bandwidth or other factors occur,
the client device is able to react to the changes by requesting future segments that
are encoded with different parameters (e.g., a higher or lower bit rate). Several
examples of adaptive streaming systems and techniques are described in US Patent

Publication No. 2008/0195743, which is incorporated herein by reference.
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[oo05] While this adaptability does allow a relatively flexible form of media
delivery, it can create challenges because multiple copies of each program typically
need to be made available to the client at the same time. That is, the client needs to
be able to switch between high-bandwidth or lower bandwidth streams on relatively
short notice, so both high and low bandwidth streams need to be readily available.
Often, more than two streams are provided for each program so that the client
application has more options in selecting the appropriate bandwidth for the then-
current conditions.  Providing the multiple copies of each program stream can
quickly consume available resources such as network bandwidth, encoder
capabilities, storage space on a file server, and the like.

[0006] The resource consumption issue is quickly compounded in the multi-cast
setting where multiple users simultaneously receive the same content, since the
differently-encoded copies of the same program all need to be made available to
each of the different users at the same time. It is therefore desirable to create
systems and methods to reliably and conveniently manage available resources while
providing multiple multicast media streams to customers.  These and other
desirable features and characteristics will become apparent from the subsequent
detailed description and the appended claims, taken in conjunction with the

accompanying drawings and this background section.

BRIEF SUMMARY
[o007] Various exemplary embodiments provide client or server systems,
processing devices and/or techniques to adaptively manage the multicast delivery of
multiple media programs. Typically, each of the media programs is encoded into a
plurality of media streams, each stream having different encoding parameters than
the other streams of the same media program. Real-time or other feedback
information about the delivery of the multiple media programs is received, and the
number of streams available for at least one of the multiple media programs is
adapted in response to the received feedback. Some implementations may receive
the feedback information in real time so that changes in the available streams can
be made in response to changing network conditions, changing viewer demand,
and/or other factors as desired. This allows network resources to be efficiently

allocated where they can provide the most benefit for the most users.
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[o008]Various embodiments, aspects and other features are described in detail

below.

BRIEF DESCRIPTION OF THE DRAWING FIGURES
[o009] Exemplary embodiments will hereinafter be described in conjunction with
the following drawing figures, wherein like numerals denote like elements, and
[0010] FIG. 1 is a block diagram of an exemplary system for adaptively managing
the multicast delivery of multiple media streams;
[0o011] FIG. 2 is a message flow diagram showing an exemplary process for
adaptively managing the multicast delivery of multiple media streams; and
[o012] FIG. 3 is a flowchart of an exemplary process executable by a resource
management system for adaptively managing network resources in a multicast

media delivery environment.

DETAILED DESCRIPTION

[0013] The following detailed description of the invention is merely exemplary in
nature and is not intended to limit the invention or the application and uses of the
invention. Furthermore, there is no intention to be bound by any theory presented
in the preceding background or the following detailed description.

[0014] As noted above, reliable multicast delivery of adaptive video streams can
consume substantial network bandwidth, encoder resources, file storage, and/or
other resources. Conventionally, multiple multicast streams of the same program
having different encoding parameters (e.g., bit rate, frame rate, resolution, etc.)
were simultaneously provided for each media program. That is, each program
would typically be simultaneously multicast as a high bandwidth stream, a low
bandwidth stream and/or any number of intermediate bandwidth streams. Client
media players operated by viewers simply tuned in to the program stream having
the best set of parameters for then-current playback conditions. If a playback began
to lag, then the media player would typically switch to a lower bandwidth stream
(e.g., a stream having lower bit rate, frame rate, resolution and/or other
parameters). When conditions were able to support a higher bandwidth stream,
then the player would adaptively switch to a different stream that contained the
same programming encoded with different parameters. Again, however, this

typically requires multiple simultaneous multicasts of each program, since each
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program needs to be available at different bandwidths for different clients. The
multiple streams for each of the multiple programs can consume a relatively large
amount of bandwidth very quickly.

[o015] Various embodiments are able to effectively manage network resources
during multicast delivery by temporarily discontinuing certain streams in response
to then-current network conditions and/or in response to customer demand.
Rather than simply providing a full range of different-bandwidth copies of each
program at all times, a computer can automatically select only those streams that
are actually in demand, or that have the greatest demand. Copies of programs
having little or no demand can be temporarily suspended to make resources
available to other streams. Viewers of suspended streams can be redirected to use
streams having different parameters (e.g., a slightly higher or lower bandwidth
stream containing the same program), and/or to obtain the stream from another
source. Real-time feedback about then-current demand for the various streams can
therefore be used to ensure that those streams having the greatest demand receive
an adequate allocation of resources, thereby improving the user experience for the
greater share of then-current users.

[0016] Turning now to the drawing figures and with initial reference to FIG. 1, an
exemplary system 100 to adaptively manage the multi-cast delivery of media
streams suitably includes an encoder 102, a multicast delivery server 112, and a
resource management system 115. Various embodiments may additionally include a
unicast delivery server 110 and/or an interface 111 to an alternate delivery system
(e.g., cable television, broadcast television, direct broadcast satellite (DBS), and/or
the like). The various components shown in FIG. 1 may be jointly provided by a
common service provider, or different service providers may work together to
provide different components of the system 100. A television network or other
content provider could provide content that is already encoded in the appropriate
formats, for example, thereby obviating the need for a separate encoder 102 in some
implementations. Similarly, unicast and/or multicast hosting could be performed
by any sort of content delivery network (CDN) or other service, as appropriate. Still
further, the resource management service 115 could be equivalently combined into
the encoder 102, the multicast hosting service 112, and/or any other service as

desired.
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[0017] Encoder 102 is any device or service capable of encoding media programs
104 into one or more adaptive streams 105A-C. In the exemplary embodiment
shown in FIG. 1, encoder 102 is a digital computer system that is programmed to
create multiple streams 105A-C that each represent a media program 104 in its
entirety. Typically, each stream 105A-C is made up of smaller segments 106 that
represent a small portion of the program in a single data file. Each stream 105A-C
is typically encoded so that segments 106 of the different streams 105A-C are
interchangeable with each other. That is, a client media player 120A-C can mix and
match segments 106 from different streams 105A-C to continue seamless playback
even as network conditions or other resources change.

[0018] For unicast (one-to-one) distribution, the sets of segments 106 making up
each stream 105 are stored on a content delivery network (CDN) or other server for
distribution on the Internet or another network 125. Typically, a media player
application executing on one or more client devices 120A-C contains intelligent
logic to select appropriate segments 106 as needed to obtain and playback the media
program 104. As noted above, segments 106 may be interchangeable between
streams 105 so that higher bandwidth segments 106 may be seamlessly intermixed
with lower bandwidth segments 106 to reflect changing network or other conditions
in delivery over network 125. In some implementations, the media player 120
initially obtains a digest or other description of the available segments so that the
player itself can request the segments 106 as needed. Often, such requests can be
processed using conventional hypertext transport protocol (HTTP) constructs that
are readily routable on network 125 and that can be served by conventional CDN or
other web-type servers 110. Media player 120 may issue conventional HTTP “get”
instructions for particular segment files 106 hosted by a CDN 110, for example.
CDN 110 would respond with the appropriate segment files 106 using conventional
HTTP “put” statements, as appropriate.

[0019] In a multicast setting, client devices 120A-C similarly obtain encoded
segments 106 from a service 112 via network 125. Typically, however, multicast
segments 106 are simultaneously pushed to multiple client devices 120A-C. The
media player at the client device 120 retains some control over the received content,
however, by switching between different streams 105A-C of segments 106 as
needed. That is, multicast server 112 provides simultaneous streams 105 of

segments 106 for each program being broadcast so that the different client devices
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120A-C are each able to obtain segments 106 of the program with the appropriate
encoding parameters for the then-current conditions, as determined by client
devices 120A-C. Again, this typically entails service 112 providing multiple
simultaneous streams 105 for each program 104 so that the various devices 120A-C
can switch between any of the available streams 105A-C as needed.

[o020] Multicast server 112 suitably includes appropriate computer hardware (e.g.,
a processor, memory and input/output interfaces) executing appropriate software
to support the various functions described herein. Delivery function 113 may be
implemented using, for example, conventional web server, media streaming and
multi-casting techniques and structures (e.g, HTTP or the like). Multicast server
112 also provides a monitoring function 114 that can be used to provide feedback 116
to the resource management service 115. In various embodiments, function 114
tracks which streams 106 for the various programs 104 are being used or not used
so that unused or lightly-used streams 106 can be identified. Demand for each
stream 105A-C may be identified by tracking the number of HTTP requests received
for segments 106 associated with each stream, or in any other manner. Function 114
may alternately or additionally track network bandwidth, processor utilization
and/or other resources that could impact delivery of multi-cast streams 106 to
clients 120A-C, and this information could be incorporated into feedback 116.
[0021] Resource management service 115 is a computerized service that
automatically adapts the multicast delivery of media streams 105 in response to
feedback information 116. In many implementations, resource management service
115 executes on a conventional digital computer that includes a processor, memory,
input/output interfaces and the like. Some embodiments may perform the resource
management function of service 115 with the same hardware used to perform the
encoding and/or multicast delivery functions, as desired. Resource manager 115 as
shown in FIG. 1 could be equivalently combined with unicast server 110, multicast
server 112, encoder 102 and/or other services as desired.

[0o022] When feedback information 116 indicates that one or more streams are
unused (or only lightly used), then lightly-used stream may be temporarily (or
permanently) discontinued from further delivery to conserve bandwidth or other
resources. Similarly, when network bandwidth or other resources available to

multicast delivery service 112 become constrained or otherwise unavailable, then
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the lesser-used streams may be temporarily or permanently discontinued to
conserve the resources that are available.

[0023] In some embodiments, the encoding function may also be adapted to
conserve encoding resources used in streaming live broadcast programming or the
like. To that end, various embodiments allow real-time encoding of one or more
streams 105A-C to be temporarily suspended to preserve resources for more
popular streams 105A-C. This may be particular useful during multicasts of live
broadcasts such as sporting events. If demand for a particular stream 105A-C is
identified as being particularly low at a given time, for example, then encoding of
that stream 105 could be temporarily suspended to preserve encoder capabilities for
other, more popular streams 105.

[0024] The particular streams 105 that are discontinued may be determined in any
manner. In some implementations, higher or intermediate bandwidth streams may
be discontinued while a lower bandwidth stream remains available, thereby
allowing viewers to continue watching the program 104, albeit at lower quality.
Media player applications executing on client devices 120A-C may be notified of
changes in the available streams 105 for a particular program 104 by sending a new
digest, or through other in-band or out-of-band signaling as appropriate.

[0025] Some embodiments may further allow discontinued streams to be provided
in alternate ways. A discontinued stream may be redirected from delivery over
network 125 to delivery over a television service via interface 111, for example. In
such embodiments, the client device 120A-C obtains the discontinued signal via a
cable television, broadcast television, DBS or other signal as appropriate. In other
implementations, the client device 120A-C receives an instruction to obtain the
discontinued stream from a unicast source 110, if such a source is available that has
access to the needed stream and program.

[0026] Streams may be discontinued in any manner; various embodiments may
provide an instruction 117 to direct the delivery function to cease further delivery of
the discontinued stream. In some implementations, delivery service 113 simply
provides a predetermined code in response to HTTP requests for discontinued
segments 106. The code could be, for example, an HTTP error code or the like that
notifies the requesting client device that the requested stream 105 is no longer
available. Further, some embodiments could configure client devices 120A-C to

recognize alternate streams or sources of the suspended content from the received
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error codes. Rather than simply providing a “requested content not available” (e.g.,
HTTP 204/404 error), for example, server 112 could instead provide an error code
that directs the client 120 to request a higher or lower bandwidth, or to obtain the
content from an alternate source (e.g., unicast server 110, a television/cable/DBS
broadcast, or any other source). Software executing on client devices 120A-C could
therefore be configured to recognize particular error codes contained in HTTP or
other responses provided by server 112, and to react accordingly.

[0027] FIG. 2 shows an exemplary process 200 for adapting multicast delivery of
media streams. With reference now to FIG. 2, the encoder 102 suitably encodes the
various programs 104 at each data rate (or other parameter) supported within
system 100 (function 202). As noted previously, each program may be encoded
into any number of different streams 105 having any number of different encoding
parameters. The various streams 105 are then stored on a unicast server 110
(function 203) and/or multicast server 112 (function 204) as desired for delivery to
the various clients 120, as desired.

[0028] The client 120 suitably obtains the appropriate media stream using
conventional adaptive streaming techniques. In various embodiments, client 120
requests streamlets or other segments 106 of an appropriate stream 105 for a
desired program 104, as desired. The particular segments 106 and/or streams 105
can be identified through a digest or other summary provided by the appropriate
server 110, 112, or by another source as desired. In many implementations, the
various segments 106 can be referenced using conventional uniform resource
locators (URLs) or other addresses that conform to a standard format, or that are
otherwise indicated in digest or similar summary. In such implementations, the
client 120 suitably requests (function 207) the appropriate segment 106, and a
delivery module 113 (function 206) of server 112 responds with the requested
segment (function 208). The client 120 can request segments 106 corresponding to
different programs 104 and/or other available streams 105 that are associated with
the same program 104 as conditions warrant.

[0029] As noted above, multicast server 112 suitably monitors the streams 105 that
are being delivered (function 210) so that feedback 216 can be provided to the
resource manager 115. Generally, monitoring function 114 of the multicast server
112 is able to monitor which streams 105 are currently in use by tracking requests

207 and/or transmissions 208, as desired.
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[0030] Feedback 216 suitably indicates the current state of multicast delivery to
the resource manager 115. In various embodiments, feedback 216 reflects real time
demand for the different streams 105 and/or the then current conditions of server
112 and/or network 115. Resource manager 115 processes the feedback data 216 to
determine whether to adapt the encoding of the stream (function 218) and/or the
delivery of the stream (function 222). In some implementations (e.g., when a live
broadcast is encoded in real time as it is being streamed on network 125), the
encoding of certain streams 105 can be suspended at least temporarily to conserve
encoding or delivering capability. This could be accomplished by sending an
instruction 220 to suspend encoding by encoder 112, as appropriate.

[0031] Even if the lower-demand stream 105 has already been encoded, however,
it may still be beneficial to suspend delivery of the stream when conditions warrant.
This may be accomplished by sending a message 225 to the multicast server 112, as
appropriate. The resource manager 115 may also communicate with unicast server
110 (function 224) to suspend delivery of one or more streams, to notify the server
110 that certain streams 105 will no longer be available from multicast server 112, or
for any other purpose. Server 112 will subsequently cease delivery of segments 106
associated with the suspended streams. Subsequent messages 225 could indicate
that delivery of one or more suspended streams 105A-C should be restarted, as
appropriate.

[0032] The delivery module 113 of multicast server 112 notifies relevant clients 120
when certain streams 105 are no longer available (function 226). This update may
provide a new digest, or other information that lets client 120 become aware of
other ways to obtain similar content (e.g., the same program encoded with different
parameters). Equivalently, function 226 could involve providing an HTTP or
similar code to the requesting client 120 in response to subsequent requests for
suspended segments 106. As discussed above, the codes provided in response to
such requests could be selected to provide clients 120A-C with additional
information about how to obtain replacement content, as desired.

[0033] As noted above, it may be desirable in many instances to suspend higher
bandwidth streams 105 (or intermediate bandwidth streams 105) of certain
programs 104 since these will produce greater bandwidth savings. Even if a desired
bandwidth stream 105 becomes unavailable (function 227), the client 120 may be

able to nevertheless request a different stream 105 (function 228) to obtain a stream
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105 that encodes the same program 104 with different encoder settings (e.g., at a
slightly higher or lower bandwidth). The client 120 is therefore able to seamlessly
adapt to the available streams 105 with little or no perceived interruption in the
playback of the program 104 to the viewer (function 230). As noted above, other
embodiments may alternately or additionally notify the client (e.g., with function
226) that the discontinued stream 105 is available from a unicast source (e.g., server
110) and/or from a different broadcast source (e.g., via cable, broadcast or DBS
interface 111). The various functions shown in FIG. 2 may be supplemented,
modified or differently ordered in any manner to create any number of equivalent
embodiments.

[0034] Turning now to FIG. 3, an exemplary process 300 to manage resources in a
multicasting streaming system 100 suitably includes various functions 302-310 that
can be carried out using programmable software code executed by a computer
system, such as resource management system 115. The software code used to
implement the various functions may be stored in memory, disk storage or other
non-transitory storage available to the computer system, and may be executed by
any conventional microprocessor, microcontroller or other programmable circuitry.
Equivalent embodiments may supplement, modify and/or differently arrange the
various functions shown in FIG. 3 in any manner.

[0035] Process 300 suitably involves receiving real-time or other feedback data 116
from the multicast delivery service 112 (function 302). In many implementations,
the feedback data 116 indicates the real-time demand for various streams 105,
and/or otherwise indicates the then-current demands placed upon the multicast
delivery service 112. If the then-current demand is not being met, then it may be
desirable to increase resources for one or more streams by providing additional
streams (function 305) of varying encoding parameters, or providing multiple
copies of the highly-demanded stream.

[0036] Conversely, if the network bandwidth, server capacity or other computing
resources are exceeded (function 306), then it may be beneficial to identify one or
more streams 105 that can be discontinued or redirected (function 307). Various
embodiments may consider whether sufficient server capacity and/or network
bandwidth is available before increasing the number of streams in function 305.
Such embodiments may also look for lower demand streams 105 of the same

program or of a different program 104 that can be suspended to make extra
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resources available for high-demand streams 105. As noted above, suspended
streams may be redirected for delivery via unicast or other channels in some
implementations.

[0037] Even if sufficient resources do remain available, it may be desirable to
suspend those streams that are currently experiencing low or no demand (function
308). In various embodiments, the number of current stream recipients can be
compared to a threshold value to determine whether the stream should be
continued. If the number of recipients dips below the threshold, then the stream
may be suspended, and those clients 120 that are currently receiving the stream
may be redirected to a different stream (e.g., a lower bandwidth stream) and/or a
different source for the discontinued stream (function 309). Process 300 or any
portion thereof may be repeated for any number of different programs 104 or
streams 105 (function 310), as desired.

[0038]The foregoing discussion therefore considers whether particular streams
105A-C that are provided as part of a multicast streaming service can be adaptively
managed to provide efficient use of server resources while still preserving better
performance for most users. The general concepts set forth herein may be adapted
to any number of equivalent embodiments.  Although the discussion herein
frequently considers network 125 to be the Internet or a similar network, for
example, equivalent concepts could be applied to telephone, cable television, DBS
networks and/or the like to allocate media streams distributed in those
environments. Equivalent concepts could, for example, allocate bandwidth on a
cable or DBS network according to monitored or estimated demand. Many other
enhancements, modifications and other changes could be made in a wide array of
alternate but equivalent embodiments.

[0039] The term “exemplary” is used herein to represent one example, instance or
illustration that may have any number of alternates. Any implementation described
herein as exemplary is not necessarily to be construed as preferred or advantageous
over other implementations. While several exemplary embodiments have been
presented in the foregoing detailed description, it should be appreciated that a vast
number of alternate but equivalent variations exist, and the examples presented
herein are not intended to limit the scope, applicability, or configuration of the

invention in any way. To the contrary, various changes may be made in the function
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and arrangement of elements described without departing from the scope of the

claims and their legal equivalents.
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CLAIM

What is claimed is:

1. A method executable by a computer to adaptively manage the
multicast delivery of multiple media programs, wherein each of the media programs
is encoded into a plurality of streams, each stream having different encoding
parameters than the other streams of the same media program, and wherein the
method comprises:

receiving feedback about the delivery the multiple media programs at
the computer; and

adapting, by the computer, the number of streams available for at
least one of the multiple media programs in response to the received feedback so
that delivery of the more popular streams is continued while delivery of less popular

streams is suspended.

2, The method of claim 1 wherein each of the plurality of streams of each
media program represents a copy of the same media program encoded with a
different bit rate.

3. The method of claim 1 wherein the adapting comprises making fewer
streams of at least one of the programs available when the feedback indicates a

decrease in available bandwidth.
4. The method of claim 3 wherein the adapting comprises directing that
the client use a different copy of the program when the copy previously used by the

client is no longer available.

5. The method of claim 3 further comprising the computer directing that

streams no longer provided be provided instead over a different delivery medium.

6. The method of claim 6 when the different delivery medium is a direct

broadcast satellite medium.
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7. The method of claim 1 wherein the adapting is performed in real time

by the computer as the multiple media programs are delivered to clients.

8. The method of claim 1 wherein the feedback comprises demand
information describing a real-time demand for at least one of the media programs,
and wherein the adapting comprises discontinuing delivery of at least one stream of

the media program if the real-time demand is less than a threshold value.

0. The method of claim 8 wherein the feedback is provided by a multicast
delivery server, and wherein the adapting comprises communicating with the
multicast delivery server to discontinue the delivery of the at least one stream of the

media program.

10. The method of claim 8 wherein the adapting comprises initiating an
instruction to a client that directs the client to subsequently obtain the discontinued
stream of the media program from a unicast delivery source that is different from

the multicast delivery server.

11.  The method of claim 1 wherein segments of the streams are delivered

in response to HTTP requests received from client devices.

12.  The method of claim 11 wherein the adapting comprises responding to
the HTTP requests for the segments of suspended streams by providing an HTTP

code indicating that the suspended stream is no longer available.

13.  The method of claim 12 wherein the HTTP code indicates an alternate

source for the same content contained in the suspended stream.

14. A computer system having a processor and a memory, wherein the
processor is configured to adaptively manage the multicast delivery of multiple
media programs, wherein each of the media programs is encoded into a plurality of
streams, each stream having different encoding parameters than the other streams
of the media program, and wherein the processor is further configured to adaptively

manage the multicast delivery by:
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delivering segments associated with each of the streams in response to
requests received from client devices;

monitoring the number of requests received for each of the plurality of
streams associated the multiple media programs; and

adapting the streams that are made available for at least one of the

multiple media programs in response to the monitored number of requests.

15.  The computer system of claim 14 wherein segments of the streams are

delivered in response to HTTP requests received from client devices.

16.  The computer system of claim 15 wherein the adapting comprises
responding to the HTTP requests for the segments of suspended streams by
providing an HTTP code indicating that the suspended stream is no longer

available.

17.  The computer system of claim 16 wherein the HTTP code indicates an

alternate source for the same content contained in the suspended stream.

18. A data processing system comprising:

an encoding system configured to produce a plurality of streams of a
media program, wherein each of the plurality of streams represents a copy of the
same media program encoded using a different encoding parameter;

a multicast delivery system configured to provide multicast delivery of
the plurality of streams to each of a plurality of clients, to monitor the multicast
delivery of the plurality of streams, and to provide feedback about the monitored
delivery of the plurality of media streams; and

a resource management system configured to receive the feedback
about the monitored delivery of the plurality of media streams and, responsive to
the feedback, to adapt the plurality of media streams representing the media

program that are provided by the content delivery system.

19. The data processing system of claim 18 wherein the feedback
describes demand for each of the plurality of media streams representing the media

program, and wherein the resource management system is configured to adapt the

_15_



WO 2014/106206 PCT/US2013/078358

plurality of media streams by directing the multicast delivery system to temporarily

suspend delivery of streams of the media program having demand below a
threshold.

20. The data processing system of claim 19 wherein the streams are
delivered in response to HTTP requests received from clients, wherein the multicast
delivery system suspends delivery of the streams having demand below the
threshold by responding to the HTTP requests with an HTTP code indicating that
the suspended stream is no longer available, and wherein the HTTP code indicates

an alternate source for the same content contained in the suspended stream.
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