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ASYNCHRONOUS PROCESSING OF DIGITAL ASSISTANT
REQUESTS

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application claims priority to U.S. Patent Application Serial No.
15/193,929, filed on June 27, 2016, titled “ASYNCHRONOQOUS PROCESSING OF
DIGITAL ASSISTANT REQUESTS,” the entire contents of which are incorporated by
reference herein.

BACKGROUND

[0002] Some phones and other devices provide digital assistant functionality that
allows a user to submit queries and make other requests. For example, a user may
speak a voice query to a device, and the device may obtain and present search
results in response to the query. Digital assistant functionality may involve
processing by a server system, for example, to perform speech recognition. Digital
assistant functionality thus is sensitive to changes in a wireless communication
channel between the user's device and the server system, and the functionality can
be affected when there is latency on the channel, a temporary reduced data rate, or
interruption of the channel. Such may be caused by radio channel conditions, e.g.
resulting from interference, or network-originating issues. Where part-processing of a
request is performed on the user's device, technical limitations of the device or
utilization of device resources on other tasks can impede operation of the digital

assistant functionality.

SUMMARY

[0003] In some implementations, at least some user requests made to a digital
assistant, e.g., a conversational agent, can be performed asynchronously to the
user's request. Users may submit various types of requests to a digital assistant,
some of which may not require execution to be immediate or synchronous with the
users request. A server system can identify user requests that are appropriate for

asynchronous execution, and decouple the timing for carrying out those requests
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from the user’s conversation with the digital assistant. As a result, the system can
avoid delays that could block the user from making other requests to the digital
assistant. For example, with synchronous execution, a user is typically required to
wait until the most recently requested action is completed before the user may issue
a new request. These delays can be avoided with asynchronous processing,
however, since new requests can be received and processed in parallel with
previously requested actions that are in process or are scheduled to be performed.
As an example, when a first action is selected for asynchronous execution, the digital
assistant can provide confirmation that the first action will be executed, and receive

and process further requests from the user before the first action has completed.

[0004] The techniques used by the server system to select between synchronous
and asynchronous actions requested by a user may also be performed by one or
more client devices, or by a combination of a server system and one or more client
devices. For example, a client device can evaluate user request to determine
whether to perform a particular request synchronously or asynchronously with
respect to the request. As discussed below, this can enable a client device to handle

temporary network outages and other connection disturbances.

[0005] To enhance reliability and dependability, asynchronous execution can be
made subject to certain time constraints. With asynchronous execution, actions are
not required to be performed in sequence with or immediately after a request, and so
can be performed after the user's conversation with the digital assistant has moved
on to other topics. However, a server system can monitor the execution of the action
and take steps to ensure that execution occurs within a reasonable amount of time.
For example, a timeout period can be set for execution of an action. If execution is
not completed within the timeout period, the server system can retry the action or
notify the user of a delay or failure. These constraints can be implemented as “soft”
real-time constraints, so that actions may be performed with some allowable amount
of delay, yet are guaranteed to occur soon enough that the difference from

synchronous execution is negligible to the user.

[0006] As an example, a user may request a calendar appointment to be set for a
certain time on the following day. The digital assistant system may determine that
the action of setting the appointment may be performed asynchronously, e.g.,

because the action does not require immediate processing or output to the user.
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Nevertheless, the digital assistant system may set a time constraint, such as 5
minutes or 15 minutes from the time of the user's request, for performing the action
and synchronizing data among the user’s various devices. This constraint allows the
digital assistant system the flexibility of delaying execution, e.q., for load balancing or
to manage delays of third-party server systems, while also limiting potential
inconvenience to the user, who may wish to view upcoming appointments not long

after making the request.

[0007] One innovative aspect of the subject matter described in this specification is
embodied in methods that include the actions of: receiving data indicating a user
request to a digital assistant, determining an action corresponding to the user
request; determining that the action is classified as an action to be performed
asynchronously to the user request; and based on determining that the action is
classified as an action to be performed asynchronously to the user request: (i)
sending a confirmation message for output; and (ii) causing the action to be

performed asynchronously to the user request.

[0008] Other embodiments of this and other aspects include corresponding
systems, apparatus, and computer programs, configured to perform the actions of
the methods, encoded on computer storage devices. A system of one or more
computers or other processing devices can be so configured by virtue of software,
firmware, hardware, or a combination of them installed on the system that in
operation cause the system to perform the actions. One or more computer programs
can be so configured by virtue having instructions that, when executed by data

processing apparatus, cause the apparatus to perform the actions.

[0009] These and other embodiments may each optionally include one or more of

the following features.

[0010] In some implementations, receiving the data indicating user input to the
digital assistant includes receiving audio data comprising a voice command; the
method includes performing automated speech recognition to determine a
transcription for the voice command; and determining the action corresponding to the

user input includes determining the action based on the transcription.

[0011] In some implementations, the user request is a first user request from a

user, and causing the action to be performed asynchronously to the user request
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includes receiving one or more other user requests from the user to the digital

assistant before performing the action requested by the first user request.

[0012] In some implementations, the user request is a first user request, and
causing the action to be performed asynchronously to the user request includes
performing actions corresponding to one or more other user requests from the user
to the digital assistant before performing the action requested by the first user

request.

[0013] In some implementations, sending the confirmation message for output

includes sending a confirmation message indicating that the action will be performed.

[0014] In some implementations, a text-to-speech system is used to generate
audio data comprising synthesized speech; and sending the confirmation message

includes sending the generated audio data comprising the synthesized speech.

[0015] In some implementations, determining that the action is classified as an
action to be performed asynchronously to the user request includes: determining that
the action corresponds to a particular action type; accessing assignment data that
indicates whether different action types are assigned to be executed synchronously
or asynchronously to a request; and determining, based on the assignment data, that

the particular action type is assigned to be executed asynchronously to a request.

[0016] In some implementations, determining that the action is classified as an
action to be performed asynchronously to the user request includes: identifying an
application or server configured to perform the action; and determining that requests
to the identified application or server have been designated for asynchronous

processing.

[0017] In some implementations, causing the action to be performed
asynchronously to the user request includes: storing a record indicating the action
that is requested; and based on the stored record, sending a request to a server

system to perform the action.

[0018] In some implementations, causing the action to be performed
asynchronously to the user request includes: selecting, based on the identified
action, an area of a data storage system; sending a write request to store data about
the action in the selected area; in response to the write request, issuing a remote

procedure call to execute software corresponding to the selected area of the data
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storage system; and generating, using the executed software, a request to an

application server to perform the action.

[0019] In some implementations, causing the action to be performed
asynchronously to the user request includes: sending a request to a server system to
perform the action; setting a timeout period for completion of the action; determining
that the action is completed before the end of the timeout period; and storing data

indicating execution of the action.

[0020] In some implementations, additional features include: receiving data
indicating a second user request to the digital assistant; determining a second action
corresponding to the second user request; determining that the second action is not
classified as an action to be performed asynchronously to the second user request;
and based on determining that the second action is not classified as an action to be
performed asynchronously to the second user request, causing the second action to

be performed synchronously with respect to the user request.

[0021] In some implementations, additional features include: receiving data
indicating a second user request to the digital assistant; determining a second action
corresponding to the second user request; determining that the second action is
classified as an action to be performed asynchronously to the second user request;
based on determining that the second action is classified as an action to be
performed asynchronously to the second user request, initiating performance of the
second action; determining that the second action is not performed within a timeout
period; and providing, for output, a message indicating that performance of the
second action has failed.

[0022] Advantageous implementations can include one or more of the following
features. For example, the techniques disclosed in this document can reduce
delays, increase reliability, and increase efficiency of handling user requests, such
as requests to a digital assistant. In some digital assistant systems, processing of
user requests can result in delays that block a user from making additional requests
until a first request is completed. Some digital assistants use a combination of client-
based and server-based processes to handle voice inputs, resulting in delays for
several communications back and forth between a client device and server. A first

network round-trip may be required for a client device to send speech data to a
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server for speech recognition and then receive a transcription of the speech data.
Once the client device processes the transcribed text, a second network round-trip
may then be required for a local application of the client device to communicate with
a back-end application server and receive confirmation from the application server.
The delay can be significant, especially when a third-party server is slow to respond
or is temporarily unavailable. These network operations, plus the time needed for
processing at each stage, can result in undesirable delays between a voice request
and completion of the requested action. These delays can block the user from
carrying out other tasks in the meantime, since the conversation with the digital

assistant often cannot continue until processing of the current request is completed.

[0023] The asynchronous processing techniques discussed below can reduce or
eliminate delays experienced by a user, and can allow the user to continue a
conversation with the digital assistant before the action requested by a current
request has been performed. Actions can be executed asynchronously from the
corresponding request, which decouples the timing of execution of the action from
the ongoing conversation with the assistant. A time period for the action can also be
imposed so that the asynchronous execution occurs reliably without inconveniencing

the user.

[0024] The disclosed techniques for asynchronously processing voice commands
at a server can also increase the reliability and flexibility of a digital assistant. Some
digital assistants rely on a client device to manage or initiate actions that a user
requests. Certain actions may require specific applications to be installed at the
client device for an action to be carried out. However, the requested action may not
be performed if the client device lacks appropriate processing capability, does not
have an appropriate application installed, or is otherwise improperly configured to
perform the action. Executing actions at the server increases reliability because
execution does not depend on capabilities of the client device. This allows the digital
assistant to be used with platforms having lower hardware and software
requirements, including such as wearable devices or embedded devices that may

not have appropriate applications for handling an action.

[0025] For example, a user may speak a command “Add bread to the shopping list”
that is received by the user's watch. The watch is not required to include a list

management application to perform the action, since one or more servers can
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perform the action and also cause the new list information to be synchronized to the
user's devices that do have the list management application. As a result, with the
asynchronous server-based execution of actions, any request that the server can
fulfill can be made to the digital assistant at any client device, regardless of the client

device’s ability to fulfill the request.

[0026] The disclosed techniques can also improve efficiency of responding to user
requests. A server can create a queue of actions to be performed asynchronously
on behalf of many users. Because the actions are performed asynchronously, the
delays in execution can vary according to the volume of user requests without
affecting the user experience. Processing delays are hidden from the user, allowing
a server to handle a larger peak volume of requests by spreading the execution of
actions over time. While some delays are permitted, the amount of delay for each
action can be constrained. Actions can be required to occur within a time period of,
e.g., 5 minutes, or 15 minutes, or another time period, to provide “soft” or

approximate real-time execution.

[0027] The techniques also increase efficiency of processing at user devices.
Since the server handles execution of the voice command, less processing needs to
be done by the user device. This reduces power consumption and increases battery
life, while enhancing the ability of the digital assistant to be used with devices such

as a watch or other wearable device that has limited processing capabilities.

[0028] In addition, the asynchronous nature of processing can allow a device to
cache interactions or deal with low connectivity. A queue of commands may be
created at a device and then be sent for later execution. A device that lacks
connectivity to a server can still receive commands and store them, then send them
to a server for processing once connectivity is restored. Similarly, if a first server
attempts to perform an action using a third-party server that is unavailable, the first
server can delay or retry the action until the action succeeds or the user needs to be

notified of the failure.

[0029] The details of one or more embodiments of the subject matter described in
this specification are set forth in the accompanying drawings and the description
below. Other features, aspects, and advantages of the subject matter will become

apparent from the description, the drawings, and the claims.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0030] FIGS. 1 and 2 are diagrams that illustrates an example of a system for

asynchronous processing of user requests.

[0031] FIG. 3 is a flow diagram that illustrates an example of a process for

asynchronous processing of user requests.

[0032] Like reference numbers and designations in the various drawings indicate

like elements.

DETAILED DESCRIPTION

[0033] FIG. 1is a diagram that illustrates an example of a system 100 for
asynchronous processing of user requests. The system 100 includes a user device
104 that a user 102 can use to access digital assistant functionality. The user device
104 communicates with a server system 110 over a network 106. The network 106
can include public and/or private networks and can include the Internet. The server
system 110 also communicates with an application server 112 to cause requested
actions to be performed. FIG. 1 also illustrates a flow of data, shown as stages (A)
to (1), which represent a flow of data. Stages (A) to (I) may occur in the illustrated
sequence, orin a sequence that is different from the illustrated sequence. For

example, some of the stages may be occur concurrently.

[0034] The user device 104 can be a computing device, e.g., a mobile phone,
smart phone, personal digital assistant (PDA), music player, e-book reader, tablet
computer, a wearable computing device, laptop computer, desktop computer, or
other portable or stationary computing device. The user device 104 can feature a
microphone, keyboard, touchscreen, or other interface that enables the user 102 to
provide inputs to the user device 104.

[0035] The server system 110 can include one or more computers. In some
implementations, one or more computers of the server system 110 may
communicate with the user device 104 and one or more other computers may
perform other tasks such as speech recognition, text-to-speech processing, analysis

of user requests, and so on.
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[0036] The application server 112 can be a server that supports one or more
applications. The application server 112 can be a third-party server, operated
independently of the server system 110. For example, the third-party server can be
a back-end application server that provided information for display on or for the
configuration of applications on the user device 104. The server system 110 can
communicate with multiple application servers 112, and each may correspond to a
different application. For example, the server system 110 may communicate with a
first application server to perform actions regarding a reminder application, with a
second application server to perform actions regarding a calendar application, and

SO oNn.

[0037] The network 106 can include public and/or private networks and can include

the Internet.

[0038] The techniques disclosed in this document can reduce delays, increase
reliability, and increase efficiency of handling user requests, such as requests to a
digital assistant. In some digital assistant systems, processing of user requests can
result in delays that block a user from making additional requests until a first request
is completed. Some digital assistants use a combination of client-based and server-
based processes to handle voice inputs, resulting in delays for several
communications back and forth between a client device and server. A first network
round-trip may be required for a client device to send speech data to a server for
speech recognition and then receive a transcription of the speech data. Once the
client device processes the transcribed text, a second network round-trip may then
be required for a local application of the client device to communicate with a back-
end application server and receive confirmation from the application server. The
delay can be significant, especially when a third-party server is slow to respond oris
temporarily unavailable. These network operations, plus the time needed for
processing at each stage, can result in undesirable delays between a voice request
and completion of the requested action. These delays can block the user from
carrying out other tasks in the meantime, since the conversation with the digital

assistant often cannot continue until processing of the current request is completed.

[0039] The asynchronous processing techniques discussed below can reduce or
eliminate delays experienced by a user, and can allow the user to continue a

conversation with the digital assistant before the action requested by a current



WO 2018/004727 PCT/US2016/064368

request has been performed. Actions can be executed asynchronously from the
corresponding request, which decouples the timing of execution of the action from
the ongoing conversation with the assistant. A time period for the action can also be
imposed so that the asynchronous execution occurs reliably without inconveniencing

the user.

[0040] The disclosed techniques for asynchronously processing voice commands
at a server can also increase the reliability and flexibility of a digital assistant. Some
digital assistants rely on a client device to manage or initiate actions that a user
requests. Certain actions may require specific applications to be installed at the
client device for an action to be carried out. However, the requested action may not
be performed if the client device lacks appropriate processing capability, does not
have an appropriate application installed, or is otherwise improperly configured to
perform the action. Executing actions at the server increases reliability because
execution does not depend on capabilities of the client device. This allows the digital
assistant to be used with platforms having lower hardware and software
requirements, including such as wearable devices or embedded devices that may

not have appropriate applications for handling an action.

[0041] For example, a user may speak a command “Add bread to the shopping list”
that is received by the user's watch. The watch is not required to include a list
management application to perform the action, since one or more servers can
perform the action and also cause the new list information to be synchronized to the
user's devices that do have the list management application. As a result, with the
asynchronous server-based execution of actions, any request that the server can
fulfill can be made to the digital assistant at any client device, regardless of the client

device’s ability to fulfill the request.

[0042] The disclosed techniques can also improve efficiency of responding to user
requests. A server can create a queue of actions to be performed asynchronously
on behalf of many users. Because the actions are performed asynchronously, the
delays in execution can vary according to the volume of user requests without
affecting the user experience. Processing delays are hidden from the user, allowing
a server to handle a larger peak volume of requests by spreading the execution of
actions over time. While some delays are permitted, the amount of delay for each

action can be constrained. Actions can be required to occur within a time period of,

10
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e.g., 5 minutes, or 15 minutes, or another time period, to provide “soft” or

approximate real-time execution.

[0043] The techniques also increase efficiency of processing at user devices.
Since the server handles execution of the voice command, less processing needs to
be done by the user device. This reduces power consumption and increases battery
life, while enhancing the ability of the digital assistant to be used with devices such

as a watch or other wearable device that has limited processing capabilities.

[0044] In addition, the asynchronous nature of processing can allow a device to
cache interactions or deal with low connectivity. A queue of commands may be
created at a device and then be sent for later execution. A device that lacks
connectivity to a server can still receive commands and store them, then send them
to a server for processing once connectivity is restored. Similarly, if a first server
attempts to perform an action using a third-party server that is unavailable, the first
server can delay or retry the action until the action succeeds or the user needs to be

notified of the failure.

[0045] In the example of FIG. 1, the user 102 makes a request to a digital assistant
using the user device 104. The request is provided to the server system 110, which
determines that an action requested by the user 102 can be performed
asynchronously to the request. As a result, before the requested action is executed,
the server system 110 sends confirmation to the user device 104 indicating that the
requested action will be performed. This allows the user to make further requests to
the digital assistant while the server system 110 manages execution of the already-
requested action in parallel. Although the action is performed asynchronously, the
server system 110 imposes constraints on the timing of execution so that the action

occurs within an appropriate amount of time, e.g., within a maximum time period.

[0046] In further detail, in stage (A), the user device 104 receives a user request
from the user 102. The user 102 may make the request to digital assistant
functionality accessed through or provided by the user device 104. The user 102
may invoke the digital assistant in any multiple ways, such as speaking a hotword,
pressing an on-screen button, pressing and holding a “home” button, performing a
gesture. The user may make the request through any appropriate type of user input,

such as typed input or voice input. In the illustrated example, the user 102 speaks a

11
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voice command 108, “Set a reminder for tomorrow at 4:00pm.” The user device 102
detects the spoken input and records audio data that represents the voice command
108.

[0047] In stage (B), the user device 104 sends data indicating the user request 115
to the server system 110. For example, when the request is made as a voice input,
the user device 104 can provide audio data for the user’s utterance. The audio data
can be an audio waveform recorded by the user device 102, a compressed form of
the audio information, or information derived or extracted from recorded audio, such

as data indicating speech features such as mel-frequency coefficients.

[0048] In stage (C), the server system 110 interprets the user request 115 to
determine what action the user 102 has requested to be performed. The server
system 110 can also determine other details about how the action should be
performed. The server system 110 includes a request interpreter module 120 that
analyzes the request. In some implementations, the request interpreter module 120
obtains text representing the user request. For voice requests, the request
interpreter module 120 may obtain a transcription for received audio from an
automated speech recognizer, which may be provided by the server system 110 or

another system.

[0049] The request interpreter module 120 then extracts information from the
request to determine the parameters of the request. For example, a type or category
for the requested action can be identified. The request interpreter module 120 can
parse the user's request and identify terms, phrases, or patterns that indicate
different actions. For example, a mapping between terms and action types can be
accessed, and the module 120 can look up an appropriate action type for the terms
of the user's request using the mapping. As another example, the text of the request
can use grammars that are known to represent requests for certain types of actions.
When the user request matches one of the grammars, an action type corresponding
to the grammar can be selected. As another example, a classifier or machine
learning system can analyze the request to determine what action the user 102 has

requested.

[0050] In the example of FIG. 1, the transcribed text of the voice command 108,

“set a reminder for tomorrow at 4:00pm,” is analyzed. The request interpreter

12
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module 120 determines that the request is for the action type of “Reminder.” This
action type is selected from a set of multiple predetermined action types, including
call, email, reminder, search, calendar, text message, and so on, where each action
type is associated with one or more keywords or grammars. Other types of actions
can also be used. For example, the system 110 can be configured to receive and
process requests regarding home automation, such as turning lights or appliances
on and off, or locking, unlocking, opening, or closing a door. Determining that the
user’s interaction with the digital assistant requests an action of a particular type can

assist in determining how to process the request later.

[0051] In some implementations, the request interpreter module 120 determines
other parameters of the action requested by the user 102. For example, by parsing
the text representing the user's request, data indicating details of how the action
should be performed are determined. In the example of FIG. 1, the request
interpreter module 120 determines that, within the general class of “Reminder”
actions, the action involves setting a new reminder, e.g., based on the term “set.”
This helps define the particular action requested and distinguish it from other actions
that are also of the “Reminder” action type. For example, a reminder application
may allow a certain set of actions, such as setting a new reminder, changing the time
of a reminder, changing a description of a reminder, or cancelling a reminder. The
request interpreter module 120 may determine what information is used by a
reminder application, e.g., fields or inputs provided through an application
programming interface (API), and determine corresponding values based on analysis
of the user request. As another example, the request interpreter module 120 can
determine that the requested reminder is for a date “tomorrow” and time “4:00pm.”
Each action type can have an associated set of data types or fields used to specify
the characteristics of actions of that action type. The request interpreter module 120
can access stored data to determine which parameters are relevant to the action
type, and also determine which parameters are indicated by the text of the user

request.

[0062] In some implementations, a particular application, an application type, or
service that would perform the requested action is identified. For example, a
particular action type may be associated with one or more applications or services.

In some implementations, an action type corresponds to a single application or
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service. When the user requests a reservation at a restaurant, for example, a
corresponding application or service capable of performing the action may be
identified. Similarly, for a request to set a calendar appointment, the request can be
identified as corresponding to the “calendar” action type. Before the request, the
“calendar” action type can be associated with a calendar application or service, so
that the appropriate types of data, data formats, and so on that may be needed to

carry out a calendar action are available when the request is received.

[0053] In stage (D), the server system 110 determines whether the action that the
user requested should be performed synchronously or asynchronously with respect
to the user's request. The server system 110 can select the appropriate type of
execution based on characteristics of the action requested. For example, the server
system 110 can determine whether the action is classified as an action to be
performed asynchronously to the user request based on the action type or other

characteristics of the action.

[0054] Users generally expect that some actions, like making a phone call or
obtaining search results, will be performed without delay. Other actions, like setting
a calendar appointment, are not required to be performed immediately. A modest
delay in setting a calendar appointment generally does not inconvenience a user, as
long as the action is performed before the scheduled time and before the user opens
the calendar to view that day’s appointments. Other requirements can also be
considered when assigning an action for synchronous or asynchronous execution,
such as the requirements of third-party systems used to carry out the action. For
example, synchronous execution can be required for actions that require
communication with a third-party server that has a short time-out, such as a two-
minute maximum before airline tickets, movie seats, or restaurant reservations are
released for purchase by others. These and other factors can be used to pre-
designate which actions or action types should use asynchronous execution, before
a user request is received. In addition, or as an alternative, the factors can be

considered in response to receiving a user request.

[0065] As an example, the server system 110 can use an execution selector
module 122 to select between different modes of executing the action the user
requested. The execution selector module 122 can access assignment data 130

that indicates which action types are designated for synchronous processing, and
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which action types are designated for asynchronous processing. For example, the
assignment data 130 in FIG. 1 maps each action type to either synchronous
execution (“S”), or asynchronous execution (“A”). This information can be
predetermined and stored prior to the user’'s request, but can also be updated and
changed as needed. In the illustrated example, the assignment data 130 indicates
that actions of the “reminder” action type are designated for asynchronous execution,
s0 the execution selector module 122 determines that asynchronous execution of the

users request is appropriate.

[0056] The execution selector module 122 may perform additional processing to
verify whether asynchronous execution is appropriate. For example, even if the
action requested is of a type that is generally appropriate for asynchronous
execution, the specific details of the request may make it less appropriate. For
example, setting a calendar appointment for the next week may not be time-critical,
but a setting an appointment for a time very soon after the request may increase the
risk that the action may not be performed soon enough with asynchronous
processing. The timing requirements of the user request can be taken into account,

and synchronous processing is selected when needed to ensure timely execution.

[0057] A predetermined time window can be set, for all action types or for specific
action types individually, so that actions that need to occur within the time window
are performed synchronously even if they are otherwise appropriate to be performed
asynchronously. This time window may be set according to an amount of time
required to carry out asynchronous actions, for example, representing an average or
worst-case time to execution for previous actions performed asynchronously. A
specific time may be designated, such as 1 hour from the user request, or 4 hours
from the user request. As another example, actions that are required to be
performed the same day they are requested may be selected for synchronous
execution. The time window for which asynchronous processing is appropriate may
be the same for all action types, or may be different for individual action types, or

may be set for specific actions.

[0058] In the example of FIG. 1, once the execution selector module 122
determines that the “reminder” action type is designated for asynchronous
processing, the module 120 also compares the time for the reminder, e.q., tomorrow

at 4:00 pm, with a time period for a time range restriction, e.g., the current day.
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Since the action does not need to be performed the same day it was requested, the
execution selector module 122 confirms that asynchronous execution of the action
should be used. If the reminder action had requested a reminder within the
restricted time period, e.g., on the same day, the execution selector module 122
could have selected synchronous processing instead, to minimize the risk that a user

would be inconvenienced by possible delays using asynchronous processing.

[0059] Other ways of determining asynchronous or synchronous execution can
also be used. As an example, a classifier or series of rules can be used to
determine whether asynchronous execution is appropriate for a requested action.

As another example, the execution selector module 120 may generate one or more
scores that reflect, for example, the time-sensitivity of the action requested, the
potential inconvenience to a user by delaying execution, an estimated amount of
delay that may occur through asynchronous execution, a likelihood that
asynchronous execution would inconvenience the user, and so on. The score(s) can
then be compared with one or more thresholds to determine whether asynchronous

or synchronous execution is most appropriate for the requested action.

[0060] In stage (E), the server system 110 generates a confirmation message
indicating that the requested action will be performed. Rather than confirming that
the action has been performed, the confirmation message acknowledge receipt of
the request and/or promise to perform the action in the future. As a result, the
confirmation can be provided without waiting until execution of the action is
completed. The content of the confirmation message can be generated based on
the requested action. For example, for the action of setting a reminder, message
text 132 can be generated such as “Okay, I'll set the reminder.” The message can
be provided in any appropriate form, such as text data, audio data, or both. The
server system 110 can use a text-to-speech module 124 to generate audio data 134

that includes a synthesized utterance of the message text.

[0061] In some instances, an initial confirmation indicating that the action will be
performed serves as the primary confirmation to the user 102, and additional
confirmation is not automatically provided after the action is eventually executed as
promised. In other instances, additional confirmation that the action has been
executed can be provided to the user 102 later in response to execution of the action

or in response to a user request about the status of the action.
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[0062] In stage (F), the server system 110 sends the confirmation message 136 to
the user device 104. The user device 104 then outputs the confirmation to the user
102. In the illustrated example, the confirmation message 136 includes the audio
data 134, and the user device 104 outputs audio with the synthesized speech of
“Okay, I'll set the reminder.” The confirmation message 136 may include the
message text 130, and the user device 104 may additionally or alternatively display

the message text 130 to provide confirmation to the user 102.

[0063] Because the server system 110 is handles execution of the requested
action asynchronously, execution of the action does not block the entry or
processing of additional user requests to the digital assistant. The user 102 may
continue the conversation with the digital assistant before or while the requested
action is performed. Additionally, since the action is executed by the server system
110, execution does not consume processing resources or power on the user device
104, and execution does not demand any particular hardware or software
requirements of the user device 104. This enhances the operations for user devices
that have limited processing capabilities and/or battery power constraints. It can also
increase the flexibility of the system, since execution is independent of the
configuration and capabilities user device. Any appropriate type of device can be
used to request an action that is performed asynchronously, regardless of whether
the user device has a local application installed that can execute the action

requested.

[0064] In stage (G), the server system 110 begins the process of executing the
requested action by writing action data 140 corresponding to the user requestin a
data storage system 142, which may be a database, a table, a file system, or other
appropriate data storage system. The action data 140 can include a record that
specifies the specific action to be performed, e.g., the information determined by the
request interpreter module 120. The action data 140 can also include a user
identifier that indicates the identity or user account of the user 102. In general the
action data 140 can include a collection of data having the appropriate information
needed to carry out the requested action for the particular user 102 that requested
the action. The information for requested actions of many different users may be
stored temporarily in the data storage system 142 until the completion of

asynchronous processing of the actions.
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[0065] In some implementations, the data storage system 142 designates the
action data 140 for an action as corresponding to a particular action type. The action
data 140 can be stored in a manner that associates the action data 140 with the
corresponding action type. For example, the action data 140 may be assigned a
code or label that indicates the action type. As another example, the action data 140
may be stored in an area of the data storage system 142 corresponding to the action
type. The data storage system 142 may include a plurality of data storage areas,
illustrated as columns in FIG. 1, that each correspond to a different action type. The
action data 140 for an action is stored in the data storage area for the corresponding
action type. For example, the action data 140 for the “reminder” action is stored in

the area designated for “reminder” actions.

[0066] The write request that causes the action data 140 to be stored can trigger
other processes that facilitate execution of the action. As discussed above, each
action type can be associated with an application or service used to carry out actions
of that type. The different applications and services may use different types of input
data or different data formats. Each action type can have a particular software
module 146a-146d or “plugin” used to facilitate communication with the application or
service for carrying out actions of that type. The use of separate modules 146a-
146d for different action types allows the server system 110 to perform a wide range
of action types with different applications or services. Separating the modules 146a-
146d also makes it easier to identify and correct problems and to update the
processing for individual action types. The modules 146a-146d can be small, in
some implementations, on the order of about 100 lines of code. Each module 146a-
146d can be configured to format data about an action into an appropriate request
and send a remote procedure call with the formatted data to an appropriate server to
carry out the action. As a result, the server system 110 can direct the execution of
each action requested by the user 102 and other users by running the module 146a-

146d corresponding to the action type.

[0067] To schedule the asynchronous execution of many actions requested by
different users, the server system 110 can prioritize execution using a buffer or
queue. In FIG. 1, the server system 110 uses a first-in first-out queue 148, where
each item in the queue 148 represents an action that was selected to be performed

asynchronously and has not yet been performed. When the action data 140 for a
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requested action is written to the data storage system 142, a token 150 for the action
is added to the queue 148. This token 150 can include a reference to the
corresponding action data 140. The server system 110 processes the items in the
queue 148 in the sequence they were added. For example, processing the token
150 can involve executing the module 146¢ that corresponds to action type of the
action data 140. As a result, after a delay while other items in the queue 148 are
processed, the module 146c¢ is invoked to use the action data 140 to generate a
remote procedure call, API call, or other request to carry out the action requested by
the user 102. In the example, the module 146¢ is configured to generate requests to

the application server 112 to set or adjust reminders.

[0068] In stage (H), the server system 110 sets a time constraint for execution of
the user-requested action. The amount of delay caused by the application server
112 may be highly variable, especially for a third-party application server. To ensure
that the requested action occurs within the required amount of time, the server
system 110 sets a time period 152 for the request, e.g., a timeout period or
maximum amount of time allowed. As an example, the server system 110 may allow
up to two minutes, or five minutes, or some other limited amount of time for the
action to be completed. The length of the time period 152 can be set globally for all
action types, or may be set individually for specific action types or specific

application servers.

[0069] In stage (I), the server system 110 sends a request 160 generated by the
module 146c¢ to the application server 112, and the application server 112 carries out
the user-requested action. In some instances, the application server 112 is a back-
end server for a third-party application. Once the application server 112 carries out
the user-requested action, e.g., by setting the reminder for the user 102 in FIG. 1,
data for the reminder action is stored by the application server 112, e.g., in cloud
storage. The application server 112 can synchronize data with the user device 104
and other user devices associated with the user account for the user 102. As a
result, actions like making a list, setting a calendar appointment, setting a reminder
or alarm, and other actions can be carried out by one or more servers, and the
results synchronized to any appropriate devices of the user 102 so the devices
locally store any status or configuration information needed for the devices. In some

implementations, the server system 110 may perform synchronization of data to user
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devices when confirmation of completion of an action is received, in addition to or

instead of synchronization by the application server 112.

[0070] The application 112 also sends confirmation 162 to the server system 110
to indicate when execution of the requested action has been completed. The server
system 110 monitors the status of the request 160, to ensure that the confirmation of
execution is received within the time period 152 set for the action. When
confirmation is received within the time period 152, the server system 110 can log
the confirmation and end tracking the action. If confirmation is not received within
the set time period 152, the server 110 can retry the request 160. In addition, or as
an alternative, the server system 110 can send a message to the user device 104, to
indicate to the user 102 that the request has been delayed. After a certain amount of
time, e.g., since the initial request 115 or the time the request 160 is sent to the
application server 112, the server system 110 can notify the user that the requested

action has failed, and that the action will not be performed as previously indicated.

[0071] The system 100 can track the status of each user request and be
configured to provide status information to the user 102 if requested. For example,
the user 102 may ask the digital assistant, “Has my reminder been set?” The server
system 110 can check a log or record to determine actions requested by the user,
identify the action being referred to (e.g., the most recent request to set a reminder),
and determine the status of the request. The server system 110 can then provide a
message, e.g., in text, synthesized audio, or both, that indicates whether the action

has been executed or not.

[0072] In some implementations, user requests are buffered by the user device
104, in addition to or instead of requests being buffered using the data storage 142
and queue 148 of the server system 110. For example, the buffering of user
requests can be extended to a conversational agent implemented on the user device
102. The client device 102 can use an on-device buffer when it needs to execute
actions using a server, but has no internet connection at the time of the user's
conversation. For example, after the user 102 speaks a command, the user device
104 may acknowledge receipt of the input, and indicate that processing will occur in
the future. The user device 104 may continue accepting additional commands and
storing the data, until an appropriate connection with the server system 110 is

available. Once a connection is established, the user device 104 may communicate
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with the server system 110 for interpretation and processing of requests, or may

communicate directly with application servers.

[0073] In some implementations, the user device 104 performs some or all of the
functions described as being performed by the server system 110. For example, the
client device 104 may include a speech recognition module, a text-to-speech
module, as well as software to interpret a user request and determine whether
asynchronous execution is appropriate. As another example, a client device 104
may use a server system 110 for speech recognition to obtain a transcription, but
interpret the user request and manage execution of actions. As a result, in some
implementations, the user device 104 can interpret a user request and provide a
confirmation message to a user independent of a server system. The user device
104 may then manage execution of buffered asynchronous requests, including
monitoring requests to servers and verifying completion within a timeout period,
while the digital assistant accepts other requests from the user in parallel. The client
device 104 may include local data storage and a queue or other buffer to manage
asynchronously executed actions that involve one or more application servers. In
some implementations, the client device 104 uses buffering of requests to manage
network connectivity outages and delays or unavailability of application servers 112.
For example, although a requested action may be designated as being most
appropriate for synchronous execution, upon determining that connectivity with an
application server needed to perform the action is not available, the client device 104
may store data causing the action to be performed at a later time. For example, the
task may be scheduled, placed in a buffer of tasks to be completed, set to occurin
response to connectivity being restored, and/or set to be retried at a certain time
period. The client device 104 can use a multi-threaded or multi-process technique to

receive and fulfill other user requests in the meantime.

[0074] FIG. 2 is a diagram that illustrates another example of the system 100 for
asynchronous processing of user requests. In the example of FIG. 2, the user 102
requests an action that is not classified as an action to be performed
asynchronously. As a result, while the server system 110 is capable of performing
actions asynchronously, the server system 110 chooses to process the action
synchronously instead. FIG. 2 also illustrates a flow of data, shown as stages (A) to

(G), which represent a flow of data. Stages (A) to (G) may occur in the illustrated
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sequence, orin a sequence that is different from the illustrated sequence. For

example, some of the stages may be occur concurrently.

[0075] In stage (A), the user 102 speaks a voice command 208, “Call Joe,” which
refers to one of the users contacts. In stage (B), the user device 104 sends a
request 215 comprising audio data for the voice command 208 to the server system
110. In stage (C), the server system 110 performs speech recognition on the
received audio data, then interprets the request. The server system 110 determines
that the request 215 corresponds to a “call” action type, and that the recipient is

“Joe.”

[0076] In stage (D), the server system 110 accesses the assignment data 130 and
determines that the “call” action type is designated for synchronous processing.
Users generally would not welcome a delay in initiating a call, and so synchronous

processing is most appropriate.

[0077] In stage (E), the server system 110 determines a confirmation message
having text 232 of “Calling Joe.” The text-to-speech module 124 is used to generate
audio data 234 including a synthesized utterance of the confirmation message. In
stage (F), the server system 110 sends confirmation message 236, which can

include the text 232 and/or audio data 234 for output at the user device 104.

[0078] The server system 110 also generates and sends an action instruction 238
that includes the action information 240 determined by analysis of the request 215.
The action information 240 may indicate the action type and other parameters of the
action requested. For example, the action instruction 238 may indicate that the
request 215 is a request to initiate a phone call, and that the recipient is “Joe.” In
some implementations, the action instruction 238 may indicate a particular
application or service that the user device 104 should invoke to carry out the action.
For example, the action instruction may include an application identifier or server

address to indicate how the user device 104 should perform the action.

[0079] The user device 104 then causes the requested action to be performed.

For example, in response to receiving the action instruction 238, the user device 104
can open a phone application, e.g., one that is determined to be associated with the
“call” action type or is specified by the action instruction 238, access a contact record

indicating the phone number for contact “Joe,” and initiate the call. The user device
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104 also outputs the confirmation from the server system 110, for example,
displaying and/or playing audio from the confirmation message 236. In addition, or
as an alternative, the user device 104 can output a confirmation for the phone
application that initiates the call. By contrast with the process illustrated in FIG. 1,
the process of FIG. 2 relies on the user device 104 to perform the action, and thus
requires the user device 104 to have the correct application for performing the action
installed and properly configured. Thus for synchronous execution, the user device
104 manages execution of an action by generating requests to backend servers and

synchronizing data.

[0080] When synchronously performing requested actions, the user device 104 can
initially save data locally to the user device 104, rather than data being initially
updated and stored at the server system 110 or an application server 112. The user
device 104 then initiates synchronization with other devices of the user 102. For
example, if the user 102 requests a new reminder or a change to a list, the
application on the user device 104 may update or generate reminder or list data
stored at the user device. Thus, a local list at the user device 104 can be updated
before instructing a server of the change. In some instances, the user device 104
can generate and send a request to an appropriate back-end application server 112

to carry out the requested action.

[0081] In the example of FIG. 2, the user device 104, rather than the server system
110, is responsible for performing the action, including any communications with
application servers 112, and if the user device 104 encounters an error or does not
have an appropriate application installed, execution of the action may fail. Further,
the digital assistant functionality is often generally blocked from accepting new
requests while the current request is being executed. As a result, delays in
performing the action or communicating with an application server 112 can delay the
ability of the user 102 to enter a new request. Because the action is attempted
synchronously with the request, however, the user 102 can be informed of any errors

encountered before moving on to a later request.

[0082] Once the user device 104 has carried out the action requested, the user
device 104 initiates synchronization of data with the server system 110. For
example, an application of the user device 104 can send data indicating an updated

reminder or note, and instruct synchronization to occur. The server system 110 then
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sends the new data to other user devices to complete the synchronization process.
However, because the process requires communication between the user device
104 and server system 110, synchronization may fail if the user device 104 is
improperly configured or loses network access. A local application on the user
device 104 that does not reliably perform an action or synchronize data may
ultimately fail to make the change the user requested. By contrast, in the example of
FIG. 1, the server system 110 manages execution of the requested action. As a
result, the server system 110 and/or the application server 112 obtain data indicating
any updates, and can synchronize updated data with other user devices,

independent of the configuration or capabilities of the user device 104.

[0083] In the example of FIG. 2, the user device 104 bears responsibility for
carrying out the action requested. Often, there may be little or no monitoring that the
action is completed once the local application is invoked. Some applications may
not be configured to confirm to the digital assistant when actions are performed and
synchronized. As aresult, if the local application does not properly perform the
action, or if an application server 112 causes a delay or error, the action may not
occur. In the example of FIG. 1, because the server system 110 monitors requests
to the application server 112, the server system 110 can help ensure that an
application server 112 performs the action requested, e.g., by verifying that
confirmation is received, requesting retries of the action by the application server 112
when needed, and sending a notice to the user 102 if the action fails. Thus, rather
than relying solely on a local application and an associated 112 to be fault tolerant,
the asynchronous processing of FIG. 1 adds an additional level of monitoring that

increases reliability of the execution of user-requested actions.

[0084] In some implementations, for the examples of either or both of FIG. 1 and
FIG. 2, the server system 110 uses additional information to determine whether a
requested action should be performed synchronously or asynchronously. For
example, the user device 104 can send context information indicating its current
context. This context information may include, for example, data indicating items
visible on a display of the user device 104, data indicating applications installed or
running on the user device 104, and so on. The server system 110 can assess the
context information and determine whether the current context would alter the

predetermined assignment of execution modes for the requested action. For
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example, a request to add an item to a list generally not time-critical, and so “list”
actions could be designated as appropriate for asynchronous execution. However,
when a user has the list visible, the user will generally expect to see new items be
added to the list as they are mentioned, not with a potential delay. As a result, to
provide a better experience to the user, when a “list” action is requested and the
context information indicates that the “list” application is running, the server system
110 can select synchronous execution rather than asynchronous execution. This
would send the interpretation of the request to the user device 104 most quickly,

allowing the user device 104 to update the potentially visible list without delay.

[0085] FIG. 3 is a flow diagram that illustrates a process 300 for asynchronous
processing of user requests. The process 300 can be performed by one or more
processing devices. The one or more processing devices can include a client
device, a server system, or a combination of both a client device and a server
system. In some implementations, the actions of the process 300 may be performed
exclusively by a client device or a server system. As additional examples, a
processing device may be a mobile phone, smart phone, personal digital assistant
(PDA), music player, e-book reader, tablet computer, wearable computing device
such as a watch, glasses, or necklace, laptop computer, desktop computer, or other
portable or stationary computing device. As additional examples, a processing
device may be a central processing unit (CPU) of a device, a particular processing
core within a CPU, and so on. As discussed above, the techniques may be
performed by the server system 110 of FIGS. 1 and 2, which assists in performing
actions that a user requests at the user device 104.

[0086] Data indicating a user request to a digital assistant is received (302). For
example, a server system can receive data indicating a user request made at a client
device. When the digital assistant receives voice input, the received data may
include audio data describing speech of the user. When the digital assistant

receives text input, the text can be received.

[0087] An action corresponding to the user request is determined (304). For
example, speech recognition can be performed on audio data of a voice input to
determine text of the user request. The text can be analyzed to determine what
action is requested. For example, a system can determine which of multiple

predetermined categories or action types is appropriate for the request. An action
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can be determined from the text of a request by, for example, comparing the text to
one or more patterns or grammars for different actions, parsing the text and

identifying words or phrases corresponding to specific actions, or other techniques.

[0088] Itis determined that the action is classified as an action that can be
performed asynchronously to the user request (306). For example, certain actions or
types of actions can be assigned as appropriate for synchronous or asynchronous
execution. In some implementations, a system determines that the action
corresponds to a particular action type. Assignment data is accessed that indicates
whether different action types are assigned to be executed synchronously or
asynchronously to a request. Based on the assignment data, a system can
determine that the particular action type is assigned as capable of being executed
asynchronously to a request. As another example, certain applications or services
may be designated for asynchronous or synchronous processing. A system can
determine which application or service performs an action, and select asynchronous

or synchronous execution based on the corresponding application or service.

[0089] Other factors may be considered in determining whether to perform an
action synchronously or asynchronously. For example, a device may determine that
an action that is classified as appropriate for synchronous execution. However, the
device may determine that the action involves communication with a server, and that
network connectivity is temporarily disconnected or that the server is currently
responding slowly or is unavailable. As a result, the device can determine to
execute the action asynchronously instead, for example, by placing the task in a
buffer or queue, or scheduling later execution. In this manner, asynchronous
execution can be selected for an action that is not classified as being appropriate for
synchronous execution, either for the first attempt to carry out the action or for a re-

try after an initial synchronous process has failed to perform the action.

[0090] Similarly, an action classified as being appropriate for asynchronous
execution may nevertheless be performed synchronously based on one or more
factors. In some implementations, the parameters of the requested action can be
analyzed to determine whether an action should be classified to be performed
asynchronously. For example, a time corresponding to a requested action, such as
a time an event or output is scheduled to occur, can be determined. The time can be

compared with another time or a time period to determine whether the time
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corresponding to the requested action is at least a minimum amount of time from a
current time, e.g., the time of the request. If the time corresponding to the requested
action is before a threshold time, then the action can be classified as one for

synchronous execution rather than asynchronous execution.

[0091] In some implementations, information indicating the context of the client
device is used to classify a requested action. For example, if the user requests an
action for an application that is determined to be running or visible on the client
device, the action can be classified as one for synchronous execution rather than

asynchronous execution.

[0092] A confirmation message is sent for output at the client device (308). For
example, based on determining that the action should be performed asynchronously,
a system can provide a confirmation message indicating that the request will be
performed in the future. This confirmation can be provided before the action is
executed. In some instances, a server system provides the confirmation before
requesting execution of the action by another server system, such as an application

server.

[0093] To provide the confirmation, the text of a confirmation message can be
determined. A text-to-speech system can be used to generate audio data
comprising synthesized speech, and the audio data can be provided to the client

device, e.g., over a network.

[0094] The action is caused to be performed asynchronously to the user request
(310). The execution of the action can be decoupled from the user's conversation
with the digital assistant, allowing other requests to the digital assistant to be
received and processed independently and in parallel to the first request. Thus, one
or more other user requests from the user to the digital assistant may be received
before performing the action requested by the first user request. Similarly, the
actions corresponding to one or more other user requests from the user to the digital
assistant may be performed before performing the action requested by the first user

request.

[0095] In some implementations, a first server system may cause the action to be

performed by storing a record indicating the action that is requested. Based on the
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stored record, the first server system can later generate and send a request to a

second server system to request that the second server system perform the action.

[0096] In some implementations, a server system stores a record of the action to
be performed in a data storage system that has multiple data storage areas. Each of
the data storage areas can have an associated software module for processing
records in the data storage area. For example, an area of a data storage system
can be selected based on the identified action. A write request to store data about
the action in the selected area can be sent. In response to the write request, a
remote procedure call can be issued to execute software corresponding to the
selected area of the data storage system. Using the executed software, a request to

an application server to perform the action can be generated.

[0097] In some implementations, the action is caused to be performed by sending
a request to a server system to perform the action, setting a timeout period for
completion of the action, determining that the action is completed before the end of

the timeout period, and storing data indicating execution of the action.

[0098] In some implementations, data is received indicating a second user request
to the digital assistant at the client device. A second action corresponding to the
second user request is determined. It is determined that the second action is not
classified as an action to be performed asynchronously to the second user request.
Based on determining that the second action is not classified as an action to be
performed asynchronously to the second user request, the second action can be
caused to be performed synchronously with respect to the user request.
Confirmation can be provided to the client device after synchronous execution has

completed.

[0099] In some implementations, data is received indicating a second user request
to the digital assistant at the client device. A second action corresponding to the
second user request is determined. It is determined that the second action is
classified as an action to be performed asynchronously to the second user request.
Based on determining that the second action is classified as an action to be
performed asynchronously to the second user request, performance of the second
action is initiated. It is determined that the second action is not performed within a

timeout period. As a result, a message indicating that performance of the second
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action has failed is provided for output at the client device. In some
implementations, multiple attempts to perform the action, each with a corresponding

timeout period, may be made before indicating that the action has failed.

[00100] Embodiments of the invention and all of the functional operations described
in this specification may be implemented in digital electronic circuitry, or in computer
software, firmware, or hardware, including the structures disclosed in this
specification and their structural equivalents, or in combinations of one or more of
them. Embodiments of the invention may be implemented as one or more computer
program products, i.e., one or more modules of computer program instructions
encoded on a computer-readable medium for execution by, or to control the
operation of, data processing apparatus. The computer readable medium may be a
non-transitory computer readable storage medium, a machine-readable storage
device, a machine-readable storage substrate, a memory device, a composition of
matter effecting a machine-readable propagated signal, or a combination of one or
more of them. The term “data processing apparatus” encompasses all apparatus,
devices, and machines for processing data, including by way of example a
programmable processor, a computer, or multiple processors or computers. The
apparatus may include, in addition to hardware, code that creates an execution
environment for the computer program in question, e.g., code that constitutes
processor firmware, a protocol stack, a database management system, an operating
system, or a combination of one or more of them. A propagated signal is an
artificially generated signal, e.g., a machine-generated electrical, optical, or
electromagnetic signal that is generated to encode information for transmission to

suitable receiver apparatus.

[00101] A computer program (also known as a program, software, software
application, script, or code) may be written in any form of programming language,
including compiled or interpreted languages, and it may be deployed in any form,
including as a stand-alone program or as a module, component, subroutine, or other
unit suitable for use in a computing environment. A computer program does not
necessarily correspond to a file in a file system. A program may be stored in a
portion of a file that holds other programs or data (e.g., one or more scripts stored in
a markup language document), in a single file dedicated to the program in question,

or in multiple coordinated files (e.g., files that store one or more modules, sub
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programs, or portions of code). A computer program may be deployed to be
executed on one computer or on multiple computers that are located at one site or

distributed across multiple sites and interconnected by a communication network.

[00102] The processes and logic flows described in this specification may be
performed by one or more programmable processors executing one or more
computer programs to perform functions by operating on input data and generating
output. The processes and logic flows may also be performed by, and apparatus
may also be implemented as, special purpose logic circuitry, e.g., an FPGA (field

programmable gate array) or an ASIC (application specific integrated circuit).

[00103] Processors suitable for the execution of a computer program include, by
way of example, both general and special purpose microprocessors, and any one or
more processors of any kind of digital computer. Generally, a processor will receive
instructions and data from a read only memory or a random access memory or both.
The essential elements of a computer are a processor for performing instructions
and one or more memory devices for storing instructions and data. Generally, a
computer will also include, or be operatively coupled to receive data from or transfer
data to, or both, one or more mass storage devices for storing data, e.g., magnetic,
magneto optical disks, or optical disks. However, a computer need not have such
devices. Moreover, a computer may be embedded in another device, e.g., a tablet
computer, a mobile telephone, a personal digital assistant (PDA), a mobile audio
player, a Global Positioning System (GPS) receiver, to name just a few. Computer
readable media suitable for storing computer program instructions and data include
all forms of non-volatile memory, media, and memory devices, including by way of
example semiconductor memory devices, e.g., EPROM, EEPROM, and flash
memory devices; magnetic disks, e.g., internal hard disks or removable disks;
magneto optical disks; and CD ROM and DVD-ROM disks. The processor and the

memory may be supplemented by, or incorporated in, special purpose logic circuitry.

[00104] To provide for interaction with a user, embodiments of the invention may be
implemented on a computer having a display device, e.g., a CRT (cathode ray tube)
or LCD (liquid crystal display) monitor, for displaying information to the user and a
keyboard and a pointing device, e.g., a mouse or a trackball, by which the user may
provide input to the computer. Other kinds of devices may be used to provide for

interaction with a user as well; for example, feedback provided to the user may be
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any form of sensory feedback, e.g., visual feedback, auditory feedback, or tactile
feedback; and input from the user may be received in any form, including acoustic,

speech, or tactile input.

[00105] Embodiments of the invention may be implemented in a computing system
that includes a back end component, e.g., as a data server, or that includes a
middleware component, e.g., an application server, or that includes a front end
component, e.g., a client computer having a graphical user interface or a Web
browser through which a user may interact with an implementation of the invention,
or any combination of one or more such back end, middleware, or front end
components. The components of the system may be interconnected by any form or
medium of digital data communication, e.g., a communication network. Examples of
communication networks include a local area network (“LAN”) and a wide area
network (“WAN?"), e.g., the Internet.

[00106] The computing system may include clients and servers. A client and server
are generally remote from each other and typically interact through a communication
network. The relationship of client and server arises by virtue of computer programs
running on the respective computers and having a client-server relationship to each

other.

[00107] While this specification contains many specifics, these should not be
construed as limitations on the scope of the invention or of what may be claimed, but
rather as descriptions of features specific to particular embodiments of the invention.
Certain features that are described in this specification in the context of separate
embodiments may also be implemented in combination in a single embodiment.
Conversely, various features that are described in the context of a single
embodiment may also be implemented in multiple embodiments separately or in any
suitable subcombination. Moreover, although features may be described above as
acting in certain combinations and even initially claimed as such, one or more
features from a claimed combination may in some cases be excised from the
combination, and the claimed combination may be directed to a subcombination or

variation of a subcombination.

[00108] Similarly, while operations are depicted in the drawings in a particular order,

this should not be understood as requiring that such operations be performed in the
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particular order shown or in sequential order, or that all illustrated operations be
performed, to achieve desirable results. In certain circumstances, multitasking and
parallel processing may be advantageous. Moreover, the separation of various
system components in the embodiments described above should not be understood
as requiring such separation in all embodiments, and it should be understood that
the described program components and systems may generally be integrated

together in a single software product or packaged into multiple software products.

[00109] In each instance where an HTML file is mentioned, other file types or
formats may be substituted. Forinstance, an HTML file may be replaced by an XML,
JSON, plain text, or other types of files. Moreover, where a table or hash table is
mentioned, other data structures (such as spreadsheets, relational databases, or

structured files) may be used.

[00110] Thus, particular embodiments of the invention have been described. Other
embodiments are within the scope of the following claims. For example, the actions
recited in the claims may be performed in a different order and still achieve desirable

results.
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CLAIMS

1. A method performed by one or more processing devices, the method
comprising:
receiving, by the one or more processing devices, data indicating a user
request to a digital assistant;
determining, by the one or more processing devices, an action corresponding
to the user request;
determining, by the one or more processing devices, that the action is
classified as an action to be performed asynchronously to the user request; and
based on determining that the action is classified as an action to be performed
asynchronously to the user request:
sending, by the one or more processing devices, a confirmation
message for output; and
causing, by the one or more processing devices, the action to be

performed asynchronously to the user request.

2. The method of claim 1, wherein receiving the data indicating user request to
the digital assistant comprises receiving audio data comprising a voice command,;
wherein the method comprises performing automated speech recognition to
determine a transcription for the voice command; and
wherein determining the action corresponding to the user request comprises

determining the action based on the transcription.

3. The method of claim 1 or claim 2, wherein the user request is a first user
request from a user, and wherein causing the action to be performed asynchronously
to the user request comprises receiving one or more other user requests from the
user to the digital assistant before performing the action requested by the first user

request.
4. The method of claim 1 or claim 2, wherein the user request is a first user

request, and wherein causing the action to be performed asynchronously to the user

request comprises performing actions corresponding to one or more other user
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requests from the user to the digital assistant before performing the action requested

by the first user request.

5. The method of any preceding claim, wherein sending the confirmation
message for output comprises sending a confirmation message indicating that the

action will be performed.

6. The method of any preceding claim, further comprising using a text-to-speech
system to generate audio data comprising synthesized speech; and
wherein sending the confirmation message comprises sending the generated

audio data comprising the synthesized speech.

7. The method of any preceding claim, wherein determining that the action is
classified as an action to be performed asynchronously to the user request
comprises:
determining that the action corresponds to a particular action type;
accessing assignment data that indicates whether different action types are
assigned to be executed synchronously or asynchronously to a request; and
determining, based on the assignment data, that the particular action type is

assigned to be executed asynchronously to a request.

8. The method of any of claims 1 to 6, wherein determining that the action is
classified as an action to be performed asynchronously to the user request
comprises:
identifying an application or server configured to perform the action; and
determining that requests to the identified application or server have been

designated for asynchronous processing.

9. The method of any preceding claim, wherein causing the action to be
performed asynchronously to the user request comprises:

storing a record indicating the action that is requested; and

based on the stored record, sending a request to a server system to perform

the action.
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10.  The method of any preceding claim, wherein causing the action to be
performed asynchronously to the user request comprises:
selecting, based on the identified action, an area of a data storage system;
sending a write request to store data about the action in the selected area;
in response to the write request, issuing a remote procedure call to execute
software corresponding to the selected area of the data storage system; and
generating, using the executed software, a request to an application server to

perform the action.

11.  The method of any preceding claim, wherein causing the action to be
performed asynchronously to the user request comprises:

sending a request to a server system to perform the action;

setting a timeout period for completion of the action;

determining that the action is completed before the end of the timeout period,;
and

storing data indicating execution of the action.

12. The method of any preceding claim, further comprising:
receiving data indicating a second user request to the digital assistant;
determining a second action corresponding to the second user request;
determining that the second action is not classified as an action to be
performed asynchronously to the second user request; and
based on determining that the second action is not classified as an action to
be performed asynchronously to the second user request, causing the second action

to be performed synchronously with respect to the user request.

13.  The method of any of claims 1 to 11, further comprising:
receiving data indicating a second user request to the digital assistant;
determining a second action corresponding to the second user request;
determining that the second action is classified as an action to be performed
asynchronously to the second user request;
based on determining that the second action is classified as an action to be
performed asynchronously to the second user request, initiating performance of the

second action;
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determining that the second action is not performed within a timeout period,;
and
providing, for output, a message indicating that performance of the second

action has failed.

14. A system comprising:
one or more processing devices and one or more storage devices storing
instructions that are operable, when executed by the one or more processing
devices, to cause the one or more processing devices to perform operations
comprising:
receiving, by the one or more processing devices, data indicating a
user request to a digital assistant;
determining, by the one or more processing devices, an action
corresponding to the user request;
determining, by the one or more processing devices, that the action is
classified as an action to be performed asynchronously to the user request;
and
based on determining that the action is classified as an action to be
performed asynchronously to the user request:
sending, by the one or more processing devices, a confirmation
message for output; and
causing, by the one or more processing devices, the action to be

performed asynchronously to the user request.

15.  The system of claim 14, wherein receiving the data indicating user request to
the digital assistant comprises receiving audio data comprising a voice command,;
wherein the method comprises performing automated speech recognition to
determine a transcription for the voice command; and
wherein determining the action corresponding to the user request comprises

determining the action based on the transcription.

16.  The system of claim 14 or claim 15, wherein the user request is a first user
request from a user, and wherein causing the action to be performed asynchronously

to the user request comprises receiving one or more other user requests from the
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user to the digital assistant before performing the action requested by the first user

request.

17.  The system of any of claims 14 to 16, further comprising using a text-to-
speech system to generate audio data comprising synthesized speech; and
wherein sending the confirmation message comprises sending the generated

audio data comprising the synthesized speech.

18.  One or more computer-readable storage media storing a computer program,
the program comprising instructions that when executed by one or more processing
devices cause the one or more processing devices to perform operations
comprising:
receiving, by the one or more processing devices, data indicating a user
request to a digital assistant;
determining, by the one or more processing devices, an action corresponding
to the user request;
determining, by the one or more processing devices, that the action is
classified as an action to be performed asynchronously to the user request; and
based on determining that the action is classified as an action to be performed
asynchronously to the user request:
sending, by the one or more processing devices, a confirmation
message for output; and
causing, by the one or more processing devices, the action to be

performed asynchronously to the user request.

19.  The one or more computer-readable media of claim 18, wherein receiving the
data indicating user request to the digital assistant comprises receiving audio data
comprising a voice command,;

wherein the method comprises performing automated speech recognition to
determine a transcription for the voice command; and

wherein determining the action corresponding to the user request comprises

determining the action based on the transcription.
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20.  The one or more computer-readable media of claim 18, wherein the user
request is a first user request from a user, and wherein causing the action to be
performed asynchronously to the user request comprises receiving one or more
other user requests from the user to the digital assistant before performing the action

requested by the first user request.
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