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(57) Abstract: The invention relates to a method for optically scanning the three-dimensional geometry of an object by means of
triangulation, in which a pattern (9, 9°) is projected onto the object (7) to be scanned in order to obtain a 3D data set, and the projected
pattern (9, 9°) is recorded in an image (40, 41). In a first step for the production of at least one first image (40), a first pattern (9)
& is projected and in a second step for the creation of at least one further image (40), a further pattern (9°) deviating from the first
as regards position or shape is projected onto the object (7) to be scanned and the image (41) is created. The first image (40) and
the further image (41) comprise at least one common point (44). The 3D data acquired from the images (40, 41) are merged in a
subsequent step on the basis of the 3D data of the at least one common point (44) such that the 3D data acquired from said images
g (40, 41) agree at least with reference to the 3D data of the common point (44) in the 3D data set.
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Description
Method for optical measurement of the three dimensional
geometry of objects

Technical field
The invention relates to a method for optical measurement of the
three dimensional geometry of objects and is concerned with the
problem of camera-shake induced in 3D data of scanned objects
acquired using stripe projecting methods and with the task of 3D
scanning when there is relative motion between the camera and
the object when being scanned, particularly for dental purposes.

Prior art

Digital design data for the computer—-assisted production of den-
tal prosthetic items without having to create the usual impres-—
sion can be acquired by optically scanning one or more teeth in

a patient's mouth.

For such scanning, use is frequently made of measuring methods
based on the principle of triangulation. Phase-shifting triangu-
lation is disclosed in EP 0 160 797, in which a three dimen-
sional data set is acquired from a sequence of images of a pat-

tern which is displaced from image to image.

With prior triangulation methods, a single straight stripe of
light is projected by a projector onto the object being scanned
and the projected image is recorded by a camera at a parallax
angle Y in the direction of observation, so as to produce an im-

age P.

Depending on the surface structure of the object, the light
stripe appears no longer to be straight, but curved and dis-
placed with respect to its straight form. The surface structure
of the object being scanned may then be concluded from the posi-

tion and shape of the light stripe.

By moving the light stripe transversely to the direction of ori-
entation of the light stripe, the entire object can be scanned
to produce images Pl to PN. The relief data of the scanned ob-

ject acquired from each individual image can be stored in the
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form of a two-dimensional pattern in the memory of a computer,
which corresponds to a projection of the relief information of
the surface of the scanned object onto a base surface as the
reference surface. Following the scanning operation there is ob-
tained a digital, three-dimensional data model of the scanned
object, which can be displayed, for example, on a screen as a

video still.

A method for the production of a three-dimensional image of an
object is disclosed in WO 2004/085956 A2, a procedure which im-
proves the above-described scanning method in that the surface
structure of the scanned object is measured virtually simultane-

ously with the exposure Pi.

The light stripe can be produced, for example, by the rapid mo-
vement of a laser beam throughout the period of image creation
(the exposure) such that the light stripe is actually composed
of points of light. During an exposure Pi, the pinpoint light
beam of a laser is directed over the object being scanned, along
a 2-dimensional pattern for the light stripes, in which at least
some of the light stripes are substantially parallel to each
other, i.e. extend in a direction R1l. Space is provided between

the light stripes.

During an exposure, the relief data of the object being scanned
are collected along a plurality of parallel, spaced light stri-

pes or sections thereof.

Thus the image obtained already provides the relief data of the
object being scanned in a first group of a plurality of spaced
lines of the two-dimensional pattern of the yet to be produced

three—-dimensional data set.

Thereby the tangential vector at the light stripe sections is
not perpendicular to the plane of triangulation, which is de-
fined by the direction of projection and the direction of imag-

ing.

During the next exposures, the laser beam is guided along pref-

erably the same light stripe pattern, but with spatial parallel
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displacement relative to the previous image in a direction at
right angles to the direction of orientation of the parallel
light stripes into the space following the previous image, so
that each image covers a different, neighboring portion of the
object being scanned. Thus, each image provides the relief data
of the object being scanned in another group of spaced lines of

the two-dimensional pattern.

The entire object can be scanned by the laser by implementing a
plurality of appropriately matching images having light stripe
patterns each offset approximately at right angles to the direc-
tion of orientation of the light stripes, until, after a plural-
ity of scans, the entire surface of the object to be scanned has
been covered. In order to achieve the desired precision of the
surface scan, an adequate number of image slices that lie suffi-
ciently close to each other must be produced. By merging the im-
ages there are obtained the relief data of the object being

scanned for each line of the two-dimensional pattern.

The independent relief data acquired from the individual images
are merged in the two above-described procedures involving stri-
pe projection which is quasi-static during each exposure, with
one stripe per exposure or with a plurality of discrete stripes
per exposure, as is known from WO 2004/ 085956 A2, thus forming
an overall image describing or containing all of the 3D data of

the object being scanned.

If a change in the orientation between camera and object occurs
between the individual exposures, for example due to camera-
shake, the coordinate systems of the individual images will no
longer be the same. Since the change in the orientation between
camera and object is, however, unknown, the two-dimensional pat-
terns of the images Pi cannot be correctly merged to form a com—
mon 2-dimensional pattern of the overall image, which, for exam-
ple, is chosen so as to be the same as the coordinate system of

the first exposure.
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For such scans, camera-shake means that the slices of the object
being scanned measured in the individual exposures are no longer

parallel to one another from one exposure to the next.

When the relief data contained in the lines of the 2-dimensional
patterns of the blurred individual images are merged to form a
common 2-dimensional pattern, an erroneous surface structure of

the object being scanned will be obtained.

To make it possible to correctly integrate the images to never-
theless form a common 2-dimensional pattern and to obtain there-
from a correct three-dimensional image of the object being
scanned, it is necessary to determine the coordinate transforma-
tions that reproduce the coordinate systems of the individual
images in a common coordinate system. In order to do this, it is
necessary to know the orientation and/or position of the two-
dimensional pattern of the individual images relative to each

other.

A dissertation by J. Glihring, "3D Erfassung und Objektrekon-
struktion mittels Streifenprojektion” (University of Stuttgart,
2002) describes how a possible means of compensating for camera-
shake exists in minimizing the surface of the object described
by the combined image P. Such minimization or a similar process
would be well suited for homogenous surfaces, such as that of a
plane or a sphere, but would only be of limited use for scanning

objects with pronounced topography, such as teeth.

The present problem is to provide a method for creating a three-
dimensional image of an object being scanned, particularly for
dental purposes, which produces a sufficiently accurate 3D model

even if camera-shake takes place.
Summary of the invention

This object is achieved by the following characteristics of the

invention.

According to the invention, a method for optical measurement of

the three-dimensional geometry of an object by means of triangu-



10

15

20

25

30

WO 2009/063087 PCT/EP2008/065626

- 5 -

lation in which a pattern is projected onto the object being
scanned in order to obtain a 3D data set. The projected pattern
is recorded in each image. In a first step for the creation of
at least one first image, a first pattern is projected, and in a
second step for the creation of at least one further image, a
further pattern deviating from the first pattern as regards po-
sition or shape is projected onto the object being scanned and
in each case an image is created. In a subsequent step, the 3D
data acquired from the first image and the following images are
combined and merged into a 3D data set. The first image of the
pattern projected onto the object being scanned and then re-
corded and the further image of the further pattern projected
onto the object and recorded, are oriented with respect to one
another in such a way that the two patterns partially overlap
and comprise at least one common point on the object being
scanned that is present in both recorded patterns. The 3D data
acquired from these images are merged on the basis of the 3D
data of the at least one common point recorded in both images to
form a 30 data set such that the 3D data acquired from the im-
ages agree at least with reference to the 3D data of said common

point in the 3D data set.

The triangulation method used in the present invention is based

on the following principle.

A specific point of measurement on an object being scanned is
illuminated from one direction by a projected beam and monitored

from another direction by a sensor.

Thus there are two angles between the baseline (connecting the
light source and the sensor) and the projected beam and monitor-
ing beam respectively. Knowing the length of the baseline, it is
possible to determine the coordinates of the measured point with
respect to the coordinate system of the scanning apparatus com-

prising the light source and the sensor.

Advantageously, the present invention utilizes the stripe pro-

jecting method, in which a pattern of parallel stripes is pro-
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jected onto the object being scanned, by which means a plurality

of points of measurement can be scanned simultaneously.

In order to determine the coordinates of the point of measure-
ment, one projection coordinate must be known that assigns a
point of measurement to an image coordinate on the sensor. The
points of measurement must be assigned in each of the light

stripes.

Such assignment can be effected by counting the stripes by eva-
luating the sequence of brightness values registered on the sen-

sor, so as to determine the number of each individual stripe.

This assignment can alternatively be accomplished using a binary
code method (Gray code, for example), in which each stripe con-
tains a binary sequence of brightness values representing the
number of the stripe. By reading and interpreting this code, it

is possible to determine the number of each stripe.

A higher degree of precision for the assignment of projection
coordinates can be obtained using the so-called phase shift me-
thod, but this does not apply in the present invention, since,
in the phase shift method the 3D data of the object being scan-
ned can only be generated after reading at least four individual

phase-shifted images.

The advantage of assigning by counting and using the binary code
method resides in the fact that the 3D data for the area illumi-
nated by the pattern can be generated immediately after each in-

dividual exposure.

The pattern can be composed of a single stripe or a plurality of

parallel stripes.

The second pattern deviates from the first in its position or
its shape. The second pattern may, for example, be rotated
through a specific angle relatively to the first pattern or be
displaced in a particular direction, or have a different shape.
If the first and second patterns are composed of parallel stri-

pes, and the second pattern is displaced with respect to the
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first in a direction at right-angles to the direction of orien-
tation of parallel stripes and is also rotated through a certain
angle, then intersecting points will arise that are illuminated
by both the first and the second pattern. These common points in
the two resulting images are used as correlating points in order
to combine the 3D data of both images to form a single 3D data

set.

The rotation of the second pattern with respect to the first can
be achieved by manually turning the scanning apparatus about the
point of measurement between the first and second exposures, or
by turning the grid in the scanning apparatus that produces the

pattern.

One advantage of this method of the invention is that, unlike
conventional methods, it corrects the errors that are caused by
shaking movements of the hand-held scanning device. This is es-
pecially advantageous for dental intra-oral cameras, which are
hand-held and used to generate 3D data sets of tooth surfaces.
Camera-shake causes the resulting 3D images to show defects such
as pointed or stepped structures, and the 3D scan must be re-

peated.

The overlapping of the common points allows the changes in posi-
tion of the pattern caused by camera-shake to be identified and

compensated for.

Another advantage is that the method of the invention makes on-
the-fly measurement possible. The scanning device can be moved

smoothly relatively to the object being scanned and the individ-
ual images scanned from different directions can be combined to
form a complete 3D data set. It is thus not necessary to hold

the scanning device still during an exposure. A sequence of ex-
posures can be made without interruption while the scanning de-—

vice is being moved relatively to the object.

Advantageously, more than two exposures can be made in further

steps, and by utilizing the common points of the resulting im-
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ages, the 3D data acquired can be combined to form a single 3D

data set.

One exposure can thus be made in the first step, for example,
and after turning the pattern, a further four exposures can fol-
low, in which the width of the stripes is one quarter of the di-
stance between the stripes, and the pattern is displaced rela-
tively to the parallel stripes by the width of a stripe, trans-
versely to the direction of orientation of the stripes so that

the surface of the object being scanned is fully covered.

Advantageously, the relative position of the 3D data from the at
least one further image can be determined with respect to the
first scanned image on the basis of the 3D data of the at least
one common point. On the basis of this relative position, a po-
sition correction of the 3D data of at least one further image
can be undertaken. The corrected 3D data of the at least one
further image and the 3D data of the first image are combined to

form a single 3D data set.

By this means, the image defects that are caused by unsteady mo-
vement of the scanning device are corrected. The common points

are implemented as correlation points, in order to determine the
relative positions of the 3D data acquired from the various im-
ages. With knowledge of the relative positions, position correc-—
tion of the 3D data is carried out, e.g. by coordinate transfor-

mations such that the common points are in register.

Advantageously, the position of the at least one common point,
as recorded on at least two of the patterns on the object being
scanned, can be discerned in the 3D data of the image by using a

search algorithm.

By this means the common points of the various images will be
automatically identified. The search algorithms of the image

processing application are able to determine, on the basis of
the characteristic shape of the individual images, their posi-

tion on the surface of the object being scanned.
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Advantageously, the ICP method or topology matching method can
be used as a search algorithm to identify the at least one com-

mon point.

The ICP (Iterative Closest Point) method is used for the evalua-
tion of 3D data that are similar in form in at least some re-—

gions.

The method use in image processing is the topology matching me-
thod, which uses MRGs (Multiresolutional Reeb Graphs) for the
comparison of different topologies. MRGs are especially well su-
ited as search criteria for similar 3D data sets. The computa-
tion of such similarity takes place quickly and efficiently with
this method, since it necessitates no computation of the change

of position or of any rotation.

Advantageously, the first pattern can show parallel stripes ex-—
tending in one direction and the further pattern parallel stri-
pes extending in another direction, in which case the said sec-—
ond direction of the parallel light stripes of said further pat-
tern encloses with the first direction of the parallel stripes

of first pattern a prescribed angle o of at least 5° and at most
90°. The common points are then formed by the points where the

light stripes of the patterns intersect.

This ensures that the two patterns intersect and that common
points are formed at the points of intersection. Localization of
the points of intersection is facilitated when the angle is
greater than 5°, while the points of intersection can be best

discerned at an optimal angle of 90°.

Advantageously, the light stripes of said further pattern con-
taining light stripes extending in the second direction can show
greater spacing between individual stripes than the light stri-
pes of the first pattern containing light stripes extending in

the first direction.
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In this way, the points of intersection can be more easily iden-—
tified, since a greater distance between the individual stripes

facilitates the analysis of the brightness values.

Advantageously, at least one exposure can be made of a first

group to give an image containing a pattern having light stripes
extending in substantially the first direction and that at least
one exposure is made of a second group to give an image contain-

ing a pattern in which the light stripes extend in another di-

rection which differs from the first by an angle o of >5°.

The resolution of the 3D data set is thereby improved. For exam-—
ple, one exposure can be made in the first direction, and a se-
ries of exposures in the second direction, the pattern being

displaced in each case by the width of one stripe, with the re-
sult that the surface of the scanned object is completely scan-
ned. Each striped pattern in the second group in the second di-
rection will contain points of intersection with the individual
images in the first group. As a consequence, positional correc-—

tion can be carried out for each image.

Advantageously, the at least second group of images containing
light stripes extending in the second direction can have a smal-
ler group size than the first group of images containing light

stripes extending in the first direction.

Advantageously, the distance between the light stripes for a
group of images with uniformly oriented light stripes extending
in direction R1 or R2 can be larger than the width of the light

stripes by an integral factor.

The width of the individual light stripes determines the resolu-
tion of the 3D data. To achieve higher resolution, more images
must be produced. The distance between the light stripes is sev-
eral times the width of the stripes, since in the case of expo-
sures made in the same direction the pattern is in each case
displaced by the width of a light stripe transversely to the di-

rection of orientation of the light stripes. For example, the
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distance between the light stripes is four times the width of a

light stripe and will require four exposures.

Advantageously, the angle O between the first and second direc-

tions is 90°.

An angle of 90° is best for computer-assisted localization of

intersecting points.

Advantageously, the direction vectors of the first and second
direction R2 of the pattern can be at an angle of greater than
30° and at most 90° with respect to a plane of triangulation

predefined in the triangulation method.

The plane of triangulation is defined by the projected beam and
the monitoring beam. For error-free functioning of the stripe
projecting method, the angle between the direction vectors of
the light stripes and the plane of triangulation must be greater
than 0° and is advantageously at least 30°. An angle of 90° is

best suited for the creation of images.

Advantageously, the first and second directions can enclose with
the plane of triangulation an angle P and an angle Y of up to

+60° or -60° respectively.

Thus the angle o between the first and second directions is suf-
ficient for precise determination of the intersecting points and
the angles P and Yy between the first and second directions and
the plane of triangulation respectively are sufficient for er-

ror—free functioning of the stripe projecting method. The method
of the invention is particularly advantageous when the angle «
is 90°, the angle P is 45°, and the angle Yy is 45°.

Advantageously, the first and further images can cover the same

area of measurement of the object.

This ensures that the common points between the two patterns can

be identified.
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Advantageously, the first and further exposures or the first and
further groups of exposures can be made at time intervals of at

least 100 ms.

In this way camera-shake between exposures is minimized.

Advantageously, the pattern can be rotated through an angle O by

mechanically adjusting a grid inside the scanning device.

The grid can be turned so as to adjust the direction of the
light stripes accurately by the desired angle o. This makes it
possible to adjust the direction of orientation of the light
stripes by a prescribed angle 0O, which should be as close to 90°

as possible.

Advantageously, the pattern can be turned through an angle O by

turning the entire scanning device.

Consequently, the scanning device can be turned through an angle
o manually after the first group of exposures has been made in
order to make a second group of exposures in which the light
stripes intersect those of the first group of exposures. The
scanning device should in such cases be turned through an angle
O as close to 90° as possible. This embodiment has the advantage
over the embodiment using the adjustable grid that the angles P

and Y between the light stripes and the plane of triangulation
remain the same, since the entire device is turned, and can ad-

vantageously be 90°.

Advantageously, the first pattern can be partially overlapped by
the further pattern and have at least three points common to

both patterns on the object being scanned.

Positional correction is facilitated with a higher number of

common points.

The invention also relates to an alternative method for opti-
cally scanning the three-dimensional geometry of an object by
means of triangulation, wherein a pattern is projected onto the

object being scanned in order to obtain a 3D data set and
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wherein the pattern is recorded in an image. In a first step for
the production of at least one first image, a first pattern is
projected onto the object being scanned, and in a second step
for the production of at least one further image, a further pat-
tern that deviates from the first as regards orientation or
shape is projected onto said object and the image is produced,
and the 3D data acquired from the first image and those from the
second image are combined in a subsequent step to form a 3D data
set. Furthermore, at least one correlating exposure is made us-
ing a correlating pattern that is projected onto the object be-
ing scanned, the resulting correlating image and the first image
of the first pattern projected onto the object being scanned and
the resulting further image of the further pattern projected on-
to the object being scanned are oriented with respect to one an-
other in such a way that said first and second images each show
at least one common point with the correlating image, which is
recorded in the images containing the two patterns. The 3D data
acquired from the images are merged, on the basis of the 3D data
of the at least one common point in the images and in the corre-
lating image, with the said 3D data set such that the 3D data
acquired from the images at the common point in the 3D data set

will agree with the 3D data acgquired from the correlating image.

In contrast to the first embodiment, a correlating exposure is
made in addition to the two scanning exposures, and positional
correction is carried out with reference to the intersecting
points between the pattern in the correlating image and the pat-

terns in the first and second images.

An advantage of this procedure is that a series of exposures can
be made with constant orientation of the light stripes, but each
displaced by the width of a single light stripe, in order to
completely scan the surface of the scanned object, and then a
correlating exposure can be made with the light stripes oriented
in another direction such that the light stripes in the result-

ing correlating image intersect those in the resulting first and
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second images. Positional correction can then be made on the ba-

sis of the common points.

Advantageously, more than two images can be produced and, with
utilization of common points in the correlating image, the re-

sulting 3D data can be combined to form a single data set.

Thus, for example, four images can be produced in the first step
and, after rotating the pattern, a correlating image can be pro-
duced. The distance between the stripes would then be four times
the width of a stripe, in order to completely cover the surface

of the scanned object.

Advantageously, the 3D data of the at least one common point in
the image and the 3D data of the common point in the correlating
image can be implemented to determine a positional relationship
between the 3D data of the image relative to the 3D data of the
correlating image. Positional correction of the 3D data from the
image is effected on the basis of said positional relationship.
The corrected data acquired from at least two images are then

combined to provide a 3D data set.

By this means, imaging errors that arise from unsteady movement
of the scanning device are corrected. The common points shared
by the images and the correlating image are utilized as corre-
lating points in order to determine the positional relationship
between the 3D data acquired from the various images. When the
spatial relationship is known, a positional correction of the 3D
data is carried out, for example by means of coordinate trans-
formations, such that the common points are in register with

each other.

Advantageously, the actual position of the at least one common
point in the 3D data of the image, on one hand, and the 3D data
of the correlating image, on the other, can be identified by a

search algorithm.

In this way the common points in the various images will be au-

tomatically identified.
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Advantageously, the first pattern and the further pattern can be

free of overlap.

This ensures that the further patterns in the first group of im-
ages will be parallel to the pattern in the first image but with
each displaced by the width of a stripe, such that the entire

surface of the scanned object is scanned.

Advantageously, the first and further patterns can have parallel

stripes orientated in a first direction.

As a result, the orientations of the first and second patterns

will agree.

Advantageously, the parallel stripes of the further pattern can
be displaced with respect to those of the first pattern.

Consequently, the entire surface of the object being scanned can
be covered by a minimum number of images. Advantageously the

pattern will be displaced by the width of a stripe.

Advantageously, the light stripes of the further patterns and
those of the first pattern can be separated from each other by a

distance several times the width of a single stripe.

The width of a single light stripe determines the resolution of
the 3D data. Thus to achieve higher resolution, more images must

be produced.

Advantageously, the correlating pattern can contain light stri-
pes extending along a second direction that differs by a pre-
scribed angle o of at least 5° and at most 90° relative to the
first direction in which the first and further images are ori-
ented. The common points are then formed by the intersection
points between the light stripes in the pattern in one image and
the light stripes in the correlating pattern in the correlating

image.

This ensures that the two patterns intersect and that the common

points are formed by the intersecting points.
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Advantageously, the correlating image of light stripes extending
in a second direction can display a greater distance between the
light stripes than the first and further images extending in the

first direction.

The increased spacing between the light stripes makes for more
efficient recognition of the intersection points by evaluating

differences in the brightness wvalues.

Advantageously, the angle O between the first and second direc-

tions can be equal to 90°.

The intersecting points can be best identified at an angle O of

90°.

Advantageously, the direction vectors relating to the first di-
rection of the patterns for the images and relating to the sec-
ond direction of the pattern for the correlating image can be at
an angle greater than 30° and not more than 90° with respect to

a plane of triangulation predefined by the triangulation method.

The plane of triangulation is formed by a projected beam that is
projected onto a point of measurement and a monitoring beam that
leads from the point of measurement to a sensor. The stripe pro-
jecting method requires an angle of at least 30° between the di-
rection of the stripes and the plane of triangulation, an angle

of 90° being advantageous.

Advantageously, the first direction of the images can enclose an
angle P with the plane of triangulation, and the second direc-

tion of the correlating image can enclose an angle Y of up to

+60° or —-60°.

Thus the angle o between the first and second directions is suf-
ficient for precise determination of the intersecting points and
the angles P and Y between the first and second directions and
the plane of triangulation respectively are sufficient for er-

ror-free functioning of the stripe projecting method. This me-



10

15

20

25

30

WO 2009/063087 PCT/EP2008/065626

- 17 -

thod of the invention is particularly advantageous when the an-

gle o is 90°, the angle P is 45°, and the angle Yy is 45°.

Advantageously the pattern of the at least one image can be par-—
tially overlapped by that of the correlation pattern for the
correlating image and have at least three points common to the

pattern and the correlating pattern on the scanned object.

Positional correction is facilitated by a higher number of com—

mon points.

The basic principle lies in obtaining appropriate, partially re-
dundant data with which it is possible to reconstruct the rela-
tive positions of the two-dimensional patterns in the individual
images. If these relative positions are known, it is possible to
merge the relief data acquired from the individual images to

form a suitable overall image.

The redundant data should be such that the demands on memory
storage and the time required for data acquisition are both mi-
nimized by using the least possible amount of data to give the
highest possible degree of correlation between the individual

images.

The invention is based on the idea that during the production of
at least one of the individual images, the object being measured
is scanned by one or more light stripes that are substantially
oriented in a second direction, which differs substantially by a
non-zero angle o from the first direction in which the light
stripes in the other individual images are substantially ori-

ented.

This at least one image can be one of those in which the pattern
extends in another direction or a correlating image. In the
first case all of the 3D data acquired from all of the images
are combined to form a data set. In the second case the correla-
tion image is used only to identify the intersecting points and

to carry out the positional correction.
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Since the at least one exposure covers the same region on the
object as in the other exposures, the same points of the object
being measured are present in the 3D data acquired from the at
least one image as are present in the other images. Specific
points on the surface of the object, namely those where there is
intersection of the light stripes of the two-dimensional pattern
of the at least one image and those of the two-dimensional pat-
tern of the other images, are therefore imaged at least twice.

These intersecting points are referred to as the common points.

On the basis of these common points it is possible to establish
correlation between the relative position of the two-dimensional
patterns of all of the images, since the angle O between the at
least one image and the other images is known except for the
portion caused by camera-shake. After suitable adjustment and
adaptation of the two-dimensional patterns such that the best
possible agreement of the relief information at the common
points of any pair of images consisting of the correlating image
and one of the other images is obtained, the 3D data acquired
from the individual images can be combined to form a single 3D

data set.
Brief description of the drawings

Exemplary embodiments of the invention are illustrated in the

drawings, in which:

Fig. 1 is a sketch illustrating the method of the invention,
showing an intraoral dental camera and a scanning de-

vice for scanning teeth,

Fig. 2 shows a region of the surface of an object being
scanned depicting five images of differing orienta-

tion,

Fig. 3 is a diagrammatic illustration of the patterns in two

images with an angle o of 40° between the first and

second directions,
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Fig. 4 is a diagrammatic illustration of the patterns of two
images with an angle o of 90° between the first and

second directions,

Fig. 5 is a diagrammatic illustration of a first pattern and
of a second pattern of a second image at an angle «
of 45°, the distance between the light stripes in the
second pattern being larger than in the first pat-

tern,

Fig. 6 is a diagrammatic illustration of the combination of

four different images to form a single image with a
correlating image in which angle o is 90° and the an-

gles P and Y relative to the plane of triangulation

are 45°.
Exemplary embodiments of the invention

Figure 1 shows an intraoral dental camera as scanning device 1,
which is equipped with a light source 2, a sensor 3, a grid 4,
and a pivoted mirror 5. The light source 2 emits a projected
beam 6 that passes through the grid 4 and is directed by the pi-
voted mirror 5 onto the object 7, namely the surface of a tooth
to be scanned. The grid 4 has a slit 4.1 that is perpendicular
to the plane of triangulation 8, so that a structured pattern 9
comprising parallel stripes 10 is projected onto the surface of
the object 7 to be scanned. The structured pattern 9 is only di-
agrammatically illustrated and does not represent the actual
projection of light stripes 10 on the object 7 to be scanned.
The projected beam 6 is reflected by the surface of the object 7
and is back-projected as a monitoring beam 11. The monitoring
beam 11 is directed to the sensor 3 and detected thereby. The
plane of triangulation 8 is defined by the projected beam 6 and
the monitoring beam 11. The projected beam 6 encloses with the
monitoring beam 11 a so-called triangulation angle 12. The image
data acquired by the sensor are sent to a computer that func-

tions as an evaluating unit 13, which has a monitor as display
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unit 14, and a keyboard and mouse functioning as inputting units

15.

The pivoted mirror 5 can be pivoted about an axis 16 and the
pattern 9 thereby incrementally moved in the direction 17 in the
plane of triangulation 8. With the method of the present inven-
tion a plurality of images with the pattern 9 being moved be-
tween each exposure by a stripe's width in the direction 17 un-
til the surface of the object 7 has been scanned completely. 3D
data are computed from each individual image by means of the
evaluating unit 13. Such computation is effected using the prin-
ciple of triangulation, in which the coordinates of a point of
measurement relative to the coordinate system of the scanning
device are determined from the two angles between a baseline,
connecting light source and sensor, and the projected beam and
the monitoring beam respectively and the length of the base
length.

The 3D data acquired from the individual images are then com-
bined to form a single 3D data set, which is displayed on the
display unit 14 as a 3D picture 18.

In traditional triangulation procedures, camera-shake of the
scanning device 1 caused by the user during a scan causes de-
fects in the image, which appear as pointed or stepped struc-
tures in the 3D picture 18. These defects arise Dbecause the
change in position of the pattern between the individual expo-
sures 1is not taken into account when combining data to form the
complete 3D data set.

The method of the present invention solves this problem by ef-
fecting a positional correction for each individual image. This
is done as follows: the grid 4 can be switched in a direction 20
about an axis 19 of the grid. When the grid 4 is switched about
the axis 19, the projected pattern 9 is also rotated relatively
to the object being scanned 7. As a consequence, a plurality of
images is produced with the light stripes 10 of the pattern 9
extending in a first direction R1 in order to cover the surface

of the object 7 completely and then the grid 4 is switched back
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and a further image is produced in a second direction R2 of the
light stripes 10' in the pattern 9'. This further image shows
intersecting points with the previously produced images and is
used for positional correction.

Fig. 2 is a diagrammatic representation of a region of the sur-
face of an object 7 to be scanned, in which the first four im-
ages 31, 32, 33, and 34, which are represented by dash lines
showing the actual direction of the parallel light stripes 10 of
the pattern 9 on the object 7, are produced in the first posi-
tion of the grid 4 in the direction R1l, after which an further
image 35 is produced, represented here by the dash line depict-
ing the orientation of the light stripe pattern, which image is

produced with the grid 4 positioned in the direction R2 after

switching it through an angle o of 90°.

Whenever the scanning device 1 is shaken by the user, the pro-
jected pattern 9 is also shaken such that the light stripes in
images 31, 32, 33, and 34 are not parallel to each other and
partly overlap. The 1light stripes in the 1image 35 intersect
those in images 31, 32, 33, and 34, the 3D data of the intersec-
tion points 36 being recorded in both image 31 and image 35. In
the intersecting points 37 the 3D data of images 32 and 35 are
recorded. The 3D data of the intersecting points 38 are recorded
in images 33 and 35. The 3D data of the intersecting points 38
are recorded in images 34 and 35. These intersecting points are
consequently the common points of the individual images 31, 32,
33, and 34 present in image 35. After the common points 36, 37,
38, and 39 have been identified in the individual images 31, 32,
33, and 34, the relative positions of the images with respect to
each other are determined, and positional correction is carried
out in order to compensate for those imaging defects arising

from shaking of the scanning device 1 by the user.

Fig. 3 is a diagrammatic representation of a first image 40 sho-
wing a first pattern 9 whose light stripes 10 are oriented in
the direction R1 and of a second image 41 showing a second pat-

tern 9' whose light stripes 10' are oriented in a second direc-
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tion R2. The angle O between the first direction R1 and second
direction R2 is 40°. The object 7 to be scanned, namely a tooth,
can be seen in top view. The object 7 is located such that it
lies both inside the area of measurement 42 of the first image
40 and inside the area of measurement 43 of the second image 41.
The light stripes 10 of the first pattern 9 intersect the first
stripes 10' of the second pattern 9' at the intersecting points
44, which are the common points in images 40 and 41. On the ba-
sis of these common points 44 the relative position of the sec-
ond image 41 with respect to the first image 40 can be deter-
mined and the 3D data acquired from the images 40 and 41 can,
taking into account the relative positions, be combined to form
a single 3D data set. The first distance dl between the light
stripes 10 in the first image 40 and the second distance d2 be-

tween the light stripes 10' in the second image 41 are the same.

For each of the images 40 and 41 in the directions R1 and RZ2,
the light stripes 10 and 10' may not be parallel to the plane of
triangulation 8 shown in Fig. 1, this being a prerequisite for
correct functioning of the stripe projecting method based on the
triangulation method. In the present case the angle P between
the plane of triangulation 8 and the direction R1 is 45° and the

angle Y between the plane of triangulation 8 and the direction

R2 1is 45°.

Fig. 4, like Fig. 3 is a diagrammatic representation of a first
image 40 with a first pattern 9 whose light stripes 10 are ori-
ented in a first direction R1 and a second image 41 with a sec-

ond pattern 9' whose light stripes 10' are oriented in a second

direction R2. The angle O between the first direction Rl and the

second R2 is 90°.

The intersecting points 44 correspond to similar points between

the two images 40 and 41.

For each of the images 40 and 41, the tangential vectors of the
scanning light stripes, that is, the directions R1 and R2 of the

light stripes 10 and 10' may not be parallel to the plane of
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triangulation 8 shown in Fig. 1. In the present case the angle P
between the direction R1 and the plane of triangulation 8 is 45°
and the angle Y between the direction R2 and the plane of trian-

gulation 8 is 45°.

It is also conceivable that in a first group Gl of images the
light stripes are oriented substantially in a direction R1 and
that in a second group G2 of images they are oriented substan-

tially in a direction R2.

In general, any image, whether it belongs to a group of images
with light stripes oriented in direction R1 or to a group with
light stripes oriented in direction R2, may comprise one or more

light stripes.

The distances dl and d2 between the substantially parallel light

stripes need not be the same for all images.

It is advantageous when the spacing between the light stripes in

a group of images is the same in direction R1 or R2.

It is particularly advantageous when the group of images with
light stripes oriented in the direction R2, which is used to re-
cord redundant data, shows greater spacing between the light
stripes or has a smaller group size than the group of images
with light stripes oriented in the direction R1l, which is in-
tended for precise measurement of the surface structure of the

object being scanned.

The embodiment illustrated in which the angle o is 90° is the
preferred embodiment, since the common points 44 can be best i-

dentified by means of computer-assisted analysis of the differ-

ences in brightness values when the angle o is 90°.

The embodiment in which the angle P is 45° and the angle Y is
45° is also a preferred embodiment, since these angles suffice

for the successful use of the stripe projecting method.

Fig. 5, like Fig. 3 and Fig. 4, shows two images 40 and 41, in

which the angle O between the first direction R1 and the second
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direction R2 is 45°. The distance d2 between the light stripes
10" in the second image 41 is greater than the first distance dil
between the light stripes 10 in the first image 40. This pre-
ferred embodiment has the advantage that the second image 41 in
the second direction R2 has a smaller number of light stripes
10" than the number of light stripes 10 in the first image 40.
Thus a smaller number of intersecting points 44 need be com-—
puted. The second image 41 or a second group G2 of images in di-
rection R2 serves merely as a correlate for positional correc-—
tion, wherein the first image 40 or the first group Gl of images
in the direction Rl serves to provide a precise measurement of

the scanned object's surface structure.

Additionally, the area to be scanned on the object 7 is com-
pletely covered by the first pattern, whereas the second pattern
9' only partially covers the area to be scanned on the object 7.
As a consequence, the intersecting points 44 are only in the
overlapping region of the two images 9 and 9', which covers only
a portion of the area to be scanned on the object 7. In spite of
this, the positional relationship between the images 9 and 9'
can still be determined on the basis of these intersecting
points. It is therefore not necessary for the further image 41
in direction R2 to completely cover the area to be scanned in

image 40.

Fig. 6 shows diagrammatically how four images are combined to
form a single overall image. In the first image 50, the pattern
9.1 is in a first position and formed by the light stripes 10.1,
which are oriented in a first direction R1. In the second image
51, the pattern 9.2 is in a second position and formed by the
light stripes 10.2, which are oriented in direction R1 but are
displaced with respect to the light stripes 10.1 by the width t
of a stripe in the direction 17 shown in Fig. 1. In the third
image 52, the pattern 9.3 is in a third position and is formed
by the light stripes 10.3, which are oriented in the direction
R1 but are displaced with respect to the pattern 9.2 by the

width t of a light stripe in direction 17 shown in Fig. 1. In
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the fourth image 53, the pattern 9.4 is in a fourth position and
is formed by the light stripes 10.4, which are oriented in the
direction R1 but are displaced with respect to pattern 9.3 by
the width t of a light stripe in the direction 17 shown in Fig.
1.

A correlating image is produced as a fifth image 54, whose light

stripes 10.5 are oriented in the second direction R2. The angle
0 between R1 and R2 is 90°, while the angle P is 45° and the an-

gle v is 45°.

The distance dl between the light stripes of the patterns 9.1,
9.2, 9.3, and 9.4 is four times the width t of a light stripe,
so that the surface of the object being scanned 7 is completely
covered by the four images 50, 51, 52, and 53. The fifth image
54 serves merely as a correlating image for the identification
of the common intersecting points 44 for correlation of the

first four images.

The second distance d2 between the light stripes 10.5 in the
fifth image 54 1is equal to the distance dl in the embodiment

shown, but may be larger.

Fach individual image 50, 51, 52, and 53 therefore contains one
quarter of the data present in the complete, combined image 55.
Only the combination of the four images covers the total area to
be scanned by the two-dimensional pattern 9 in the context of

the given discretization.

The combination of the images 50, 51, 52, and 53 to form a fused
image 55 is possible in a meaningful way and yields the correct
surface of the object being measured 7 in the context of the
given discretization only when there has been no camera-shake
between these individual images 50, 51, 52, and 53, i.e., when
there has been no significant change in the relative position
between the scanning device 1 and the object 7 throughout the
scanning operation, and the coordinate systems of the images 50,
51, 52, and 53 thus remain the same. Only then can a correlation

between the 3D data in the light stripes 10.1, 10.2, 10.3, and
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10.4 of the two-dimensional patterns in the individual images
50, 51, 52, and 53 be established and a common two—-dimensional
pattern fused to an overall image 55, containing the correct 3D

data of the object being scanned 7.

If a change occurs in the positional relationship between the
scanning device 1 and the object 7 between the production of the
individual images 50, 51, 52, and 53, for example due to camera-
shake, then the coordinate systems of the individual images 50,
51, 52, and 53 will no longer be the same. Since the change in
orientation between the scanning device 1 and the object 7 1is
unknown, the two-dimensional patterns of the images 50, 51, 52,
and 53 cannot be correctly fused to form an overall image 55 of

the total area to be scanned.

For such scanning, camera-shake means that the slices of the ob-
ject being scanned that are recorded in the individual images
50, 51, 52, and 53 are no longer parallel to each other from one
image to the next. This is diagrammatically represented in Fig.
2. For example, during the second exposure 51, the portions of
the object 7 are scanned along the light stripe 10.2 that have
been rotated or displaced relative to the light stripes 10.1 of
the first image 50. Consequently each image 50, 51, 52, and 53
contains a part of the 3D data of an object 7 that is slightly

displaced or rotated.

If these data contained in the light stripes 10.1, 10.2, 10.3,
and 10.4 of the two-dimensional patterns of the images 50, 51,
52, and 53 are combined to form a fused image 55, there is ob-
tained an erroneous representation of the surface structure of

the object 7.

These imaging errors can be avoided by positional correction. In
order to do this, it is necessary to determine which coordinate
transformations will reproduce the coordinate systems of images
50, 51, 52, and 53 on a common coordinate system. To this end,
the relative orientations and/or ©positions of the two-

dimensional patterns 9.1, 9.2, 9.3, and 9.4 in the individual
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images relative to each other must be known. This can be done by
identifying the intersecting points 44, which serve as correlat-

ing points.
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List of reference numerals or characters
scanning device
light source
sSensor
grid
slit
pivoted mirror
projected beam
object to be scanned
triangulation plane
pattern
pattern
pattern
pattern
pattern
pattern
parallel light stripes
light stripes
light stripes
light stripes
light stripes
light stripes
monitoring beam
triangulation angle
evaluation unit
display unit

control unit
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30)

31)

32)

33)

34)

35)

36)

37)

38)

39)

40)

41)

42)

43)

44)

50)

51)

52)

53)

54)

55)

R1)

R2)

direction

3D picture

grid axis

direction

section

image

image

image

image

image

intersection points
intersection points
intersection points
intersection points
first image

second image

area of measurement
area of measurement
intersection points
first image

second image

third image

fourth image

fifth image

overall image / overall 3D data set

first direction

second direction
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Claims

A method for optical measurement of the three-dimensional
geometry of an object by means of triangulation in which a
pattern (9, 97') 1is projected onto the object (7) to be
scanned in order to obtain a 3D data set, and the pro-
jected pattern (9, 9’') is recorded in an image (40, 41),
wherein in a first step for the creation of at least one
first image (40), a first pattern (9) is projected, and in
a second step for the creation of at least one further im-
age (41), another pattern (9’) deviating from the first as
regards position or shape is projected onto the object (7)
to be scanned and said image (41) 1is created, and in a
subsequent step, the 3D data acquired from the first image
(40) and from said further image (41) are merged to form a
3D data set, characterized in that said first image (40)
of the pattern (9) projected onto the object (72) being
scanned and recorded and the said further image (41) of
said further pattern (9') projected onto the object (7)
and recorded, are oriented with respect to one another in
such a way that the two patterns (9, 9') partially overlap
and comprise at least one common point (44) on the object
(7) being scanned that is present in both recorded pat-
terns (9, 9'), the 3D data acquired from these images (40,
41) being merged on the basis of the 3D data of the at
least one common point (44) present in said two images
(40, 41) to form a 3D-data set such that the 3D data ac-
quired from said images (40, 41) agree at least with ref-
erence to the 3D data of said common point (44) in said 3D

data set.

The method according to claim 1, characterized in that in
further steps more than two images (40, 41) are created
and on the basis of the common points (44) of said images
(40, 41) the 3D-data acquired therefrom are merged to form

a 3D-data set.
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The method according to claim 1 or claim 2, characterized
in that on the basis of said 3D-data of the at least one
common point (44) in said image (40) a positional rela-
tionship of the 3D data of the at least one further image
(41) with reference to said first image (40) i1is deter-
mined, and on the basis of said positional relationship a
positional correction of the 3D data of the at least one
further image (41) is carried out, and that the corrected
3D-data of the at least one further image (41) and the 3D-
data of said first image (40) are merged to form a 3D-data

set.

The method according to any one of claims 1 to 3, charac-
terized in that the position of said at least one common
point (44) on said object (7) to be scanned, recorded in
at least two patterns (9, 9'), is identified in the 3D da-

ta of said image (40, 41) by means of a search algorithm.

The method according to claim 4, characterized in that the
search algorithm used for identifying said at least one
common point (44) is the ICP method or the topology-

matching method.

The method according to any one of claims 1 to 5, charac-
terized in that said first pattern (9) oriented in a first
direction R1 and said further pattern (9’) oriented in a
further direction R2 each have parallel light stripes, and
the direction of orientation R2 of the parallel 1light
stripes (10’) in said further pattern (9’) differs from
the direction of orientation R1 of the parallel 1light
stripes (10) in said first pattern (9) by a specific angle
(o0) of at least 5° and not more than 90° and said common
points (44) are formed by the intersecting points of said

light stripes (10, 10’) in said patterns (9, 97).

The method according to claim 6, characterized in that
said light stripes in said further pattern (9') containing

light stripes oriented in direction R2 show greater spac-—
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ing between the light stripes (d2) than the light stripes
of said first pattern (9) containing light stripes ori-

ented in direction RI1.

The method according to claim 6 or claim 7, characterized
in that a first group (Gl) is recorded in at least one im-
age (40) containing a pattern (9) comprising light stripes
substantially oriented in a direction R1 and that at least
one second group (G2) is recorded in at least one image
(41) containing a pattern (9’) comprising light stripes
oriented substantially in a further direction R2, which

differs from direction R1 by an angle (0) greater than 5°.

The method according to claim 8, characterized in that
said at least second group (G2) of images (41) containing
light stripes (10’) oriented in direction R2 has a smaller
group size than said first group (Gl) of images (40) con-

taining light stripes (10) oriented in direction RIl.

The method according to any one of claims 6 to 9, charac-
terized in that the spacing (dl, d2) between said light
stripes (10, 10’) in a group (Gl, G2) of images containing
identically oriented light stripes (10, 10’) in direction
Rl or R2 is larger than the width (t) of one light stripe

by an integral factor.

The method according to any one of claims 6 to 10, charac-
terized in that the angle (d) between direction R1 and di-

rection R2 1is 90°.

The method according to any one of claims 6 to 11 as, cha-
racterized in that the direction vectors pertaining to the
direction (R1l, R2) of said patterns (9, 9’) are at an an-
gle (B, YY) which is greater than 0° and not more than 90°
relative to a triangulation plane predefined by the trian-

gulation method.
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The method according to claim 12, characterized in that

said directions R1 and R2 enclose with said triangulation

plane an angle (P) and an angle (y) of up to +60° or -60°.

The method according to any one of claims 1 to 13, charac-
terized in that said first and said further image (40, 41)

cover the same area of measurement of said object (7).

The method according to any one of claims 1 to 14, charac-
terized in that said first and said further image (40, 41)
or said first and said further group (Gl, G2) of images

are created following an interval of at least 100 ms.

The method according to any one of claims 4 to 15, charac-
terized in that rotation of said pattern (9, 9’) through
an angle o is effected by mechanically turning a grid in-

side a scanning device.

The method according to any one of claims 4 to 16, charac-
terized in that rotation of said pattern (9, 9’) through
an angle o is effected by rotating an entire scanning de-

vice.

The method according to any one of claims 1 to 17, charac-
terized in that said first pattern (9) is partially over-—
lapped by said further pattern (9’) and exhibits at least
three common points (44) on said object (7) to be scanned

which are recorded in the images of both patterns (9, 97).

A method for optically scanning of the three-dimensional
geometry of an object by means of a triangulation method,
a pattern (9.1, 9.2, 9.3, 9.4) being projected onto the
object (7) to be scanned, in order to obtain a 3D data set
and the projected pattern (9.1, 9.2, 9.3, 9.4) is recorded
in an image (50, 51, 52, 53), and in a first step for cre-
ating at least one first image (50) a first pattern (9.1)
is projected on the object (7) to be scanned and in a sec-—
ond step for creating at least one further image (51, 52,

53) a further pattern (9.2, 9.3, 9.4) which deviates from
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said first pattern (9.1) as regards position or shape 1is
projected on the object (7) to be scanned and said further
image (51, 52, 53) is created, and, in a subsequent step,
3D data acquired from said first image (50) and from said
further image (51, 52, 53) are merged to form a 3D data
set (18), characterized in that at least one correlating
image (54) containing a correlating pattern (9.5) pro-
jected onto said object (7) to be scanned is created, and
said correlating image (54) and said first created image
(50) of said first pattern (9.1) projected onto said ob-
ject (7) and said further created image (51, 52, 53) of
said further pattern (9.2, 9.3, 9.4) projected onto said
object (7) are oriented relatively to each other in such a
manner that said first image and said further image each
have, with said correlating image (54), at least one com-
mon point (44) recorded on said object (7) to be scanned
in the images of said two patterns (9.1, 9.2, 9.3, 9.4,
9.5) and that the 3D data acquired from said images (50,
51, 52, 53) on the basis of the 3D data of the at least
one common point (44) in images (50, 51, 52, 53) and in
the correlating image (54) are merged to form said 3D data
set (18) such that the 3D data acquired from said images
(50, 51, 52, 53) at the common point (44) are in register
with said 3D data set (18) comprising the 3D data of the

correlating image (54).

The method according to claim 19, characterized in that
more than two images (50, 51, 52, 53) are created and the
3D data acquired therefrom are merged to form a 3D data
set on the basis of said common points (44) in said corre-

lating image (54).

The method according to claim 19 or claim 20, character-
ized in that on the basis of the 3D-data of said at least
one common point (44) in said image (50, 51, 52, 53) and
the 3D-data of said common point (44) in said correlating

image (54), a positional relationship between the 3D-data
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of said image (50, 51, 52, 53) and the 3D-data of said
correlating image (54) is determined and that, on the ba-
sis of said positional relationship, a positional correc-
tion of the 3D-data of said image (50, 51, 52, 53) is car-
ried out and that the corrected 3D-data of said at least
two images (50, 51, 52, 53) are merged to form a 3D-data

set.

The method according to any one of claims 19 to 21, char-
acterized in that the actual position of the at least one
common point (44) in the 3D data of said image (50, 51,
52, 53) on one hand and in the 3D data of said correlating
image (54) on the other, 1is identified by means of a

search algorithm.

The method according to any one of claims 19 to 22, char-
acterized in that said first pattern (9.1) and said fur-

ther pattern (9.2, 9.3, 9.4) are free of overlap.

The method according to claim 23, characterized in that
said first pattern and said further pattern (9.1, 9.2,
9.3, 9.4) exhibit parallel light stripes oriented in a di-

rection RI1.

The method according to claim 24, characterized in that
the parallel light stripes (10.2, 10.3, 10.4) in said fur-
ther pattern (9.2, 9.3, 9.4) are offset from the parallel
light stripes (10.1) in said first pattern (9.1).

The method according to claim 25, characterized in that
said light stripes (10.2, 10.3, 10.4) in said further pat-
tern (9.2, 9.3, 9.4) and said light stripes (10.1) in said
first pattern (9.1) are spaced from each other by the dis-

tance necessary for the required resolution.

The method according to any one of claims 19 to 26, char-
acterized in that said correlating pattern (9.5) exhibits
light stripes (10.5) oriented in a direction R2 which dif-
fers by a given angle o of at least 5° and not more than

90° with respect to direction R1 in which said patterns
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(9.1, 9.2, 9.3, 9.4) in said first and said further images
(50, 51, 52, 53) are oriented, and that said common points
(44) are formed by the points of intersection between the
light stripes (10.1, 10.2, 10.3, 10.4) in said pattern
(9.1, 9.2, 9.3, 9.4) in an image (50, 51, 52, 53) and the
light stripes (10.5) in said correlating pattern (9.5) in

said correlating image (54).

The method according to claim 27, characterized in that
said correlating image (54) containing light stripes ori-
ented in direction (R2) shows greater spacing (d2) of the
light stripes than in said first and further images (50,
51, 52, 53) containing light stripes (dl) oriented in di-

rection (R1).

The method according to claim 27 or claim 28, character-
ized in that the angle o between direction R1 and direc-—

tion (R2) 1s 90°.

The method according to any one of claims 27 to 29, char-
acterized in that the direction vectors pertinent to the
direction (R1l, R2) of orientation in said patterns (9.1,
9.2, 9.3, 9.4, 9.5) are at an angle (B, Y) greater than 0°
and not more than 90° with respect to a triangulation pla-

ne (8) defined by the triangulation method.

The method according to claim 30, characterized in that

said directions (R1) and (R2) enclose with said triangula-
tion plane (8) an angle (B) and an angle (y) of up to +60°

or —60°.

The method according to any one of claims 19 to 31, char-
acterized in that said pattern (9.1, 9.2, 9.3, 9.4) in
said at least one image (50, 51, 52, 53) is partially o-
verlapped by said correlating pattern (9.5) in said corre-
lating image (54) and exhibits at least three common
points (44) on said object (7) to be scanned which are re-
corded in the image of said pattern (9.1, 9.2, 9.3, 9.4)

and in the image of said correlating pattern (9.5).
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