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(57) ABSTRACT 

In one example, a data center may be built in modular com 
ponents that may be pre-manufactured and separately deploy 
able. Each modular component may provide functionality 
Such as server capacity, cooling capacity, fire protection, 
resistance to electrical failure. Some components may be 
added to the data center by connecting them to the center's 
utility spine, and others may be added by connecting them to 
other components. The spine itself may be a modular com 
ponent, so that spine capacity can be expanded or contracted 
by adding or removing spine modules. The various compo 
nents may implement functions that are part of standards for 
various levels of reliability for data centers. Thus, the reliabil 
ity level that a data center meets may be increased or 
decreased to fit the circumstances by adding or removing 
components. 
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MODULARIZATION OF DATA CENTER 
FUNCTIONS 

CROSS-REFERENCE 

0001. This is a division of U.S. patent application Ser. No. 
12/395,556, filed Feb. 27, 2009, entitled “Modularization of 
Data Center Functions.” 

BACKGROUND 

0002. A data center is a facility that houses computer 
equipment and related components. Data centers typically 
include many server computers and the auxiliary equipment 
that is used to keep the servers running. The servers in data 
centers are used to host various functions, such as web appli 
cations, e-mail accounts, enterprise file servers, etc. 
0003. A data center is not merely a building in which 
servers are stored and operated. In addition to computing and 
data storage resources, data centers provide resistance to cer 
tain types of failures. A given data center may be expected to 
remain functional for Some amount of time in the event of a 
power failure, may be expected to operate regardless oftem 
perature or other weather conditions, and may be expected to 
implement Some level of physical security and resistance to 
fire or natural disasters. There may be various other types of 
expectations placed on a data center. Thus, in addition to 
housing the computer equipment that performs the data cen 
ter's core function of providing the computing resources to 
host applications, a data center also typically houses power 
backup equipment (e.g., backup generators, uninterruptable 
power Supplies, etc.), cooling equipment, fire protection 
equipment, etc. 
0004 Data centers are scalable in a number of different 
senses. One way in which a data center may be scaled is to 
increase or decrease the computing capacity of the data center 
—e.g., by increasing or decreasing the number of server 
machines at the data center. However, other types of scalabil 
ity relate to the expectations placed on the data center. Data 
centers may meet various different performance and reliabil 
ity standards—sometimes referred to as “levels' and one 
sense in which a data center may be scaled is to modify the 
data center to meet higher or lower performance or reliability 
standards. For example, one level may involve some amount 
of backup power and cooling equipment, and another level 
may involve a different amount of backup power and cooling 
equipment and, perhaps, some fire resistance or increased 
security that is not present in the first level. 
0005 Data centers may be modularized and expandable. 
For example, a self-contained group of servers may be put in 
a movable container (e.g., a shipping container or modular 
enclosure) along with the power equipment, cooling equip 
ment, etc., involved in operating those servers. These mod 
ules may be pre-fabricated and then moved to the location at 
which the data center is to be installed. If it is decided to 
increase the capacity of the data center, an additional module 
may be added. 
0006 While it is possible to modularize data centers to 
increase their size or capacity, individual functionalities gen 
erally have not been modularized. In some cases, there may 
be reason to increase or decrease some particular functional 
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ity of a data center—e.g., the center's resistance to fire, power 
failure or adverse weather conditions. 

SUMMARY 

0007 Modules may be created to implement various func 
tionalities of a data center. Data centers may be created or 
modified by adding or removing the modules in order to 
implement these functionalities. There may be modules that 
contain servers, modules that contain cooling equipment, 
modules that contain backup generators, modules that con 
tain Uninterruptable Power Supplies (UPSs), modules that 
contain electrical distribution systems or modules that imple 
ment any other type (or combination) of functionality. These 
modules may be combined in order to build a data center that 
meets certain expectations. There may be a utility spine that 
connects certain types of modules to power, telecommunica 
tions cabling, cooling media Such as chilled water, air, glycol, 
etc. One way to expand a data center's functionality is to 
attach additional modules (e.g., server modules) to the spine. 
Another way to expand the data center's functionality is to 
attach modules to other modules—e.g., a cooling module 
could be attached to a server module, in order to provide 
increased cooling capacity or tighter temperature/humidity 
control to the servers in that server module. 

0008 For example, a particular number of server modules 
may be chosen based on the expected capacity of the data 
center. If the data center is expected to maintain cooling 
within a certain temperature and humidity boundary, then 
cooling modules can be added. If the data center is expected 
to implement a certain level of resistance to interruptions of 
electrical service, then generator modules, UPS modules and/ 
or electrical distribution modules may be added. If the data 
center is expected to implement a certain level of resistance to 
interruption of networking connectivity, telecommunications 
modules may be added. Modules may be combined in any 
way in order to implement any type of functional expecta 
tions. 

0009 Similarly, if conditions change such that function 
ality can be removed from the data center, then the modules 
can be removed. For example, if the expected demand on the 
data center abates, then modules that contain servers can be 
removed, thereby reducing the capacity of the data center. If 
conditions change Such that it can be tolerated for the data 
center to be less resistant to power disruptions, then generator 
and/or UPS modules can be removed. Or, if the amount of 
power that the servers draw is reduced due to technological 
shifts, then power components could be removed. In general, 
modularization of the various functionalities of a data center 
allows a data center to be adapted continually to greater or 
lesser expectations regarding its functionality. 
0010 Standards that data centers are expected to meet are 
often quantized into levels. Modularization of functionality 
allows data centers to be modified to satisfy the specifications 
of different levels. For example, in order to upgrade a data 
center from one level to the next, modules that increase the 
data center's resistance to fire, power disruption, temperature 
excursions, etc., may be added. 
0011. This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
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claimed subject matter, nor is it intended to be used to limit 
the scope of the claimed subject matter. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012 FIG. 1 is a perspective view of an example module 
that may be used in building a data center. 
0013 FIG. 2 is an elevation of an example data center, or 
of a portion of an example data center. 
0014 FIG. 3 is a block diagram of a first example combi 
nation of data center modules. 
0015 FIG. 4 is a block diagram of a second example 
combination of data center modules. 
0016 FIG. 5 is a block diagram of a third example com 
bination of data center modules. 
0017 FIG. 6 is a block diagram of a fourth example com 
bination of data center modules. 
0018 FIG. 7 is a block diagram of a data center, with 
modules that are added to the data center in various ways. 
0019 FIG. 8 is a flow diagram of an example process in 
which components may be added or removed in order to 
increase or decrease the functionality of a data center. 
0020 FIG. 9 is a block diagram of some example specifi 
cations for various level ratings. 

DETAILED DESCRIPTION 

0021 Many types of computing are performed at data 
centers, which host large numbers of fast computers and 
Storage devices. For example, web hosting, e-mail hosting, 
data warehouses, etc., are implemented at data centers. The 
data centers typically contain large numbers of server com 
puters and network devices, which run applications to per 
form various functions. In the recent past, computing was 
largely a local affair, with most functions being performed on 
a local desktop or laptop computer located in the same place 
as the computer user. With the growth of network connectiv 
ity, the increased use of handheld computers, and the rise of 
usage models such as cloud computing, the amount of func 
tionality performed at data centers has increased and, likely, 
will continue to increase. With increased demands on capac 
ity for data centers, there is pressure to be able to deploy data 
centers quickly, at low cost, and in ways that satisfy the 
(possibly changing) demands being placed on the center. 
0022. One technology for building data centers that has 
drawn interestin recent years is the pre-fabricated data center. 
Such a data center may be assembled at a factory in units that 
may be delivered to wherever they are to be used. For 
example, racks of servers could be installed in a shipping 
container along with cooling components, fire-protection 
components, etc., and the container could be delivered to the 
site on which a data center is to be built. Typically, the pre 
fabrication of data center units allows data centers to be built 
to Scale, but does not allow fine-grained control over the 
functionality of the data center. For example, if each container 
can provide a capacity of N, and a data center is to have a 
capacity of 5N, then five shipping containers could be deliv 
ered to the site at which the data center is to be built, and the 
shipping containers could be connected to power utilities, 
data utilities, cooling equipment, etc., at a single site in order 
to provide a data center with the intended capacity. Certain 
specific types of components could be added to augment 
functionality—e.g., cooling equipment could be added to an 
existing unit in order to allow the data center to operate in a 
hotter climate or at a higher power level. 
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0023. However, pre-fabrication technology typically does 
not typically allow functionality to be added to the data center 
in a custom manner that is tailored to the particular expecta 
tions that apply to a particular data center. For example, there 
may be various standards of reliability for data centers at 
certain levels, and the particular level rating of a data center 
may be based on the data center's having certain functional 
ities. Thus, a level 2 data center might have a certain amount 
of resistance to fire, power failures, etc., and a level 3 data 
center might have different amounts of those features. So, 
converting a level 2 data center to a level 3 data center might 
involve adding more backup power, fire protection equip 
ment, etc., than would be present in a level 2 data center. 
0024. Another issue is that the amount of scale that can be 
achieved with pre-fabrication technology may be limited by 
the size of the utility spine that is used to provide certain 
services (e.g., power, data, cooling media, etc.) to individual 
units. Thus, a common spine might be able to Support six 
server containers, so installation of another server container 
might involve installing a new spine. 
0025. The subject matter described herein may be used to 
modularize the functionality of a data center. Individual func 
tionalities (e.g., backup power, cooling, fire protection, elec 
trical switch gear, electrical switch boards, electrical distri 
bution, air-cooling, generator, UPS, chilled water central 
plant, cooling towers, condensers, dry coolers, evaporative 
cooler, telecommunications main distribution (MDF), tele 
communication intermediate distribution (IDF), storage, 
office, receiving and/or loading dock, security, etc.) may be 
implemented as modules. The modules can be combined to 
build a data center having a certain capacity, or having certain 
properties (e.g., a certain level of resistance to power outage, 
fire, etc.). The utility spine that serves individual modules 
may, itself, be modularized, so that the spine can be made 
larger (or Smaller) by adding (or removing) spine modules. In 
this way, a data center can be built to have scale and functional 
capabilities appropriate to the circumstances in which the 
data center is built, and the scale and capabilities can be added 
or removed at will. By allowing data center builders to pick 
and choose the scale and functionality appropriate for a situ 
ation, waste that results from excess capacity or excess capa 
bilities may be avoided. Additionally, the modularity of the 
components allows the data center to evolve even after it has 
been deployed, since components may be added or removed 
even after the data center as a whole has become operational. 
0026. Additionally, with regard to reliability levels, capa 

bilities may be added (or removed) in order to change (e.g., 
increase or reduce) the reliability level at which a given data 
centeris rated. That is, ifa level 2 data center exists and a level 
3 data center is called for, modules can be added to increase 
the capabilities of the data center to level 3. If the level 3 data 
center is no longer called for, modules can be removed to 
reduce the reliability level of the data center (and those mod 
ules may be installed in a different data center, thereby mak 
ing effective re-use of existing components). 
0027 Turning now to the drawings, FIG. 1 shows an 
example module 102. In the example of FIG. 1, module 102 is 
a server module, which contains racks of server machines 
(e.g., racks 104 and 106, as well as, possibly, additional racks 
that are inside the module behind its walls in the view of FIG. 
1). The server machines contained in racks 104 and 106 may 
be used to host various types of functionalities. For example, 
these servers may host web site, E-mail servers, enterprise 
document servers, etc. 
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0028. In addition to the servers themselves, module 102 
may have various other types of equipment that is used in the 
course of operating the servers. For example, module 102 
may include: cooling equipment 108 to keep the servers cool; 
fire protection equipment 110 with smoke detection, dry 
foam, carbon dioxide gas, sprinkler, etc., to detect and/or 
extinguish fires; power distribution equipment 112 to distrib 
ute power to the servers; data distribution equipment 114 to 
connect the servers to a network; or any other type of equip 
ment. (Any of the equipment mentioned above, or other ele 
ments, could be implemented as separate modules, or any one 
or more of the components could be implemented together as 
an integrated module.) 
0029. In one example, module 102 may take the form of a 
shipping container. Thus, racks of servers, and the various 
auxiliary equipment used in the course of operating those 
servers, may be assembled in a shipping container and trans 
ported to any location in the world. However, module 102 
could take any form, of which a shipping container is merely 
one example. 
0030. While module 102 is described above as a server 
module, module 102 could also be a data storage module 
(which may implement data storage functionality), a net 
working module (which may implement network communi 
cation functionality), or any other type of module that imple 
ments any other type of functionality. 
0031 FIG. 2 shows an elevation of an example data center 
200 (or a portion of an example data center 200). Data center 
200 comprises a plurality of modules 202,204,206,208,210, 
and 212. Although six modules 202-212 are shown, data 
center 200 could have any number of modules. Modules 
202-212 could be server modules, such as module 102 shown 
in FIG. 1. However, modules 202-212 could be any types of 
modules to implement any type of functionality, or could be a 
combination of different types of modules. For example, 
modules 202-206 might be server modules (or storage mod 
ules, or network modules, etc.), and modules 208-212 might 
be power modules (such as modules containing backup gen 
erators and/or UPSs to provide resistance to power service 
interruptions). (Although modules typically provide some 
type of functionality, to distinguish server modules from 
modules that provide other functionality, the description 
herein sometimes refers to “server modules” (the modules 
that add server capacity to the data center) and “function 
modules” (the modules that add various other capabilities like 
cooling, fire-protection, etc.).) 
0032 Data center 200 may also include a utility spine 214. 
Modules 202-212 may be connected to utility spine 214, 
thereby connecting modules 202-212 to each other and to the 
rest of data center 200. Utility spine 214 may provide various 
services to the modules that are connected to utility spine 214. 
For example, utility spine 214 may contain mechanisms to 
provide power 216, data 218, chilled water 220, communica 
tion related to fire detection 222. Or, utility spine 214 could 
provide any other types of services. In order to provide power, 
utility spine 214 may have one or more electrical cables, and 
several electrical interfaces to connect those cables to mod 
ules 202-212. As another example, utility spine 214 may have 
fiber to deliver data to modules 202-212. Utility spine could 
contain similar conduits for optional cooling media and/or 
fire protection communication. Thus, modules 202-212 may 
receive power 216, data 218, chilled water 220, communica 
tion related to fire detection 222, or other services, through 
utility spine 214. 
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0033. Utility spine 214 may expose interfaces that allow 
modules 202-212 to connect to the various services provided 
by utility spine 214. Utility spine 214 may be extensible, so 
that utility spine 214 can become large enough to accommo 
date whatever size and/or capabilities data center 200 hap 
pens to have. For example, utility spine 214, as depicted in 
FIG. 2, is big enough to accommodate six modules 202-212. 
However, utility spine 214 could, itself, be modularized so 
that it can be extended to accommodate additional modules. 
Thus, utility spine 214 may be composed of several compo 
nents, such as utility spine component 224. In order to extend 
utility spine 214 to allow it to accommodate additional mod 
ules, utility spine component 224 could be added to the exist 
ing utility spine. In general, the Subject matter herein provides 
for the modularization of data center functionality, and utility 
spine capacity may be treated as simply one type of function 
ality that may be provided in the form of a module. In this 
way, utility spine capacity may be added to a data center 
simply by adding a utility spine component 224. (Conversely, 
utility spine 214 could be reducible in order to accommodate 
fewer modules. This reduction could be accomplished by 
removal of some instances of utility spine component 224.) 
0034. As noted above, modules may be combined in vari 
ous ways. The different combinations may be used to affect 
the quantitative or qualitative capabilities of a data center. 
FIGS. 3-6 show various example combinations of modules 
that may be used to implement various types or amounts of 
data center functionality. 
0035 FIG. 3 shows a data center 300, which comprises a 
plurality of server modules 302,304, and 306, and an electric 
distribution module 308 (which may all be connected by a 
utility spine, such as the one shown in FIG. 2). For example, 
it may have been determined that the amount of capacity that 
data center 300 is to supply can be provided with the amount 
of computing power offered by three server modules, and that 
these three server modules may be powered by electric dis 
tribution module 308. As noted above inconnection with FIG. 
1, a server module may include features Such as cooling 
equipment, fire protection equipment, etc., and thus, the con 
figuration of data center 300 shown in FIG.3 may be able to 
provide basic resistance to high temperatures and fire. How 
ever, one may wish to upgrade data center 300 by providing 
additional capability. For example, the upgrade may give data 
center 300 an additional level rating, by providing some resis 
tance to electrical failure. 

0036. Thus, in the example of FIG.4, data center 300 has 
server modules 302-306, plus Uninterruptable Power Supply 
(UPS) 402 (which may be connected to server modules 302 
306, for example, by way of the utility spine shown in FIG. 2). 
UPS 402 may give data center 300 some resistance to elec 
trical failure by allowing data center 300 to operate for some 
amount of time in the event that power ceased to be supplied 
to data center 300. It is noted that, in accordance with the 
subject matter described herein, UPS capacity is simply a 
feature that can be modularized, and that can be added to or 
removed from a data center to meet a particular (and possibly 
evolving) set of expectations for that data center. (Despite the 
term “uninterruptable power supply,” it is possible that a UPS 
may cease to deliverpower in situations such as battery fail 
ure, etc. Thus, devices that cease to deliver power for some 
reason may still be considered UPSs.) 
0037 Similarly, data center 300's resistance to electrical 
failure may be upgraded, as shown in FIG. 5, by adding 
backup generator 502 to data center 300. Thus, in FIG. 5, data 
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center 300 has server modules 302-306, UPS402, and backup 
generator 502. Adding backup generator 502 to data center 
300 may upgrade data center 300's resistance to electrical 
failure, and may result in an increase to the level rating of data 
center 300. (Backup generator 502 may be connected to the 
other components, for example, by the utility spine men 
tioned above.) 
0038 Finally, FIG. 6 shows, as an additional upgrade to 
data center 300, the addition of extra cooling equipment. For 
example, cooling equipment 602, 604, and 606 may be added 
to server modules 302,304, and 306 respectively, in order to 
allow server modules to operate at higher temperatures— 
perhaps as a result of applying more power to the servers in 
server modules 302-306, perhaps as a result of operating 
those servers in a hotter climate. Cooling equipment 602-606 
could be self-contained modules, or could use Some chilling 
medium provided (e.g., through a utility spine) by a central 
chiller plant module 608. Additionally, FIG. 6 shows an 
example in which there is one piece of cooling equipment 
602-608 for each of server modules 302-306, although the 
ratio of cooling equipment to server modules could be other 
than one to one. In accordance with the Subject matter 
described herein, cooling is a function that may be modular 
ized and added to a data center to meet Some set of specifi 
cations for that data center. (The specifications might define, 
for example, the functional features that would be a part of a 
data center that meets some level of reliability.) While some 
types of functionality may be connected to a data center by 
attaching new components to a utility spine, FIG. 6 shows that 
Some functionality may be added by attaching new modules 
to existing modules. For example, a cooling module could be 
a box of cooling equipment (e.g., condensers, fans, etc.), and 
that box could be attached to each of the modules that is to be 
cooled by the cooling equipment (server modules 302-306, in 
this example). 
0039. In general, new modules may be connectable to a 
data center either by connecting the new modules to a utility 
spine that serves the data center, or by connecting the new 
modules to other modules, or both connecting to the spine and 
another module. As shown in FIG. 7, a data center 700 may 
have a utility spine 214, and a plurality of modules 702, 704, 
and 706 may be connected to that utility spine. The connec 
tions to utility spine 214 may be made through interfaces 708, 
710, and 712, respectively, which may take any form. 
0040 Modules 714, 716, and 718 may be connectable to 
data center 700 by attaching them to existing modules 702 
706 rather than by attaching them to utility spine 214. In 
general, the way to add a module depends on the type of 
functionality that the module is to provide. For example, a 
cooling module may operate by being in proximity to the 
component that it is going to cool. So it makes sense to add a 
cooling module by attaching it to the module to be cooled 
rather than by attaching it to a utility spine. Some cooling 
modules may also be connected to both a component being 
cooled as well as to a modular central cooling system via the 
utility spine. On the other hand, some types of electrical 
components may work by adding capacity or backup capacity 
to several components of the data center and thus, to allow the 
power they provide to flow through the data center, these 
components may be connected to the utility spine. However, 
the Subject matter herein applies to modules that implement 
various functionalities, regardless of how or where those 
modules are connected to a data center. 
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0041 FIG. 8 shows, in the form of a flow diagram, an 
example process (or method) in which components may be 
added (or removed) in order to increase (or decrease) the 
functionality of a data center. In the example of FIG. 8, data 
centers may meet specifications for various levels, and the 
addition (or Subtraction) of functionality may take a data 
center up (or down) a level. 
0042. At 802, components are connected together in a data 
center, in order to implementa data centerataparticular level. 
For example, there might be specifications that define levels 
A, B, and C for data centers, and, at 802, the components may 
be connected so as to create a level A data center. 

0043. At 804, a process is initiated to increase the data 
center to a new level. For example, the owners of the data 
center may wish to upgrade it from a level A data center to a 
level B data center. Thus, at 805, components may be chosen 
or identified that would implement new features called for by 
level B, but that the data centerpresently lacks (or that the data 
center lacks as much of as called for by the specification). 
E.g., level B might call for cooling capacity, and the data 
center, at present, might have no cooling capacity, or might 
have some cooling capacity but not as much as the specifica 
tion of level B calls for. Then, at 806, components are added 
to the data center in order to give the data center the additional 
functionality that would upgrade its rating from level A to 
level B. As discussed above, components may be added to the 
data center by connecting those new components to a utility 
spine that runs through the data center (at 808), or by con 
necting the new components to existing components (at 810). 
0044. At 812, a decision may be made to decrease the data 
center to a different level. (This decision may be made after a 
prior increase in the level; or it may be the case that there was 
no prior in increase in the level, in which case 804-806 may 
not have occurred.) For example, after the data center has 
become a level B data center, it may be determined that a level 
A data center would suit the purposes of the data center's 
owners. Thus, at 814, components may be removed from the 
data center in order to remove functionalities associated with 
a level B data center. Once those components (and, therefore, 
the functionalities that they implement) are removed from the 
data center, the data center is downgraded to the previous 
level. 

0045. As the process of FIG. 8 demonstrates, modulariza 
tion of functionalities into distinct components, and the abil 
ity to add or take away these functionalities, allows data 
centers to be upgraded and/or downgraded in order to meet 
the particular performance and/or reliability standard that the 
data center is expected to meet at a particular point in time. 
FIG. 9 shows some example specifications that may be met 
(or un-met) by upgrading (or downgrading) a data center's 
capacity. 
0046 FIG. 9 shows a specification 900 that defines three 
levels: A, B, and C. The specification for each level defines 
various types of characteristics that a data center of that level 
would possess in order to meet the standards for that level. 
Specifically, in the example of FIG.9, each level has specific 
parameters for its backup generator capacity, its UPS capac 
ity, its cooling capacity, and its fire protection capacity. These 
parameters may be different for the different levels (as indi 
cated pictorially by the different numbers of hash-mark sym 
bols for the various parameters at each level). As discussed 
above, functionality may be added or taken away through 
modules in order to allow a data center to meet the parameters 
specified for a particular level. The parameters shown in FIG. 
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9 are merely examples of parameters that could be used to 
define the different levels. Other types of parameters (e.g., 
data throughput, earthquake resistance, etc.) could be used to 
define the standards that define whether a data center qualifies 
as being at a certain level. 
0047 Although the subject matter has been described in 
language specific to structural features and/or methodologi 
cal acts, it is to be understood that the subject matter defined 
in the appended claims is not necessarily limited to the spe 
cific features or acts described above. Rather, the specific 
features and acts described above are disclosed as example 
forms of implementing the claims. 

1. A method of building a data center, the method compris 
ing: 

installing, at a site at which said data center is to be located, 
one or more pre-fabricated spine modules that, together, 
form a utility spine that Supplies electrical power, and 
data connectivity, and that exposes a plurality of inter 
faces through which components may be connected to 
said utility spine; 

installing, at said site, a one or more server, data storage, or 
networking modules; 

connecting said server, data storage, or networking mod 
ules to said utility spine through said interfaces, wherein 
each of said server, data storage, or networking modules 
receives said power, and said data connectivity, through 
an interface through which it is connected to said utility 
spine; and 
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adding one or more function modules, to said data center, 
each of the function modules implementing a function 
that provides a capability to said data center, each of said 
function modules being connected to the data center by: 
(a) being attached to one of said server, data storage, or 
networking modules; or (b) being attached to another 
one of said function modules; or (c) being attached to 
said utility spine. 

2. The method of claim 1, further comprising: 
after said data center has become operational, increasing a 

size of said utility spine by adding an addition spine 
module to said utility spine. 

3. The method of claim 1, further comprising: 
adding a function to said data center by connecting a func 

tion module to a server module without connecting said 
function module to said utility spine. 

4. The method of claim 1, further comprising: 
adding a function to said data center by connecting a func 

tion module to said utility spine. 
5. The method of claim 1, wherein a specification defines a 

level of reliability that is not met by said data center, and 
wherein the method further comprises: 

after said data center has become operational, satisfying 
the level of reliability defined in said specification by 
adding one or more of said function components. 
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