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(57) L’invention concerne des sous-sy stémes de mémoire
dans lesquels des piles redondantes de disques bon
marché (RAID) sont utilisées. Le sous-systeme (400)
permet des acces doubles concurrents aux informations
de parité associées aux données en cours de transfert
entre [’hoéte (402) et les unités de disque (410), grace a
une mémoire intermédiaire a4 double acces (418) dans
laquelle 1’héte et les unités de disque sont couplés & un
port et la machine RAID 4 [lautre port. Le
positionnement de la machine RAID (442) sur le cété
oppos¢ de la mémoire intermédiaire par rapport a [’hote
et aux unités de disques permet 1’exploitation d’une
mémoire asynchrone en pipeline, et d’augmenter le débit
du systeme.
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(57) The present invention is directed to memory
subsystems that use redundant arrays of inexpensive
disks (RAID). The subsystem (400) enables dual
concurrent accesses to the parity information associated
with data being transferred between the host (402) and
disk drives (410), by including a dual-ported staging
memory (418) where the host and disk drives are coupled
to one port and the RAID engine to the other port.
Positioning the RAID engine (422) on the opposite side
of the staging memory in relation to the host and disk
drives allows for pipelined asynchronous memory
subsystem operation, improving system throughput.
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(57) Abstract

The present invention is directed to memory subsystems that use redundant arrays of inexpensive disks (RAID). The subsystem (400)
enables dual concurrent accesses to the parity information associated with data being transferred between the host (402) and disk drives
(410), by including a dual-ported staging memory (418) where the host and disk drives are coupled to one port and the RAID engine to
the other port. Positioning the RAID engine (422) on the opposite side of the staging memory in relation to the host and disk drives allows
for pipelined asynchronous memory subsystem operation, improving system throughput.
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DISK ARRAY SYSTEM INCLUDING A
DUAL-PORTED STAGING MEMORY AND CONCURRENT
REDUNDANCY CALCULATION CAPABILITY

BACKGROUND OF THE INVENTION

The present invention relates generally to memory
subsystems that use redundant arrays of independent disks
(RAID). More particularly, the invention is directed to a
method and apparatus for optimizing the use of a staging
memory between a host, disk drives and the RAID engine.

Computer systems that include a RAID memory
subsystem use one or more arrays of independent magnetic disk
drives for system storage. By using an array of smaller
disks, rather than a few larger disks, the rate of data
transfers between host and disk drives is improved, since the
data transfers are distributed among a number of smaller disk
drives, rather than being concentrated in one or only a few
large drives. Since an array of disk drives is used for
storage, reliability becomes an issue as the failure rates of
each drive unit individually contribute to lower overall array
reliability. One way to handle the issue is to use extra
disks in the array as storage for parity and error recovery
information so that the original data may be recovered in the
event of a failure. The parity information is calculated in
the memory subsystem by software or a "RAID engine," which can
be made up of several different elements, including a
microprocessor and dedicated logic. There are six main RAID
system configurations, RAID 0 through RAID 5. Each of these
differs in the way data and associated parity information are
stored in the disk array. RAID systems are described in
detail in U.S. Patent No. 5,140,592 and U.S. Patent No.
5,233,618, both of which are assigned to the assignee of the
present invention and are incorporated by reference herein.
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Current RAID systems operate in an entirely
synchronous fashion, since they use a subsystem staging buffer
with only one port through which the memory can communicate
with the host, disk drives and RAID engine. The staging
memory serves as the temporary storage area for data being
transferred between the host and storage array while the RAID
engine calculates parity information. The host loads data to
be stored in the disk drives into the staging memory. The
RAID engine then retrieves this data and generates the parity
information. The new parity is then loaded back into the
staging memory, and the new data and corresponding parity are
subsequently stored in the appropriate disk drives. The
current RAID systems permit only one access to the staging
memory at a time. Thus, after the host loads data in the
staging memory, the RAID engine retrieves that data,
calculates its parity and then writes the new parity back to
the staging memory, from where the new data and parity are
eventually stored in the disk drives. The single access
system using the single-ported staging memory is inefficient
if the other data is available to be moved into the staging
memory before the RAID engine has completed the parity
calculations. Accordingly, it would be desirable to have a
RAID system that makes more efficient use of the bus to
improve data throughput.

SUMMARY OF THE INVENTION

The present invention optimizes RAID system
performance by allowing both the host and RAID engine to
concurrently access the subsystem staging buffer. A dual-
ported memory device is used as the staging buffer, and the
host and disk drives are coupled to one I/O port, while the
RATD engine is coupled to the other I/0 port. Positioning the
RATID engine on the opposite side of the staging memory in
relation to the host and disk drives allows for pipelined
asynchronous memory subsystem operation, improving system
throughput. After the host has loaded a data block into the
first port of the staging memory, the RAID engine reads the
data from the second port and begins performing parity
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calculations. In the meantime, the first port of the staging
memory is available to receive the next data block from the
host. There is no need for the host to wait until the RAID
engine has calculated and stored the parity for the first data
block before loading the next data block into the staging
memory. The invention will be better understood by reference
to the following detailed description in connection with the

accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 shows a block diagram of a prior art RAID
system having a single-ported staging memory.

Fig. 2 shows a block diagram of an embodiment of the
RAID system of the present invention allowing for dual
concurrent accesses by the host and RAID engine by using a
dual-ported staging memory.

Fig. 3 shows a block diagram of an embodiment of the
RAID system of the present invention having one dual-ported
staging memory where the RAID engine includes a microprocessor
and a CRC block.

Fig. 4 shows a block diagram of an embodiment of the
RAID system of the present invention having a VRAM as a
staging memory and a RAID engine including a microprocessor

.and a CRC block.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

Fig. 1 shows a block diagram of a prior art RAID
system 50 having a single-ported staging memory. Host
processor is coupled to the system by disk bus 104. Attached
to disk bus 104 is disk array 105 that houses disk drives 10s,
which serve as the storage elements in the RAID system 50.

The disk bus 104 is connected to a memory bus 108 by a bus
bridge 110. The memory bus 108 couples single-ported staging
memory 111 to RAID engine 114.

As discussed above, host 102 loads data to be stored
in the disk drives 106 into staging memory 111. The RAID
engine 114 then retrieves this data and generates the parity
information associated with the data block. The newly-
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calculated parity is then loaded back into the staging memory
111 and subsequently stored in the appropriate disk drives
106. RAID system 50 permits only one access to staging memory
111 at a time. Thus, after host 102 loads data into staging
memory 111 on disk bus 104, RAID engine 114 retrieves that
data on memory bus 108, calculates its parity and then writes
the parity back to the staging memory 111, from where the data
and parity are eventually stored in the disk drives 106. The
single access system using the single-ported staging memory is
inefficient if the other data is available to be moved into
the staging memory before the RAID engine has conpleted the
parity calculations, since the RAID engine 114 and host 102
will compete for access to the memory bus 108 and staging
memory 111l. Accordingly, the present invention is directed to
a RAID system that improves data throughput.

Fig. 2 shows a block diagram of the preferred
embodiment of RAID system 100 of the present invention. Host
processor 102 is coupled to the system via a disk bus 104.
Disk bus 104 could be, for example, a SCSI Personality Module
(SPM) bus. Attached to disk bus 104 is disk array 105 that
houses disk drives 106, which serve as the storage elements in
the RAID system 100. The disk bus 104 is connected to a
memory bus 108 by a bus bridge 110. Memory bus 108 could be,
as an example, an Intelligent Memory Module (IMM) bus. The
memory bus 108 couples dual-ported staging memory 112 to RAID
engine 114. Staging memory 112 may be either static or
dynamic RAM, as long as it is dual-ported or a VRAM (video
RAM), for example.

If disk bus 104 and memory bus 108 were of the same
type, the bus bridge 110 shown in Fig. 1 would not be
necessary. So, if an SPM bus 104 were used to interconnect
the host 102, disk drives 106, staging memory 112 and RAID
engine 114, the circuit would be simplified by eliminating the
bus bridge.

In a Read-Modify-Write operation in a RAID-5 system,
when the host 102 writes new data to the disk array 105, old
data already stored on disk drives 106 is subtracted from old
parity information, and the new data is added to the old



10

15

20

25

30

35

v ==

CA 02220974 1997-11-13

WO 96/37840 PCT/US96/07484
5

parity to generate new parity. Thus, in a RAID-5 system,
where parity information is striped across each disk drive in
the array, every sector of data written from host 102 to disk
array 105 requires five transactions on the disk bus 104 and
four transactions on the memory bus 108. The host 102 moves
the new data into the staging memory 112, old data is
transferred from disk drives 106 to staging memory 112 and old
parity is moved from the parity drive in the array 105 into
staging memory 112, which accounts for three transactions on
the disk bus 104. The RAID engine 114 separately reads the
new data, old data and old parity from staging memory 112 and
generates new parity that is written back to staging memory
112, which make up the four transactions on memory bus 108.
Finally, in the final two transactions on disk bus 104, the
new data and new parity information are stored from staging
memory 112 to the disk drives 106 in the drive array 105. In
current RAID systems, the host can initiate another operation

with the staging memory before all of the above transactions

have been completed, but because the host and RAID engine are
competing for access to the same memory bus, the concurrent
operations are not handled as quickly or efficiently as would
be desired.

The present invention allows pipelining of these
transactions to improve system throughput. For example, after
new data, old data and old parity information are loaded into
staging memory 112 and these buffers have been read by the
RAID engine 114, the host could initiate another operation by
loading new data to be stored in other disk drives 106 in the
disk array while the RAID engine 114 is busy calculating the
new parity for the previous data. Pipelining of transactions
is possible because memory bus 108, on one side of dual-ported
staging memory 112, can handle the bus traffic associated with
parity calculation performed by RAID engine 114, freeing the
disk bus 104 on the other side of memory 112 to handle the
loading (writing) or off-loading (reading) of data for the
next operation involving staging memory 112.

A RAID-3 system containing one parity drive for each
four data drives regquires nine operations on disk bus 104 and
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five operations on memory bus 108 for each four sectors
written to disk array 105. The host 102 first performs four
write operations by loading each of the four sectors into
staging memory 112. Then, RAID engine 114 reads the four
sectors from staging memory 112 and generates parity that is
written back to staging memory 112. Finally, each of the four
sectors is stored on four data drives and the associated
parity information is stored on a parity drive in the disk
array 105. .

Again, the present invention allows pPipelining of
these transactions to improve system throughput. For example,
if the host 102 initially loads only the first two of the four
sectors into staging memory 112, the RAID engine 114 can
retrieve those two sectors and begin calculating their parity
information. Then, after the host 102 has loaded the
remaining two sectors into staging memory 112, RAID engine 114
can retrieve the final two sectors for this write operation
and complete the parity calculations for all four sectors.
Because RAID engine 114 is coupled to one port of dual-ported
memory 112, it can begin the parity calculations and at the
same time leave disk bus 104 free for loading the remaining
two sectors into the other port of memory 112. Another
example of pipelining in the RAID-3 system occurs when the
host 102 loads all four sectors to be written on one set of
four drives into staging memory 112. RAID engine 114 can then
read those four sectors and calculate the associated parity
bits. While the RAID engine is busy with that task, the host
102 can load the next four sectors to be written to disk array
105 into staging memory 112, where they will wait until RAID
engine 114 is free and can retrieve the new sectors to
calculate the related parity information.

RATD engine 114 can be implemented in a number of
different ways, as long as it has the capability to retrieve
data from staging memory 112 and calculate the parity
information. Fig. 3 shows one implementation for RAID engine
114. All elements shown in Fig. 1 are identified by the same
numbers. Memory bus 108 extends from the second port of
staging memory 112 to RAID engine 114. RATD engine 114
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includes a RAID processor 116 and a CRC dgenerator 118, each of
which is coupled to memory bus 108. RAID processor 118
controls the calculation and parity generation for data

‘retrieved from the staging memory. CRC generator 116 is

dedicated hardware used to calculate the cyclic redundancy
check (CRC) associated with the sectors to be stored in disk
array 105. The host 102 loads data into staging memory 112 on
disk bus 104. RAID Processor 116 then retrieves the new data
from staging memory 112 for parity calculations. While RAID
processor 116 is performing the parity calculations, CRcC
generator 118 snoops memory bus 108 for data transfers. If a
data transfer is detected, CRC generator 118 reads the data
and calculates its CRC. After RAID pProcessor 116 has
completed parity calculation for an entire data block, the
calculated data parity is stored in staging memory 112 with an
associated data block. RAID Processor 116 then reads a
calculated CRC for each data block from CRC generator 118 and
generates a CRC parity by performing an exclusive-or (XOR)
function on all the calculated CRCs. Finally, RAID processor
116 stores the calcuated CRCs for each data block and the
XORed CRC parity back into staging memory 112 with the
associated data block via memory bus 108. When disk bus 104
is free, the data blocks and associated parity are stored in
storage array 105.

As known to one skilled in the art, RAID processor
116 is able to perform functions other than just calculating
parity on a data block. Merely by way of example, RAID
bProcessor 116 may also compare two data blocks, copy a block
from one location to another, or fill a block of data with a
specified data pattern. In all cases, the advantages of
implementing a dual-ported staging memory in RAID system 100
described above still pertain.

Fig. 4 shows a block diagram of a RAID system 400 a
VRAM (video RAM) as a staging memory and a RAID engine
including a processor and a CRC block. A host processor 402
is coupled to the system via a disk bus, which includes a data
bus 404 and a control bus 40s. In the embodiment of Fig. 4,
disk data bus 404 and disk control bus 406 combine to form a
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SCSI Personality Module (SPM) bus. It should be understood,
of course, that other appropriate disk buses may be used in
place of the SPM bus. Attached to disk data bus 404 and disk
control bus 406 is disk array 408 that houses disk drives 410,
which serve as the storage elements in the RAID system 400.
The disk bus 104 is connected to a memory bus by a bus bridge
412, shown in this example as a PCI-Mbus bridge. In the
embodiment of Fig. 4, the memory bus includes a memory data
bus 414 and memory control bus 416, which combine to form a
Intelligent Memory Module (IMM) bus. It should be understood,
of course, that other appropriate memory buses may be used in
place of the IMM bus. The memory data bus 414 and memory
control bus 416 couple bus bridge 410 to a dual-ported staging
memory. In the present example, the staging memory is a VRAM
(video RAM) device 418 with an associated VRAM controller 420.
Memory data bus 414 is coupled to VRAM 418, while memory
control bus 416 is coupled to VRAM controller 420.

VRAM 418 is coupled by memory data bus 414 to RAID
engine 422, and VRAM controller 420 is coupled by memory
control bus 416 to RAID engine 422. RAID engine 422 includes
a microprocessor 424, a memory 426 and CRC generator 428.
Similar to the above example in Fig. 3, RAID processor 424
controls the calculation and parity generation for data
retrieved from the staging memory, which is stored in memory
426 during parity generation. CRC generator 428 is dedicated
hardware used to calculate the cyclic redundancy checksum
(CRC) associated with the sectors to be stored in disk array
408. Host 402 loads data into VRAM staging memory 418 on disk
bus 404. RAID processor 424 then retrieves the new data from
staging memory 418 for parity calculations. While RAID
processor 424 is performing the parity calculations, CRC
generator 428 snoops memory data bus 414 for data transfers.
If a data transfer is detected, CRC generator 428 reads the
data and calculates its CRC. After RAID processor 424 has
completed parity calculation for an entire data block, the
calculated data parity is stored in staging memory 418 with an
associated data block. RAID processor 424 then reads a
calculated CRC for each data block from CRC generator 428 and
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generates a CRC parity by performing an exclusive-or (XOR)
function on all the calculated CRCs. Finally, RAID processor
424 stores the calcuated CRCs for each data block and the
XORed CRC parity back into staging memory 418 with the
associated data block via memory data bus 414. When disk data
bus 404 is free, the data blocks and associated parity are
stored in storage array 408.

Again, as known to one skilled in the art, RAID
processor 424 is able to perform functions other than Jjust
calculating parity on a data block. Merely by way of example,
RAID processor 424 may also compare two data blocks, copy a
block from one location to another, or fill a block of data
with a specified data pattern. 1In all cases, the advantages
of implementing a dual-ported staging memory in RAID system
400 described above still pertain.

The RAID system of Fig. 4 having a dual-ported
staging memory offers significant performance advantages over
the prior art subsystem shown in Fig. 1, which only has a
single-ported staging memory, because use of the dual-ported
staging memory permits dual concurrent access to the staging
memory by both the host processor ahd the RATID engine. A
measure of the data write transfer rates shows exactly the
improvement in performance that comes with the RAID system of
the present invention. The data write transfer rate is a
measure of how quickly data can be transferred from the host
to the disk drives through the staging memory and RAID engine.
In the prior art system of Fig. 1, which includes only a
single-ported staging memory and a single data bus, a typical
data write transfer rate that can be achieved for a RAID-5
transaction is 8 MBytes/sec. However, when a dual-ported
staging memory and two data buses are implemented in the RAID
system, as in Fig. 4, making dual-concurrent accesses
possible, a typical data rate for RAID-5 transactions is 15
MBytes/sec. For RAID-3 transactions, the prior art is
bottlenecked at 22 MBytes/sec. But the present invention
offers nearly twice the performance, allowing a typical data
write transfer rate of 41 MBytes/sec because both the host
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processor and RAID engine may concurrently access the staging
memory.

The invention has now been explained with reference
to specific embodiments. Other embodiments will be apparent
to those of ordinary skill in the art upon reference to the
present description. It is therefore not intended that this
invention be limited, except as indicated by the appended
claims.
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WHAT TS CI.ATMED TS:
1. In a computer system having a host computer, a

storage subsystem and a plurality of storage devices, wherein
the host computer transfers data to and from the plurality of
storage devices through the storage subsystem, the storage
subsystem comprising:

a dual-ported memory device for storing data
being transferred between the host computer and the plurality
of storage devices having a first port coupled to the host
computer; and

a RAID engine coupled to a second port of the
dual-ported memory device for retrieving data from the dual-
ported memory device, calculating parity information
associated with the retrieved data and storing the calculated
parity information in the dual-ported memory device.

2. The computer system of claim 1 wherein the RAID
engine further comprises a microprocessor for controlling
retrieval of data from the dual-ported memory device and
calculation of the parity information associated with the
retrieved data from the dual-ported memory device.

3. The computer system of claim 2 wherein the RAID
engine further comprises a cyclic redundancy checksum (CRC)
logic block coupled to the microprocessor for calculating CRC
information associated with the retrieved data from the dual-
ported memory device.

4. The computer system of claim 1 wherein the
dual-ported memory device further comprises a video random
access memory (VRAM) device.

5. A computer system comprising:

a host computer;

a system bus coupled to the host computer for
transferring data to and from the host computer;
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a plurality of storage devices coupled to the system
bus for storing data from the host computer;

a dual-ported memory device for storing data being
transferred between the host computer and the plurality of
storage devices having a first port coupled to the system bus
and; and

a RAID engine coupled to a second port of the dual-
ported memory device for retrieving data from the dual-ported
memory device, calculating parity information associated with
the retrieved data and storing the calculated parity
information in the dual-ported memory device.

6. The computer system of claim 5 further
comprising:

a bus bridge having a first port coupled to the
system bus;

a memory bus coupled to a second port of the bus
bridge.

o 7. The computer system of claim 5 wherein the
dual-ported memory device further comprises a video random
access memory (VRAM) device.

8. The computer system of claim 5 wherein the RAID
engine further comprises a microprocessor for controlling
retrieval of data from the dual-ported memory device and
calculation of the parity information associated with the
retrieved data from the dual-ported memory device.

9. The computer system of claim 8 wherein the RAID
engine further comprises a cyclic redundancy checksum (CRC)
logic block coupled to the microprocessor for calculating CRC
information associated with the retrieved data from the dual-

ported memory device.

10. In a computer system having a host computer, a
storage subsystem and a plurality of storage devices, a method
for transferring data between the host computer and the
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plurality of storage devices through the storage subsystem,
the method comprising the steps of:

providing a dual-ported memory device in the storage
subsysten;

providing a RAID engine in the storage subsystem;

storing a first block of data from the host computer
in the dual-ported memory device;

retrieving the first block of data from the dual-
ported memory device to the RAID engine;

processing the first block of data in the RAID
engine;

storing a second block of data from the host
computer to the dual-ported memory device at the same time the
RATID engine is processing the first block of data;

storing processed information associated with the
first block of data from the RAID engine to the dual-ported
memory device; and

storing the first block of data and the associated
processed information from the dual-ported memory device to
the plurality of storage devices.

11. The method of claim 10 wherein the step of
providing a dual-ported memory device in the storage subsystem
further comprises the step of providing a video random access
memory (VRAM) device. ‘

12. The method of claim 10 wherein the step of
processing the first block of data in the RAID engine further
comprises the step of calculating parity information
associated with the first block of data in the RAID engine.
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