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(57) Abstract: A moving robot includes: a sensor to acquire terrain information; a memory to store node data for at least one node;
and a controller, and the controller determines whether at least one open movement direction exists among a plurality of movement
directions, based on sensing data and the node data, generates a new node in the node data when at least one open movement direction
exists, determines any one of the open movement directions as a traveling direction for the robot, determines whether at least one of
the nodes needs to be updated exists, based on the node data when the open movement direction does not exist, controls the moving
robot to move to one of the nodes that need to be updated, and generates of a map including the at least one node, based on the node

data, when the node that needs to be updated does not exist.
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Description

Title of Invention: MOVING ROBOT AND CONTROL METHOD

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

THEREOF
Technical Field

The present disclosure relates to a moving robot and a control method thereof, and
more particularly, to a technology which allows a moving robot to generate and learn a

map or to recognize a position on the map.

Background Art

Robots have been developed for industrial use and have been in charge of part of
factory automation. In recent years, the field of application of robots has been further
expanded, medical robots, acrospace robots, and the like have been developed, and
home robots that can be used in a general home also have been manufactured. Among
these robots, a robot capable of traveling by itself is called a moving robot.

A typical example of a moving robot used in a home is a robot cleaner. The robot
cleaner is an apparatus that cleans a corresponding area by sucking surrounding dust or
foreign matter while traveling a certain area by itself.

The moving robot is capable of moving by itself to move freely, and a plurality of
sensors are provided to avoid obstacles, and the like while traveling, so that the moving
robot can travel while avoiding obstacles.

In order to perform a set operation such as cleaning, it is necessary to accurately
generate a map of traveling area, and accurately determine the current position of the
moving robot on the map to move to a certain position in the traveling area.

For example, in the case of the prior art 1 (Korean Patent Publication No.
10-2010-0070582), it is disclosed that an initial map is generated through a distance
sensor that detects distance information of surrounding environment, and a global
topological map is generated by setting a node through pixel processing of the initial
map.

The above reference is incorporated by reference herein where appropriate for ap-
propriate teachings of additional or alternative details, features and/or technical

background.
Disclosure of Invention

Technical Problem

Prior arts such as the prior art 1 simply generate an initial map as a whole based on
the distance information acquired while moving, and generate a topological map by
deciding a node based on the generated initial map. Therefore, the connecting rela-

tionship between nodes is somewhat inaccurate.
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In addition, it is difficult to accurately distinguish and process dynamic obstacles
temporarily positioned when acquireing distance information, and fixed obstacles, and
it is difficult to accurately acquire information on points at which moving paths

intersect.
The present disclosure has been made in view of the above problems, and provides a

moving robot for accurately setting a connection relationship between nodes, when
generating a topological map, by generating a node in real time while the moving robot
is moving, and a control method thereof.

The present disclosure further provides a moving robot capable of moving while
minimizing an operation of avoiding an obstacle, when generating a topological map,
and a control method thereof.

The present disclosure further provides a moving robot capable of more accurately
setting information on each node, as well as a connection relationship between nodes,

when generating a topological map, and a control method thereof.

Solution to Problem

In order to achieve the above object, the moving robot according to an embodiment
of the present disclosure may determine whether it is open with respect to each of a
plurality of preset movement directions, and may generate a new node according to the
determination result to generate a map, based on external terrain information obtained
through a lidar sensor.

In order to achieve the above object, the moving robot according to an embodiment
of the present disclosure may includes a traveling unit configured to move a main
body; a lidar sensor configured to acquire terrain information outside the main body; a
memory configured to store node data for at least one node; and a controller, and the
controller determines whether at least one open movement direction exists among a
plurality of preset movement directions, based on sensing data of the lidar sensor and
the node data, generates a new node in the node data according to a preset condition,
when at least one open movement direction exists, determines any one of the open
movement directions as a traveling direction in which the main body moves, de-
termines whether at least one node that needs to be updated exists among the at least
one node, based on the node data when the open movement direction does not exist,
controls the traveling unit so that the moving robot moves to any one of the nodes that
need to be updated, when the node that needs to be updated exists, and completes
generation of a map including the at least one node, based on the node data, when the
node that needs to be updated does not exist.

Meanwhile, in order to achieve the above object, the controller of the moving robot

according to an embodiment of the present disclosure determines whether the moving



WO 2021/006553 PCT/KR2020/008715

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

robot is able to travel, with respect to each of the plurality of movement directions, de-
termines whether it is a movement direction in which the moving robot has previously
traveled, with respect to each of the plurality of movement directions, and determines,
among the plurality of movement directions, the movement direction in which the
moving robot is able to travel and the moving robot has not previously traveled, as the
open movement direction.

Meanwhile, the node data includes a coordinate value of node and a data value for
each of the plurality of movement directions, with respect to each of the at least one
node.

Meanwhile, the data value for each of the plurality of movement directions is set to
any one of a first data value indicating the open movement direction, a second data
value indicating a movement direction in which the moving robot is unable to travel,
and a third data value indicating other node.

Meanwhile, the controller determines whether the movement direction determined as
the travel direction corresponds to the open movement direction when at least one open
movement direction exists, and generates the new node when the movement direction
determined as the travel direction does not correspond to the open movement direction.

Meanwhile, the controller determines whether only the movement direction de-
termined as the travel direction, among the plurality of movement directions, cor-
responds to the open movement direction, when the movement direction determined as
the travel direction corresponds to the open movement direction, does not generate the
new node, and controls the traveling unit so that the moving robot moves in the travel
direction, when only the movement direction determined as the travel direction cor-
responds to the open movement direction, and generates the new node, when a
plurality of movement directions including the movement direction determined as the
travel direction correspond to the open movement direction.

Meanwhile, the controller updates data value, for the plurality of movement di-
rections, of each of the at least one node included in the node data, when generating the
new node.

Meanwhile, the controller determines, with respect to at least one of data values for
each of the plurality of movement directions, a node set as the first data value in-
dicating the open movement direction, as a node that needs to be updated.

Meanwhile, the controller determines a node positioned in a shortest distance from a
current position of the moving robot, among nodes that need to be updated, based on
the node data, and controls the traveling unit so that the moving robot moves to the
node positioned in the shortest distance.

Meanwhile, the moving robot according to an embodiment of the present disclosure

may further includes an image acquisition unit having at least one camera for acquiring
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an image outside the main body, wherein the controller extracts feature from the image
acquired through the image acquisition unit, maps the extracted feature to the map, and
determines a position of the moving robot based on the feature mapped to the map.

In order to achieve the above object, a method of controlling a moving robot
according to an embodiment of the present disclosure may include determining
whether at least one open movement direction exists among a plurality of preset
movement directions, based on sensing data of a lidar sensor acquiring outside terrain
information and node data for at least one node; generating a new node in the node
data according to a preset condition, when at least one open movement direction exists;
determining any one of the open movement directions as a traveling direction in which
a main body of the moving robot moves; determining whether at least one node that
needs to be updated exists among the at least one node, based on the node data, when
the open movement direction does not exist; moving to any one of the nodes that need
to be updated, when the node that needs to be updated exists; and completing
generation of a map including the at least one node, based on the node data, when the
node that needs to be updated does not exist.

Meanwhile, determining whether at least one open movement direction exists
includes: determining whether the moving robot is able to travel, with respect to each
of the plurality of movement directions; and determining whether it is a movement
direction in which the moving robot has previously traveled, with respect to each of the
plurality of movement directions; and determining, among the plurality of movement
directions, the movement direction in which the moving robot is able to travel and the
moving robot has not previously traveled, as the open movement direction.

Meanwhile, the node data includes a coordinate value of node and a data value for
each of the plurality of movement directions, with respect to each of the at least one
node.

Meanwhile, the data value for each of the plurality of movement directions is set to
any one of a first data value indicating the open movement direction, a second data
value indicating a movement direction in which the moving robot is unable to travel,
and a third data value indicating other node.

Meanwhile, generating a new node includes: determining whether the movement
direction determined as the travel direction corresponds to the open movement
direction when at least one open movement direction exists; and generating the new
node when the movement direction determined as the travel direction does not
correspond to the open movement direction.

Meanwhile, generating the new node further includes determining whether only the
movement direction determined as the travel direction, among the plurality of

movement directions, corresponds to the open movement direction, when the
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movement direction determined as the travel direction corresponds to the open
movement direction; moving in the travel direction without generating the new node,
when only the movement direction determined as the travel direction corresponds to
the open movement direction; and generating the new node, when a plurality of
movement directions including the movement direction determined as the travel

direction correspond to the open movement direction.
[30] Meanwhile, generating the new node further includes updating data value, for the

plurality of movement directions, of each of the at least one node included in the node
data.

[31] Meanwhile, determining whether at least one node that needs to be updated exists
includes determining, with respect to at least one of data values for each of the
plurality of movement directions, a node set as the first data value indicating the open
movement direction, as a node that needs to be updated.

[32] Meanwhile, moving to any one of the nodes that need to be updated includes: de-
termining a node positioned in a shortest distance from a current position of the
moving robot, among nodes that need to be updated, based on the node data; and
moving to the node positioned in the shortest distance.

[33] In order to achieve the above object, a method of controlling a moving robot
according to an embodiment of the present disclosure may further include extracting
feature from an image acquired through an image acquisition unit having at least one
camera for acquiring an outside image; mapping the extracted feature to the map; and
determining a position of the moving robot based on the feature mapped to the map.
Advantageous Effects of Invention

[34] According to various embodiments of the present disclosure, a node can be generated
in real time while the moving robot is moving, so that a connection relationship
between nodes can be accurately set.

[35] In addition, according to various embodiments of the present disclosure, while
generating the topological map, the moving robot travels along the center of the
moving passage to move while minimizing the action to avoid obstacles, thereby
generating a topological map that provides a more stable movement path.

[36] In addition, according to various embodiments of the present disclosure, information
related with each of nodes can be accurately set, thereby generating a topological map
that provides a more accurate travel path.

Brief Description of Drawings

[37] The embodiments will be described in detail with reference to the following

drawings in which like reference numerals refer to like elements wherein:

[38] FIG. 1A to FIG. 1D are diagrams illustrating an example of a moving robot,
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according to an embodiment of the present disclosure;
FIG. 2 is a diagram illustrating an example of a moving robot, according to another

embodiment of the present disclosure;

FIG. 3 is an example of an internal block diagram of a moving robot, according to
another embodiment of the present disclosure;

FIG. 4A is a diagram for explaining a lidar sensor provided in a moving robot,
according to an embodiment of the present disclosure;

FIG. 4B is a diagram for explaining the traveling of a moving robot, according to an
embodiment of the present disclosure;

FIG. 5A to FIG. 5] are diagrams for explaining the operation of a moving robot,
according to an embodiment of the present disclosure;

FIG. 6A to FIG. 6G are diagrams for explaining the operation of a moving robot,
according to another embodiment of the present disclosure;

FIG. 7 is a flowchart illustrating a control method of a moving robot, according to an
embodiment of the present disclosure; and

FIG. 8A and FIG. 8B are diagrams illustrating a flowchart of a control method of a

moving robot, according to an embodiment of the present disclosure.

Best Mode for Carrying out the Invention

Reference will now be made in detail to the embodiments of the present disclosure,
examples of which are illustrated in the accompanying drawings. To clearly and briefly
describe the present disclosure, a part without concerning to the description is omitted
in the drawings, and the same or like reference numerals in the specification denote the
same elements.

The suffixes "module” and "unit" of elements herein are used for convenience of de-
scription and thus may be used interchangeably and do not have any distinguishable
meanings or functions. Thus, the "module” and the "unit" may be interchangeably
used.

Throughout this specification, the terms such as "include" or "comprise" may be
construed to denote a certain characteristic, number, step, operation, constituent
element, or a combination thereof, but may not be construed to exclude the existence
of or a possibility of addition of one or more other characteristics, numbers, steps, op-
erations, constituent elements, or combinations thereof.

It will be understood that, although the terms "first", "second", "third" etc. may be
used herein to describe various elements, these elements should not be limited by these
terms. These terms are only used to distinguish one element from another element.

A moving robot 100 according to an embodiment of the present disclosure means a

robot capable of moving by itself by using a wheel or the like, and may be a home



WO 2021/006553 PCT/KR2020/008715

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

helper robot and a robot cleaner. Hereinafter, with reference to the drawings, a robot
cleaner having a cleaning function among moving robots will be described as an
example, but the present disclosure is not limited thereto.

FIG. 1A to FIG. 1D, and FIG. 2 are diagrams illustrating an example of the moving
robot 100 according to various embodiments of the present disclosure.

FIG. 1A is a perspective view showing a moving robot 100a and a charging base 200
for charging the moving robot 100a according to an embodiment of the present
disclosure, FIG. 1B is a view showing a top portion of the moving robot 100a shown in
FIG. 1A, FIG. 1C is a view showing a {ront portion of the moving robot 100a shown in
FIG. 1A, and FIG. 1D is a view showing a bottom portion of the moving robot 100a
shown in FIG. 1A.

Meanwhile, FIG. 2 is a diagram illustrating an example of a moving robot 100b
according to another embodiment of the present disclosure, and since the moving robot
100b shown in FIG. 2 may have the same or similar configurations as the moving robot
100a disclosed in FIGS. 1A to 1D, detailed description thereof will be omitted.

Referring to FIG. 1A to FIG. 1D, the moving robot 100a may include, for example,
at least one driving wheel 136 that moves a main body 110. The driving wheel 136
may be driven and rotated by, for example, at least one motor (not shown) connected
to the driving wheel 136.

The driving wheel 136 may be provided in the left and right sides of the main body
110 respectively, and hereinafter is referred to as a left wheel 136L. and a right wheel
136R respectively.

The left wheel 136L and the right wheel 136R may be driven by a single driving
motor, but if necessary, a left wheel driving motor for driving a left wheel 136L and a
right wheel driving motor for driving a right wheel 136R may be provided, re-
spectively. The travel direction of the main body 110 can be switched to the left or
right side by making a difference in the rotational speed of the left wheel 136L and the
right wheel 136R.

The moving robot 100a may include, for example, a suction device (not shown) that
sucks foreign material, a brush 154 and 155 that performs brushing, a dust container
(not shown) that stores foreign matter collected by the suction device or the brush 154,
155, and a mop part (not shown) that performs mopping.

For example, a suction port 150h through which air is sucked may be formed in the
bottom surface of the main body 110, and a suction device that provides suction force
so that air can be sucked through the suction port 150h, and a dust container that
collects dust sucked through the suction port 150h together with air may be provided
inside the main body 110.

The moving robot 100a may include, for example, a case 111 forming a space in
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which various components constituting the moving robot 100a are accommodated. An
opening (not shown) for insertion and removal of the dust container may be formed in
the case 111, and a dust container cover 112 that opens and closes the opening may be
rotatably provided with respect to the case 111.

The moving robot 100a may include, for example, a roll-type main brush 154 having
brushes exposed through the suction port 150h, and an auxiliary brush 155 located in
the front side of the bottom portion of the main body 110 and having a brush formed of
a plurality of feathers extended radially. Dust is separated from the floor in the
traveling area due to rotation of these brushes 154 and 155, and the dust separated from
the floor is sucked through the suction port 150h and may be introduced into the dust
container through a suction flow path (not shown).

Air and dust may be separated from each other while passing through a filter or
cyclone of the dust container, and the separated dust may be collected in the dust
container. After being discharged from the dust container, air may be finally
discharged to the outside through an exhaust port (not shown) via an exhaust passage
(not shown) inside the main body 110.

The battery 138 may supply, for example, power required for the overall operation of
the moving robot 100a as well as the driving motor. Meanwhile, when the battery 138
is discharged, the moving robot 100a may perform traveling to return to the charging
base 200 for charging, and during such return traveling, the moving robot 100a can
detect the position of the charging base 200 by itself.

The charging base 200 may include, for example, a signal transmission unit (not
shown) that transmits a certain return signal. The return signal may be, for example, an
ultrasonic signal or an infrared signal, but is not limited thereto.

The moving robot 100a may include, for example, a signal detection unit (not shown)
that receives a return signal.

For example, the signal detection unit may include an infrared sensor that detects an
infrared signal, and may receive an infrared signal transmitted from the signal
transmission unit of the charging base 200. At this time, the moving robot 100a may
move to a position of the charging base 200 according to the infrared signal transmitted
from the charging base 200 and dock with the charging base 200. A charging terminal
133 of the moving robot 100 and a charging terminal 210 of the charging base 200
may be contacted due to such a docking, and the battery 138 may be charged.

The moving robot 100a, for example, may have a configuration for detecting in-
formation inside/outside the moving robot 100.

The moving robot 100a may include, for example, a camera 120 that acquires image
information related to a traveling area.

For example, the moving robot 100a may include a front camera 120a provided to
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acquire an image in front of the main body 110.

For example, the moving robot 100a may include an upper camera 120b that is
provided in the upper surface of the main body 110, and acquires an image of ceiling
in the traveling area.

For example, the moving robot 100a may further include a lower camera 179 that is
provided in the bottom surface of the main body 110 and acquires an image of the
floor.

Meanwhile, the number of cameras 120 provided in the moving robot 100a, the
position of being disposed, and the photographing range are not necessarily limited
thereto, and cameras 120 may be disposed in various positions to acquire image in-
formation related to the traveling area.

For example, the moving robot 100a may include a camera (not shown) that is
disposed to be inclined with respect to one surface of the main body 110 and
configured to photograph the front side and the top side together.

For example, the moving robot 100a may include a plurality of front cameras 120a
and/or upper cameras 120b, or may include a plurality of cameras configured to
photograph the front side and the top side together.

According to various embodiments of the present disclosure, a camera 120 is
installed in a certain portion (ex, a front side, a rear side, a bottom surface) of the
moving robot 100a, and images can be continuously acquired during traveling or
cleaning. For the photographing efficiency, a plurality of cameras 120 may be installed
for each portion, and the image photographed by the camera 120 may be used to
recognize the type of a matter such as dust, hair, floor existing in a corresponding
space, may be used to check whether cleaning is performed, or used to check cleaning
time.

The moving robot 100a may include, for example, a light detection and ranging
LiDAR sensor 175 that acquires terrain information outside the main body 110 by
using a laser.

The lidar sensor 175 outputs, for example, a laser and receives the laser reflected
from an object, thereby acquiring information such as distance to the object that
reflected the laser, position direction, material, or the like, and acquiring terrain in-
formation of the traveling area. The moving robot 100 may acquire, for example,
360-degree geometry information based on the information acquired through the lidar
sensor 175.

The moving robot 100a may include, for example, sensors 171, 172, 179 that sense
various data related to the operation and state of the moving robot 100a.

For example, the moving robot 100a may include an obstacle detection sensor 171
that detects an obstacle ahead, a cliff detection sensor 172 that detects a cliff in the
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floor in the traveling area, and the like.

The moving robot 100a may include, for example, an operation unit 137 capable of
inputting various commands such as power on/off of the moving robot 100a, and may
receive various control commands required for the overall operation of the moving
robot 100a through the operation unit 137.

The moving robot 100a may include, for example, an output unit (not shown), and
display reservation information, battery state, operation mode, operation state, error
state, and the like.

FIG. 3 is an example of an internal block diagram of a moving robot 100 according
to another embodiment of the present disclosure.

Referring to FIG. 3, the moving robot 100 may include, for example, a storage unit
305, an image acquisition unit 320, an input unit 325, a suction unit 330, a controller
350, a traveling unit 360, a sensor unit 370, an output unit 380, and/or a commu-
nication unit 390.

Meanwhile, as the robot cleaner is illustrated by way of example of the moving robot
100 in the drawing, the suction unit 330 is described to be included, but the present
disclosure is not limited thereto, and various configurations may be included
depending on the function and the purpose of the moving robot 100.

The storage unit 305 may store, for example, various information necessary for the
control of the moving robot 100.

The storage unit 305 may include, for example, a volatile or nonvolatile recording
medium. The recording medium stores data that can be read by a microprocessor, and
is not limited to the type or implementation method.

The storage unit 305 may store, for example, a map for the traveling area. The map
stored in the storage unit 305, for example, may be received from an external terminal,
a server, or the like capable of exchanging information with the moving robot 100
through wired or wireless communication, or may be created by the [0001] moving
robot 100 by learning by itself.

The storage unit 305 may store, for example, data for node. Here, the node may
mean, for example, one point on the traveling area. The data for node may include, for
example, coordinate on a traveling area for node, information on a plurality of
movement directions in node, information on relationship with other node, and the
like.

For example, the map may display the positions of rooms in the traveling area. In
addition, the current position of the moving robot 100 may be displayed on the map,
and the current position of the moving robot 100 on the map may be updated in the
traveling process. The external terminal may store the same map as the map stored in

the storage unit 305.
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The storage unit 305 may store, for example, cleaning history information. Such
cleaning history information may be generated whenever cleaning is performed.

The map for the traveling area stored in the storage unit 305 may be, for example, a
navigation map used for traveling during cleaning, a simultaneous localization and
mapping (SLAM) map used for position recognition, a learning map used to clean by
storing and learning corresponding information when collides with an obstacle, a
global topological map used for global position recognition, an obstacle recognition
map in which information related to recognized obstacle is recorded, and the like.

Meanwhile, as described above, maps may be classified to be stored and managed in
the storage unit 305 for each use, but the map may not be clearly classified for each
use. For example, a plurality of information may be stored in one map to be used with
at least two or more purposes.

The image acquisition unit 320 may acquire, for example, an image around the
moving robot 100. The image acquisition unit 320 may include, for example, at least
one camera (e.g. the camera 120 of FIG. 1A). Hereinafter, an image acquired through
the image acquisition unit 320 may be referred to as an 'acquisition image'.

The image acquisition unit 320 may include, for example, a digital camera. The
digital camera may include at least one optical lens, an image sensor (e.g. a CMOS
image sensor) including a plurality of photodiodes (e.g. pixel) forming an image
passed through the optical lens, and a digital signal processor DSP that forms an image
based on the signal output from the photodiodes. The digital signal processor may
generate, for example, not only a still image but also a moving image configured of
frames formed of still images.

The image acquisition unit 320 may, for example, photograph a situation of an
obstacle or a cleaning area existing in the front of the travel direction of the moving
robot 100.

According to an embodiment of the present disclosure, the image acquisition unit
320 may acquire a plurality of images by continuously photographing the surroundings
of the main body 110, and the acquired plurality of images may be stored in the storage
unit 305.

The moving robot 100 may increase the accuracy of obstacle recognition by using,
for example, a plurality of images, or may increase the accuracy of obstacle
recognition by selecting one or more images from a plurality of images and using
effective data.

The input unit 325 may include, for example, an input device (e.g. a key, a touch
panel, etc.) capable of receiving user input. For example, the input unit 325 may
include an operation unit 137 capable of inputting various commands such as power

on/off of the moving robot 100a.
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The input unit 325 may receive a user input through, for example, an input device,
and transmit a command corresponding to the received user input to the controller 350.

The suction unit 330 may, for example, suck air containing dust. The suction unit
330 may include, for example, a suction device (not shown) that sucks foreign matter,
a brush 154, 155 for performing the brushing, a dust container (not shown) for storing
the foreign matter collected by the suction device or brush (e.g. brush 154, 155 in FIG.
1C), a suction port (e.g. the suction port 150h of FIG. 1D) through which air is sucked,
and the like.

The traveling unit 360 may, for example, move the moving robot 100. The traveling
unit 360 may include, for example, at least one driving wheel for moving the moving
robot 100 (e.g. the driving wheel 136 of FIG. 1C) and at least one motor (not shown)
for rotating the driving wheel.

The sensor unit 370 may include, for example, various sensors that detect in-
formation on the inside/outside of the moving robot 100.

The sensor unit 370 may include, for example, a lidar sensor (e.g. the lidar sensor
175 of FIG. 1A) that acquires terrain information on the outside of the main body 110
by using a laser.

The sensor unit 370 may include, for example, an obstacle detection sensor that
detects an obstacle ahead (e.g. the obstacle detection sensor 171 of FIG. 1A), a cliff
detection sensor that detects a cliff in the floor in the traveling area (e.g. the cliff
detection sensor 172 of FIG. 1D), and the like.

A plurality of obstacle detection sensors 171 may be disposed, for example, at
regular intervals in the outer circumferential surface of the moving robot 100. The
obstacle detection sensor 171 may include, for example, an infrared sensor, an ul-
trasonic sensor, a radio frequency (RF) sensor, a geomagnetic sensor, a position
sensitive device (PSD) sensor, and the like.

The obstacle detection sensor 171 may be, for example, a sensor that detects a
distance to an indoor wall or an obstacle, and the present disclosure is not limited
thereto, but the ultrasonic sensor will be illustrated below.

The obstacle detection sensor 171 may detect, for example, an object, particularly, an
obstacle existing in the traveling (moving) direction of the moving robot 100 and
transmit obstacle information to the controller 350. That is, the obstacle detection
sensor 171 detects the movement path of the moving robot 100, a projecting object
existing in the front side or lateral side of the moving robot 100, the furnishings in the
house, furniture, a wall surface, a wall edge, and the like, and may transmit detection
information to the controller 350.

The sensor unit 370 may further include, for example, a travel detection sensor (not

shown) that detects a travel motion of the moving robot 100 and outputs motion in-



13

WO 2021/006553 PCT/KR2020/008715

[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]

formation. The travel detection sensor may include, for example, a gyro sensor, a
wheel sensor, an acceleration sensor, and the like.

The gyro sensor may detect, for example, a rotation direction and a rotation angle
when the moving robot 100 moves according to an operation mode. The gyro sensor
may detect, for example, the angular velocity of the moving robot 100 and output a
voltage value proportional to the angular velocity.

The wheel sensor is connected to, for example, the driving wheel 136 (e.g. the left
wheel 136L and the right wheel 136R of FIG. 1D) to detect the number of revolutions
of the driving wheel 136. Here, the wheel sensor may be, for example, an encoder. The
encoder can detect and output the number of revolutions of the left wheel 136L and the
right wheel 136R. The acceleration sensor can detect, for example, a speed change of
the moving robot 100. The acceleration sensor may be attached to, for example, an
adjacent position of the driving wheel 136, or may be embedded in the controller 350.

The output unit 380 may include, for example, a sound output unit 381 that outputs
an audio signal. Under the control of the controller 350, the sound output unit may
output a warning message such as a warning sound, an operation mode, an operation
state, and an error state, information corresponding to user's command input,
processing result corresponding to user's command input, and the like as sound.

The sound output unit 381, for example, may convert and output an electrical signal
from the controller 150 to an audio signal. To this end, a speaker or the like may be
provided.

The output unit 380 includes a display 382 that displays, for example, information
corresponding to user's command input, a processing result corresponding to user's
command input, an operation mode, an operation state, an error state, and the like as an
image.

In some embodiments, the display 382 may be configured as a touch screen by
forming a mutual layer structure with a touch pad. In this case, the display 382
configured as a touch screen may be used as an input device capable of inputting in-
formation by user's touch in addition to an output device.

The communication unit 390 may include, for example, at least one communication
module (not shown), and may transmit and receive data with an external device.
Among the external devices that communicate with the moving robot 100, an external
terminal includes, for example, an application for controlling the moving robot 100,
and displays a map for a traveling area to be cleaned by the moving robot 100 through
execution of the application, and may designate an area to clean a specific area on the
map. The external terminal may be, for example, a remote controller, PDA, laptop,
smart phone, tablet, or the like equipped with an application for map setting.

The communication unit 390 may transmit/receive signals through wireless commu-
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nication method such as Wi-Fi, Bluetooth, beacon, zigbee, and radio frequency identi-
fication (RFID).

Meanwhile, the moving robot 100 may include, for example, a power supply unit
(not shown) provided with a rechargeable battery (e.g. the battery 138 of FIG. 1D) to
supply power into the robot cleaner.

The power supply unit may supply, for example, driving power and operating power
to respective components of the moving robot 100.

The moving robot 100 may further include a battery detection unit (not shown) that
detects, for example, a battery remaining amount, a charging state of the battery 138,
and the like and may transmit the detection result to the controller 350. Meanwhile, in-
formation on the battery remaining amount may be output through, for example, the
output unit 380.

The controller 350 may be connected, for example, to each component provided in
the moving robot 100. The controller 350 may, for example, transmit and receive
signals to and from each component provided in the moving robot 100 and control the
overall operation of each component.

The controller 350 may, for example, determine a state of the inside/outside of the
moving robot 100, based on information acquired through the sensor unit 370.

The controller 350 may, for example, calculate the rotation direction and rotation
angle by using a voltage value output from a gyro sensor.

The controller 350 may calculate, for example, a rotation speed of the driving wheel
136, based on the number of rotations output from the wheel sensor. In addition, the
controller 350 may calculate, for example, a rotation angle based on a difference in the
number of revolutions of the left wheel 136L and the right wheel 136R.

The controller 350 may determine, for example, a state change of the moving robot
100, such as starting, stopping, direction change, and colliding with an object, based on
the value output from the acceleration sensor. Meanwhile, the controller 350 may
detect, for example, the impact amount according to the speed change, based on the
value output from the acceleration sensor the acceleration sensor such that the ac-
celeration sensor can serve as an electronic bumper sensor.

The controller 350 may, for example, detect the position of the obstacle and control
the movement of the moving robot 100 according to the detected position of the
obstacle, based on at least two or more signals received through the ultrasonic sensor.

In some embodiments, the obstacle detection sensor 131 provided on the outer
surface of the moving robot 100 may include a transmitter and a receiver.

For example, the ultrasonic sensor may be provided such that at least one transmitter
and at least two receivers are staggered. Accordingly, the transmitter may emit an ul-

trasonic signal at various angles, and at least two or more receivers may receive the ul-
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trasonic signal reflected by an obstacle at various angles.

In some embodiments, the signal received from the ultrasonic sensor may go through
a signal processing process such as amplification and filtering, and then a distance and
direction to an obstacle may be calculated.

Meanwhile, the controller 350 may include, for example, a traveling control module
351, a map generation module 352, a position recognition module 353, and/or an
obstacle recognition module 354. In this drawing, for convenience of explanation, the
traveling control module 351, the map generation module 352, the position recognition
module 353, and/or the obstacle recognition module 354 are described separately, but
the present disclosure is limited thereto.

For example, the position recognition module 353 and the obstacle recognition
module 354 may be integrated as a single recognizer and constitute a single
recognition module 355. In this case, the recognizer is learned by using a learning
technique such as machine learning, and the learned recognizer may classify later
inputted data and recognize the attribute of an area, an object, or the like.

In some embodiments, the map generation module 352, the position recognition
module 353, and the obstacle recognition module 354 may be configured as a single
integrated module.

The traveling control module 351 may control, for example, traveling of the moving
robot 100, and control driving of the traveling unit 360 according to the traveling
setting.

The traveling control module 351 may determine, for example, the traveling route of
the moving robot 100 based on the operation of the traveling unit 360. For example,
the driving control module 351 may determine the current or past moving speed of the
moving robot 100, the traveled distance, etc. based on the rotational speed of the
driving wheel 136. Based on traveling information of the moving robot 100 that is de-
termined in such a manner, the position of the moving robot 100 on the map may be
updated.

The map generation module 352 may, for example, generate a map for the traveling
area.

The map generation module 352 may, for example, generate and/or update the map
in real time based on the acquired information while the moving robot 100 is driving.

The map generation module 352 may, for example, set a plurality of movement di-
rections. For example, when a function (hereinafter, a map generation function) for
generating a map for a traveling area is executed, the map generation module 352 may
set the direction in which the front surface of the moving robot 100 faces at the time
when the function is executed as a first movement direction. In addition, the map

generation module 352, for example, may set the direction in which the left side
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surface of the moving robot 100 faces at the time when the function is executed as a
second movement direction, set the direction in which the right side surface of the
moving robot 100 faces as a third movement direction, and set the direction in which
the rear surface of the moving robot 100 faces, which is the direction opposite to the
first direction, as a fourth movement direction.

Meanwhile, a preset plurality of movement directions, for example, may be fixed and
set without being changed, even when the moving robot 100 moves or rotates, while
the function of generating the map is executed.

For example, after a plurality of movement directions are set, when the moving robot
100 rotates counterclockwise, the direction in which the front surface of the moving
robot 100 faces may be the second movement direction, and when the moving robot
100 moves straight, the travel direction of the moving robot 100 may be the second
movement direction.

Meanwhile, in this drawing, although it is described that a plurality of movement di-
rections are set to four directions, the present disclosure is not limited thereto, and may
be set to various numbers of directions, such as eight directions, sixteen directions,
according to various embodiments.

The map generation module 352 may, for example, generate a map, based on an
image acquired through the image acquisition unit 320. For example, the map
generation module 352 may generate a map based on the acquisition image acquired
through the image acquisition unit 320 while the moving robot 100 is driving.

The map generation module 352 may detect, for example, various features such as
light, edge, corner, blob, ridge positioned in a traveling area included in each of the ac-
quisition images acquired through the image acquisition unit 320.

The map generation module 352 may include, for example, a feature detector that
detects feature from the acquisition image. For example, the feature detector may
include Canny, Sobel, Harris&Stephens/Plessey, SUSAN, Shi&Tomasi, Level curve
curvature, FAST, Laplacian of Gaussian, Difference of Gaussians, Determinant of
Hessian, MSER, PCBR, Grey-level blobs detector, etc.

The map generation module 352 may, for example, generate a map, based on features
of the traveling area detected from the acquisition image. Meanwhile, according to
various embodiments of the present disclosure, an operation of detecting feature from
the acquisition image may be performed by the position recognition module 353.

The map generation module 352 may, for example, generate a map based on in-
formation acquired through the lidar sensor 175.

For example, the map generation module 352 may analyze a reception pattern such
as a reception time difference and a signal intensity of a laser that is output through the

lidar sensor 175 and reflected by an external object and received, and then may acquire
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terrain information of the traveling area. The terrain information of the traveling area
may include, for example, the position, distance, direction, etc. of objects existing
around the moving robot 100.

The map generation module 352, for example, may generate a node based on the
terrain information of the traveling area acquired through the lidar sensor 175, and may
generate a global topological map including the generated node. Detailed descriptions
thereof will be described later with reference to FIGS. 4A, 4B, 5A to 5J, and 6A to 6F.

The position recognition module 353 may, for example, determine the position of the
moving robot 100. The position recognition module 353 may, for example, determine
the position of the moving robot 100 while the moving robot 100 is traveling.

The position recognition module 353 may, for example, determine the position of the
moving robot 100 based on the acquisition image acquired through the image ac-
quisition unit 320.

For example, while the moving robot 100 is traveling, the position recognition
module 353 may map features for each position of the traveling area detected from the
acquisition image to each position of the generated in the map generation module 352,
and may store data on features for each position of the traveling area mapped to each
position on the map in the storage unit 305 as position recognition data.

Meanwhile, for example, the position recognition module 353 may compare the
features of the traveling area detected from the acquisition image with the features of
each position of the traveling area included in the position recognition data stored in
the storage unit 305, calculate similarity (probability) for each position, and may
determine the position having the greatest similarity as a position of the moving robot
100 based on the calculated similarity (probability) for each position.

Meanwhile, the moving robot 100 may, for example, determine the current position
by learning the map through the traveling control module 351, the map generation
module 352 and/or the obstacle recognition module 354 without the position
recognition module 353.

The obstacle recognition module 354 may, for example, detect an obstacle around the
moving robot 100. For example, the obstacle recognition module 354 may detect an
obstacle around the moving robot 100, based on the acquisition image acquired
through the image acquisition unit 320 and/or sensing data acquired through the sensor
unit 370.

For example, the obstacle recognition module 354 may detect an obstacle around the
moving robot 100, based on the terrain information of the traveling area acquired
through the lidar sensor 175.

The obstacle recognition module 354 may, for example, determine whether there is

an obstacle that prevents the moving robot 100 from traveling, while the moving robot
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100 is traveling.

The obstacle recognition module 354 may, for example, determine a traveling pattern
such as a straight movement, a rotation, or the like according to the attribute of the
obstacle, and transmit the determined traveling pattern to the traveling control module
351, when it is determined that an obstacle exists.

For example, when the attribute of the obstacle is an obstacle (e.g. a projecting object
existing in the floor) of a type which allows the moving robot 100 to travel, the
obstacle recognition module 354 may determine the traveling pattern to allow the
moving robot 100 to continue to travel.

Alternatively, for example, when the attribute of the obstacle is an obstacle (e.g. a
wall, furniture, etc.) of a type which allows the moving robot 100 not to travel, the
obstacle recognition module 354 may determine the traveling pattern to allow the
moving robot 100 to rotate.

The moving robot 100 according to an embodiment of the present disclosure may
perform human recognition, object recognition, and avoidance based on machine
learning. Here, machine learning may mean that a computer learns through data and
the computer solves a problem through the learning even though a person does not
directly instruct logic to the computer.

Deep learning is a scheme of teaching a computer human's way of thinking based on
artificial neural networks (ANN) for constructing artificial intelligence, and may mean
an artificial intelligence technology that a computer can learn like a person on its own
without a teaching by a person.

The artificial neural network (ANN) may be implemented in a software form or a
hardware form such as a chip.

The obstacle recognition module 354 may, for example, include an artificial neural
network (ANN) in the form of software or hardware in which an attribute of an
obstacle is learned.

For example, the obstacle recognition module 354 may include a deep neural
network (DNN) such as a convolutional neural network (CNN), a recurrent neural
network (RNN), and a deep belief network (DBN) learned through deep learning.

The obstacle recognition module 354 may, for example, determine an attribute of an
obstacle included in image data inputted based on weights between nodes included in
the deep neural network (DNN).

The obstacle recognition module 354 may, for example, determine the attribute of the
obstacle existing in the movement direction not by using an entire image acquired by
the image acquisition unit 320, in particular, the front camera sensor 120a, but by using
only a partial area.

In addition, the traveling control module 351 may, for example, control driving of the



19

WO 2021/006553 PCT/KR2020/008715

[166]

[167]

[168]

[169]

[170]

[171]

[172]

[173]

[174]

[175]

[176]

[177]

traveling unit 360 based on the recognized attribute of the obstacle.

The storage unit 330 may store, for example, input data for determining obstacle
attribute and data for learning the deep neural network (DNN).

In the storage unit 330, for example, an original image acquired by the image ac-
quisition unit 320 and extracted images containing an extracted certain area may be
stored.

In the storage unit 330, for example, weights and biases constituting a deep neural
network (DNN) structure may be stored.

For example, weights and biases constituting the deep neural network structure may
be stored in an embedded memory of the obstacle recognition module 354.

The obstacle recognition module 354 may, for example, perform a learning process
by using the extracted image as training data whenever a partial area of the image
acquired by the image acquisition unit 320 is extracted, or may perform a learning
process after a certain number of extracted images or more are acquired.

That is, the obstacle recognition module 354 may, for example, update the deep
neural network (DNN) structure such as weight by adding a recognition result
whenever an obstacle is recognized, or may update a deep neural network (DNN)
structure such as a weight by performing a learning process using secured training data
after a certain number of training data are secured.

Alternatively, the moving robot 100, for example, may transmit an original image or
an extracted image acquired by the image acquisition unit 320 through the commu-
nication unit 390 to a certain server, and may receive data related to machine learning
from a certain server.

In this case, the moving robot 100 may update the obstacle recognition module 354
based on data related to machine learning received from a certain server.

FIG. 4A is a diagram for explaining a lidar sensor 175 provided in a moving robot
100, according to an embodiment of the present disclosure.

Referring to FIG. 4A, the lidar sensor 175 may, for example, output a laser in an
entire 360-degree directions, may acquire information such as distance to an object re-
flecting the laser, position direction, material by receiving the laser reflected from the
object, and thus, may acquire terrain information of a traveling area.

The moving robot 100 may, for example, acquire terrain information within a certain
distance according to the performance and setting of the lidar sensor 175. For example,
the moving robot 100 may acquire terrain information within a circular area 610
having a radius of a certain distance based on the lidar sensor 175.

The moving robot 100 may, for example, classify the circular area 610 according to a
plurality of movement directions. For example, when a plurality of movement di-

rections are set to four directions, the circular area 610 may be divided into four areas



20

WO 2021/006553 PCT/KR2020/008715

[178]

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

corresponding to first movement direction 501 to fourth movement direction 504, and
terrain information on traveling area may be classified for each area.

FIG. 4B is a diagram for explaining the traveling of a moving robot, according to an
embodiment of the present disclosure.

Referring to FIG. 4B, the moving robot 100 may acquire terrain information on the
traveling area. For example, the moving robot 100 may acquire terrain information on
the traveling area through the lidar sensor 175 while traveling according to a traveling
command.

The moving robot 100 may extract a free edge from terrain information on four
movement directions acquired through the lidar sensor 175. Here, the free edge may,
for example, mean information related to a space, between objects reflecting a laser, in
which the moving robot 100 can travel.

As shown in FIG. 4B, with respect to each movement direction, the moving robot
100 may extract a free edge based on an arc drawn by the circular area 610 having a
radius of a certain distance, based on both end points of the movement passage and the
lidar sensor 175.

The free edge E1, E2, E3 may include the width of the movement passage in each
movement direction, position information of the movement passage, information
related to a center point of the movement passage, and the like and may also include
information related to an angle between both end points of the movement passage and
a center line of the moving robot 100. Here, the center line of the moving robot 100
may mean, for example, a straight line extended toward a plurality of movement di-
rections, based on the moving robot 100.

Meanwhile, the moving robot 100 may extract a feature point (hereinafter, an edge)
corresponding to an obstacle such as a wall surface from a free edge. At this time, the
moving robot 100 may determine the width of the movement passage, a gap between
obstacles, and the like, based on a gap between the edges.

Meanwhile, in order to move along the center of the movement passage, the moving
robot 100 may detect a center point of the movement passage based on the free edge,
and may travel according to the center point.

FIG. 5A to FIG. 5J are diagrams for explaining the operation of the moving robot
100, according to an embodiment of the present disclosure. The operation of the
moving robot 100 explained in the present drawing may be understood as an operation
of components (e.g. the controller 350 of FIG. 3) provided in the moving robot 100.

Referring to FIG. 5A, the moving robot 100 may set a plurality of movement di-
rections when the map generation function is executed.

For example, when the map generation function is executed, the moving robot 100

may set the direction in which the front surface of the moving robot 100 faces at the
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time when the map generation function is executed as a first movement direction 501,
set the direction in which the left side surface of the moving robot 100 faces as a
second movement direction 502, set the direction in which the right side surface of the
moving robot 100 faces as a third movement direction 503, and set the direction in
which the rear surface of the moving robot 100 faces, which is the opposite direction of
the first direction, as a fourth movement direction 504.

Meanwhile, when the map generation function is executed, the moving robot 100
may adjust the position of the moving robot 100, and may set a plurality of movement
directions 501 to 504 based on the adjusted position.

For example, the moving robot 100 may detect the feature (e.g. direction of ceiling)
of the image of the ceiling, through an upper camera (e.g. the upper camera 120b of
FIG. 1A) for acquiring an image of the ceiling in the traveling area, and may adjust the
position of the moving robot 100 based on the detected feature.

Meanwhile, when the map generation function is executed, the moving robot 100
may generate a first node N1 corresponding to the current position of the moving robot
100. For example, the moving robot 100 may set the coordinate of the first node N1 to
(0, 0), and set the coordinate of a later generated node based on the coordinate of the
first node N1. Here, the coordinate of node may be, for example, a coordinate on a co-
ordinate plane.

The moving robot 100 may determine whether an open movement direction exists
among a plurality of movement directions 501 to 504, through the lidar sensor (e.g. the
lidar sensor 175 of FIG. 4A).

Here, the open movement direction may mean, for example, a movement direction in
which the moving robot 100 is able to travel, and the moving robot 100 has not
previously traveled.

For example, when there is an obstacle (e.g. a wall surface) of a type which allows
the moving robot 100 not to travel within a certain distance (e.g., 3 m) from the
moving robot 100, or when the width of the movement passage is less than a certain
reference width which allows the moving robot 100 to travel, the moving robot 100
may determine that traveling is impossible.

Referring to FIG. 5B, the moving robot 100 may check each width of the movement
passage with respect to a plurality of movement directions 501 to 504, based on terrain
information of the traveling area within a certain distance 610, acquired through the
lidar sensor 175.

The moving robot 100 may determine an edge that becomes a reference for cal-
culating the width of the movement passage in each area corresponding to the plurality
of movement directions 501 to 504, and may check the width of the movement passage

based on a gap between the edges.
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At this time, when the width of the movement passage is greater than or equal to a
reference width (e.g. the diameter of the moving robot 100), the moving robot 100 may
determine that the movement passage is possible to travel.

The moving robot 100 may determine two edges el1 and €12 in an area corre-
sponding to a first movement direction 501, and may determine that the width L1 of
the movement passage with respect to the first movement direction 501 is greater than
or equal to the reference width, based on the distance L1 between two edges el1 and
el2.

Meanwhile, it can be seen that the width L3 of the movement passage with respect to
a third movement direction 503 is greater than or equal to the reference width, but an
obstacle (e.g., a wall surface) of a type which allows the moving robot 100 not to travel
exists within a certain distance 610 to the moving robot 100.

In addition, also in a fourth movement direction 504, it can be seen that an obstacle
(e.g., a wall surface) of a type which allows the moving robot 100 not to travel exists
within a certain distance 610 to the moving robot 100.

Accordingly, the moving robot 100 may determine the first movement direction 501
and the second movement direction 502 as an open movement direction.

The moving robot 100 may, for example, determine whether an open movement
direction exists among the plurality of movement directions 501 to 504, and may
generate a node based on the determination result.

For example, if the current travel direction of the moving robot 100 is not included in
the open movement direction, or when a plurality of movement directions including
the current travel direction of the moving robot 100 are included in the open movement
direction, the moving robot 100 may generate a node.

Meanwhile, for example, when only the movement direction set as the current travel
direction of the moving robot 100 is open, the moving robot 100 may move straight
according to the set travel direction without generating a node.

Meanwhile, for example, the moving robot 100 may not generate a node, when a
node corresponding to the current position exists. At this time, since the first node N1
is generated in FIG. 5A, the moving robot 100 may not generate a node.

Meanwhile, in FIG. SA, when the map generation function is executed, it is
described that the moving robot 100 generates the first node N1 in correspondence
with the current position of the moving robot 100, but the present disclosure is not
limited thereto.

Therefore, when the map generation function is executed, since the travel direction of
the moving robot 100 is not set, the current travel direction of the moving robot 100 is
not included in the open movement direction. Thus, the moving robot 100 may

generate the first node N1 after determining whether an open movement direction
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exists among the plurality of movement directions 501 to 504.

The moving robot 100 may, for example, determine the direction in which the front
surface of the moving robot 100 faces at a time when the map generation function is
executed as a travel direction.

The moving robot 100 may, for example, determine any one of the open movement
directions as the travel direction. The moving robot 100 may, for example, check the
cost of each of the open movement directions, and compare the costs of the open
movement directions to determine the travel direction. Here, the cost may include, for
example, the width of the movement passage for each open movement direction, a
setting state on whether it is set as the current travel direction, or the like.

For example, the moving robot 100 may compare the width of the movement passage
for each of the open movement directions, and determine the movement direction of
the movement passage having the widest width as the travel direction. In the drawing,
since the width L1 of the movement passage for the first movement direction 501 is the
widest, the first movement direction 501 may be determined as the travel direction.

Meanwhile, for example, the moving robot 100 may maintain the movement
direction set as the current travel direction among the open movement directions as the
travel direction.

Meanwhile, the data for the node stored in the moving robot 100 will be described

with reference to Table 1 below.

[Table 1]
Node X co- Y co- First Second Third Fourth
ordinate(c |ordinate(c | movement | movement | movement | movement
m) m) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 -2(open) -2(open) -1 -1

Referring to Table 1, the coordinate of the first node N1 may be set to (0, 0), the first
and second movement directions 501 and 502 may be set to -2' indicating that they are
opened, and the third and fourth movement directions 503 and 504 may be set to -1’
indicating that they are not opened. Meanwhile, in the drawing, the reference value of
the coordinate is described in centimeters (cm), but the present disclosure is not limited
thereto.

Meanwhile, in the case of the third movement direction 503, an obstacle (e.g. a wall
surface) of a type that allows the moving robot 100 not to travel exists within a certain
distance 610 to the moving robot 100. However, since the width L3 of the movement
passage is greater than or equal to the reference width, and a area in which the moving

robot 100 can travel exists, the second node N2 may be generated in a position spaced
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by a certain distance from the first node N1 in the third movement direction 503. At
this time, the position of the generated node may be determined, for example, in con-
sideration of the distance L4 between the moving robot 100 and an obstacle.

Data for the first node N1 and the second node N2 may be set as shown in Table 2

below.
[Table 2]
Node X co- Y co- First Second Third Fourth
ordinate(c |ordinate(cm| movement | movement | movement | movement
m) ) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 -2(open) -2(open) 2 -1
N2 0 -200 -1 1 -1 -1

Referring to Table 2, as the second node N2 is generated in the third movement
direction 503 of the first node N1, the data value for the third movement direction 503
of the first node N1 may be updated to '2' indicating the second node N2.

Meanwhile, the coordinate of the second node N2 may be set to (0, -200), and as the
first node N1 is positioned in the second movement direction 502, the data value for
the second movement direction 502 of the second node N2 may be set to '1".

The moving robot 100 may travel in the first movement direction determined as the
travel direction. The moving robot 100 may travel along a center of the movement
passage while traveling in the movement passage of the travel direction.

For example, while traveling in the movement passage of the travel direction, the
moving robot 100 may detect a center point of the movement passage based on an edge
that is a reference for calculating the width of the movement passage, and may travel
according to the center point.

Meanwhile, the moving robot 100 may determine whether an open movement
direction exists among the plurality of movement directions 501 to 504, while traveling
in the movement passage of the travel direction. For example, the moving robot 100
continuously determines whether an open movement direction exists among the
plurality of movement directions 501 to 504 according to a certain cycle, while
traveling in the movement passage of the travel direction.

Referring to FIG. 5C, the width L3 of the movement passage with respective to the
third movement direction 503 is greater than or equal to the reference width, but it can
be seen that an obstacle €33 of a type that allows the moving robot 100 not to travel
exists within a certain distance 610 to the moving robot 100.

Meanwhile, since the fourth movement direction 504 corresponds to an opposite
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direction to the travel direction, and corresponds to the movement direction in which

the moving robot 100 has previously traveled, the moving robot 100 may determine as

the movement direction that is not open.

Therefore, the moving robot 100 may check that among the plurality of movement

directions 501 to 504, only the first movement direction 501, which is the travel

direction, is open, and may continue to travel in the current travel direction.

Referring to FIG. 5D, while traveling in the movement passage of the travel

direction, the moving robot 100 may check that the first and second movement di-

rections 501 and 502 among the plurality of movement directions 501 to 504 are the

open movement direction.

Since the plurality of movement directions including the first travel direction 501 that

is the current travel direction correspond to the open movement direction, the moving

robot 100 may generate a third node N3.
Data for the first node N1 to the third node N3 may be set as shown in Table 3

below.
[Table 3]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement | movement
m) m) direction direction direction direction
(501) (502) (503) (504)

N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 -2(open) -2(open) -1 1

Referring to Table 3, as the third node N3 is generated in the first movement

direction 501 of the first node N1, the data value for the first movement direction 501
of the first node N1 may be updated to '3" indicating the third node N3.
Meanwhile, the coordinate of the third node N3 may be set to (400, 0) based on the

travel distance of the moving robot 100. As the first node N1 is positioned in the fourth

movement direction 504, the data value for the fourth movement direction 504 of the

third node N3 may be set to '1" indicating the first node N1.

The moving robot 100 may compare the widths L1 and L2 of the movement passages

with respect to the open first and second movement directions 501 and 502, re-

spectively, and decide the first movement direction 501 in the travel direction.

Referring to FIG. S5E, the moving robot 100 may generate the fourth node N4 in the

same manner as generating the third node N3 in FIG. 5D, while traveling according to

the travel direction.
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Meanwhile, data for the first node N1 to the fourth node N4 may be set as shown in
Table 4 below.

[Table 4]

Node

X co-
ordinate(c

m)

Y co-
ordinate(c

m)

First
movement

direction
(501

Second
movement
direction
(502)

Third
movement
direction
(503)

Fourth
movement

direction
(504)

N1

0

3

-2(open)

N2

0

-200

-1

1

N3

400

0

4

-2(open)

N4

800

0

-2(open)

-2(open)

Referring to Table 4, as the fourth node N4 is generated in the first movement
direction 501 of the third node N3, the data value for the first movement direction 501
of the third node N3 may be updated to '4' indicating the fourth node N4.

Meanwhile, the coordinate of the fourth node N4 may be set to (800, 0) based on the

travel distance of the moving robot 100, and as the third node N3 is positioned in the

fourth movement direction 504, the data value for the fourth movement direction 504
of the fourth node N4 may be set to '3' indicating the third node N3.

Meanwhile, while traveling according to the travel direction, the moving robot 100

may check that an obstacle (e.g., a wall surface) of a type which allows the moving

robot 100 not to travel exists within a certain distance 610 with respect to the first

movement direction 501 that is a travel direction.

At this time, since the moving robot 100 is in a state of traveling according to the

traveling direction, and the width L1 of the moving passage is greater than or equal to

the reference width, unlike generating the second node N2 in FIG. 5B, it may continue

to move until approaching an obstacle.

Even when the moving robot 100 approaches the obstacle, if the open movement

direction does not exist among the plurality of movement directions 501 to 504, the

moving robot 100 may generate a new node in a position approaching the obstacle.

In addition, the moving robot 100 may determine whether there is a node that needs

to be updated among the nodes, based on data for the node. Here, the node that needs

to be updated, for example, among the data values *?*related with the node, when a

node including '-2' indicating open exists, a corresponding node may be determined to

be a node that needs to be updated.

Meanwhile, as shown in FIG. 5F, while the moving robot 100 approaches the

obstacle, if it is checked that among the plurality of movement directions 501 to 504,
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the first movement direction 501 that is the travel direction is not opened and the other

movement direction 502 is open, the moving robot 100 may generate a fifth node NS5.
Meanwhile, data for the first node N1 to the fifth node N3 may be set as shown in

Table 5 below.
[Table 5]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement |movement
m) m) direction direction direction direction
(501) (502) (503) (504)

N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 -2(open) -1 3
N5 1100 0 -1 -2(open) -1 4

Referring to Table 5, as the fifth node N5 is generated in the first movement direction
501 of the fourth node N4, the data value for the first movement direction 501 of the
fourth node N4 may be updated to 'S’ indicating the fifth node NS5.

Meanwhile, the coordinate of the fifth node N5 may be set to (1100, 0) based on the
travel distance of the moving robot 100, and as the fourth node N4 is positioned in the
fourth movement direction 504, the data value for the fourth movement direction 504
of the fifth node N5 may be set to '4' indicating the fourth node N4.

Meanwhile, among the plurality of movement directions 501 to 504, the moving
robot 100 may determine the second movement direction 502 that is an open
movement direction as a travel direction, and may travel in the second movement
direction 502.

Referring to FIG. 5G, while traveling according to the travel direction, the moving
robot 100 may generate sixth node N6 to ninth node N9 in the same manner as
generating the third node N3 to the fifth node N5 in FIG. 5C to SE.

At this time, in the drawings of the present disclosure, it is described on the basis that
the doors installed in the entrances of all the spaces are closed, and when the doors are
open, the movement path of the moving robot 100 may be different.

Meanwhile, Data for the first node N1 to the ninth node N9 may be set as shown in
Table 6 below.
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[250] [Table 6]

Node | X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement | movement
m) m) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 -2(open) -1 3
N5 1100 0 -1 6 -1 4
N6 1100 450 -1 -1 5 7
N7 810 450 6 -1 -2(open) 8
N8 420 450 7 -1 -2(open) 9
N9 5 450 8 -1 1 -1

[251] Meanwhile, while traveling in the third movement direction 503 from the ninth node
(N9), it can be confirmed that the moving robot 100 returns to the first node (N1).

[252] The moving robot 100 may check that there is no open movement direction in a
position corresponding to the first node N1. At this time, since the first node N1 is
previously set in a corresponding position, the moving robot 100 may not generate a
new node, and may determine whether a node that needs to be updated exists among
nodes, based on the data for node.

[253] The moving robot 100 may move to any one of nodes that need to be updated, when
a node that needs to be updated exists. At this time, the moving robot 100 may
determine a node positioned in the shortest distance from the current position of the
moving robot 100 among nodes that need to be updated.

[254] For example, the moving robot 100 may check the distance between the nodes
included in the data for the node, and determine the node positioned in the shortest
distance from the current position of the moving robot 100.

[255] Meanwhile, the moving robot 100 may determine whether an open movement
direction exists among the plurality of movement directions 501 to 504, after moving
to any one of nodes that need to be updated.

[256] Referring to Table 6, the moving robot 100 may determine the third node (N3), the

fourth node (N4), the seventh node (N7), and the eighth node (N8) that contain -2' in-
dicating an open state in the data value related with the node as a node that needs to be

updated.
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Referring to FIG. 5H, the moving robot 100 may move to the third node N3 po-
sitioned in the shortest distance among nodes that need to be updated, may determine
the second movement direction 502, which is the open movement direction in the third
node N3, as the driving direction, and may travel.

While traveling in the second movement direction 502, the moving robot 100 may
check that only the second movement direction 502 that is the travel direction, among
the plurality of movement directions 501 to 504, is opened, and may continue to travel
in the current travel direction.

Meanwhile, the moving robot 100 may generate a new node according to a certain
distance, when traveling only in a travel direction over a certain distance.

The moving robot 100 may generate a tenth node N10 while traveling in the travel
direction.

For example, while traveling in the travel direction, the moving robot 100 may
generate a new node, and may generate a more accurate map, if only the travel
direction among the plurality of movement directions 501 to 504 is opened over a
certain distance,

The moving robot 100 may check that it has arrived in a position corresponding to
the eighth node NS.

Data for the first node N1 to the tenth node N10 may be set as shown in Table 7

below.
[Table 7]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement |movement
m) m) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 3 9 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 10 -1 1
N4 800 0 5 -2(open) -1 3
N5 1100 0 -1 6 -1 4
N6 1100 450 -1 -1 5 7
N7 810 450 6 -1 -2(open) 8
N8 420 450 7 -1 10 9
N9 5 450 8 -1 1 -1
N10 400 220 -1 8 3 -1
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The moving robot 100 may check that there is no open movement direction in a
position corresponding to the eighth node N8. At this time, since the eighth node N8 is
previously set in a corresponding position, the moving robot 100 may not generate a
new node, and may determine whether a node that needs to be updated exists among
nodes, based on the data for node.

Referring to Table 7, the moving robot 100 may determine the fourth node (N4) and
the seventh node (N7) in which '-2' indicating an open state is contained in the data
value related with the node as the node that needs to be updated.

Referring to FIG. 51, the moving robot 100 may move to the seventh node N7 po-
sitioned in the shortest distance among nodes that need to be updated, and determine
the third movement direction 503, which is the open movement direction in the seventh
node N7, as the traveling direction, and may travel.

As shown in FIG. 5H, while traveling in the third movement direction 503 which is
the travel direction, it can be checked that only third movement direction 503 which is
the travel direction, among the plurality of movement directions 501 to 504, is opened,
and the moving robot 100 may continue traveling in the current travel direction.

Meanwhile, while traveling in the travel direction, the moving robot 100 may
generate an eleventh node N11. The moving robot 100 may confirm that it has arrived
in a position corresponding to the fourth node N4, and may confirm that the open
movement direction does not exist in a position corresponding to the fourth node N4.
In addition, since the fourth node N4 is previously set in a corresponding position, the
moving robot 100 does not generate a new node, and may determine whether a node
that needs to be updated exists among nodes, based on the data for node.

Meanwhile, data for the first node N1 to the eleventh node N11 may be set as shown
in Table 8 below.
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[271] [Table 8]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement |[movement
m) m) direction direction direction | direction

(501) (502) (503) (504)
N1 0 0 3 9 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 10 -1 1
N4 800 0 5 11 -1 3
N5 1100 0 -1 6 -1 4
N6 1100 450 -1 -1 5 7
N7 810 450 6 -1 11 8
N8 420 450 7 -1 10 9
N9 5 450 8 -1 1 -1
N10 400 220 -1 8 3 -1
NI11 810 230 -1 7 4 -1

[272] The moving robot 100 may check that the node that needs to be updated no longer

[273]

[274]

[275]

[276]

[277]

[278]

exists, store the generated global topological map in the storage unit 305, and complete

a map generation.

Referring to FIG. 5J, the moving robot 100 may check relationships between nodes

and determine a movement path, based on the generated global topological map.

FIGS. 6A to 6F are diagrams for explaining the operation of the moving robot 100,

according to another embodiment of the present disclosure.

Referring to FIG. 6A, the moving robot 100 may set a plurality of movement di-

rections when the map generation function is executed.

The moving robot 100 may determine whether an open movement direction exists

among the plurality of movement directions 501 to 504, through a lidar sensor (e.g. the
lidar sensor 175 of FIG. 4A).

At this time, dissimilarly to FIG. 5B, it can be seen that in an area corresponding to

the first and second movement directions 501 and 502, the width of the movement

passage based on the edge is not calculated.

That is, the moving robot 100 may determine the first and second movement di-

rections 501 and 502 as an open movement direction, and determine that no obstacle

exists within a certain distance 610 with respect to the first and second movement di-
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rections 501 and 502.

The moving robot 100 may determine one of the opened first and second movement
directions 501 and 502 as the driving direction. At this time, since there is no obstacle
within a certain distance 610 with respect to the first and second movement directions
501 and 502, the moving robot 100 may determine any one of the opened first and
second movement directions 501 and 502 as the traveling direction.

Meanwhile, as shown in FIG. 5B, since an open movement direction exists among
the plurality of movement directions 501 to 504, the moving robot 100 may generate a
first node (N1), and may generate a second node N2 at a position spaced by a certain
distance in the third movement direction 503 from the first node N1.

Referring to FIG. 6B, as shown in FIGS. 5C to 5F, the moving robot 100 may
determine whether an open movement direction exists among the plurality of
movement directions 501 to 504, while traveling in the traveling direction.

For example, the moving robot 100 may determine the first and second movement di-
rections 501 and 502 as an open movement direction while traveling in the first
movement direction 501 as the traveling direction. In addition, the moving robot 100
may determine that no obstacle exists within a certain distance 610 with respect to the
first and second movement directions 501 and 502.

Meanwhile, if no obstacle exists within a certain distance 610 with respect to the first
and second movement directions 501 and 502, the moving robot 100 continues to
travel in the first movement direction 501 that is the traveling direction.

Meanwhile, the moving robot 100 may generate a new node according to a certain
distance when traveling only in a traveling direction over a certain distance.

The moving robot 100 may generate a more accurate map by generating the third and
fourth nodes N3 and N4 whenever moving a certain distance, while traveling in the
first movement direction 501 that is the traveling direction.

Meanwhile, in the same manner as the method of generating the fifth node N5 in
FIGS. 5E and 5F, while traveling according to the traveling direction, the moving robot
100 may confirm that an obstacle (e.g. a wall surface) of a type that allows the moving
robot 100 not to travel exists within a certain distance 610 with respect to the first
movement direction 501 that is the traveling direction.

Meanwhile, while approaching the obstacle, the moving robot 100 may generate a
fifth node NS5, if it is confirmed that the first movement direction 501, which is the
traveling direction, is not opened among the plurality of movement directions 501 to
504, and only the second movement direction 502 is open.

Meanwhile, data for the first node N1 to the fifth node N3 may be set as shown in
Table 9 below.
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[289] [Table 9]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement |movement
m) m) direction direction direction | direction
(501) (502) (503) (504)
N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 -2(open) -1 3
N5 1250 0 -1 -2(open) -1 4
[290] The moving robot 100 may set the second movement direction 502 which is the open

[291]

[292]

[293]

[294]

[295]

[296]

movement direction as the traveling direction, and may move in the second movement
direction 502 that is the traveling direction.

Referring to FIG. 6C, the moving robot 100 may determine the second and fourth
movement directions 502 and 504 as an open movement direction, while traveling in
the second movement direction 502 that is the traveling direction. In addition, the
moving robot 100 may determine that no obstacle exists within a certain distance 610
with respect to the first to third movement directions 501 to 503.

Meanwhile, if no obstacle exists within a certain distance 610 with respect to the first
to third movement directions 501 to 503, the moving robot 100 may continue to travel
in the second movement direction 502 which is the traveling direction.

Meanwhile, the moving robot 100 may generate the sixth node N6 as it travels over a
certain distance in the second movement direction 502 that is the traveling direction.

At this time, while the moving robot 100 travels over a certain distance after rotating
in the second movement direction 502 which is the open movement direction in the
fifth node N3, if it is determined that no obstacle exists within a certain distance 610
with respect to the second movement direction 502 that is the traveling direction and
the fourth movement direction 504 that is the direction opposite to the previous
traveling direction, after generating a new node, the moving robot 100 may change the
traveling direction to the fourth moving direction 504 that is opposite direction to the
previous traveling direction.

That is, when it is determined that the moving robot 100 travels in a large space
having no obstacle, it is possible to effectively travel in a large space, by changing the
traveling direction to the opposite direction of the previous traveling direction
according to a certain condition.

Meanwhile, as shown in FIG. 6B, the moving robot 100 may travel according to the
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traveling direction, until the existence of an obstacle (e.g. a wall surface) of a type that
allows the moving robot 100 not to move is checked within a certain distance 610 with
respect to the traveling direction.

Referring to FIG. 6D, after changing the traveling direction to the opposite direction
of the first movement direction 501 which is the previous traveling d direction, the
moving robot 100 may travel in the fourth movement direction 504 which is the
changed traveling direction.

Meanwhile, as shown in FIG. 6B, the moving robot 100 may determine the second to
fourth movement directions 502 to 504 as the open movement direction, while
traveling in the fourth movement direction 504 that is the traveling direction.

Meanwhile, the moving robot 100 may travel according to the fourth movement
direction 504 that is the traveling direction, until the existence of an obstacle (e.g. a
wall surface) of a type that allows the moving robot 100 not to move is checked within
a certain distance 610 with respect to the fourth movement direction 504 that is the
traveling direction.

Meanwhile, as shown in FIG. 6B, the moving robot 100 generates the seventh and
eighth nodes N7 and N8 whenever moving a certain distance, while traveling in the
fourth movement direction 504, thereby creating a more accurate map.

In addition, the moving robot 100 may confirm that an obstacle (e.g. a wall surface)
of a type which allows the moving robot 100 not to travel exists within a certain
distance 610 with respect to the fourth movement direction 504 that is the traveling
direction. At this time, while approaching the obstacle, the moving robot 100 may
generate a ninth node N9 when it is confirmed that among the plurality of movement
directions 501 to 504, the fourth movement direction 504 that is the traveling direction
is not opened, and only the second and third movement directions 502 and 503 are
opened.

Meanwhile, data for the first node N1 to the ninth node N9 may be set as shown in
Table 10 below.
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[303] [Table 10]
Node X co- Y co- First Second Third Fourth
ordinate(cm |ordinate(cm| movement | movement | movement |movement
) ) direction direction direction | direction

(501) (502) (503) (504)
N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 -2(open) -1 3
N5 1250 0 -1 6 -1 4
N6 1250 400 -1 -2(open) 5 7
N7 850 400 6 -2(open) -2(open) 8
N8 450 400 7 -2(open) -2(open) 9
N9 -50 400 8 -2(open) -2(open) -1

[304]

[305]

[306]

[307]

[308]

The moving robot 100 may determine any one of the opened second and third
movement directions 502 and 503 as the traveling direction. At this time, the moving
robot 100 may determine the second movement direction 502 that is a clockwise
direction with respect to the current traveling direction, in consideration of being
rotated counterclockwise for traveling in a large space in FIG. 6C.

Referring to FIG. 6E, as shown in FIGS. 6B to 6D, while the moving robot 100
travels according to the traveling direction, tenth to thirteenth nodes N10 to N13 may
be generated.

Meanwhile, it may be confirmed that the moving robot 100 is returned to the sixth
node N6, while traveling in the third movement direction 503 from the thirteenth node
NI13.

The moving robot 100 may confirm that no open movement direction exists in a
position corresponding to the sixth node N6. At this time, since the sixth node N6 is
previously set in a corresponding position, the moving robot 100 does not generate a
new node, and may determine whether there exists a node that needs to be updated
among the nodes, based on the data for node.

Meanwhile, data for the first node N1 to the thirteenth node N13 may be set as

shown in Table 11 below.
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[309] [Table 11]
Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement | movement
m) m) direction direction direction direction
(501) (502) (503) (504)

N1 0 0 3 -2(open) 2 -1

N2 0 -200 -1 1 -1 -1

N3 400 0 4 -2(open) -1 1

N4 800 0 5 -2(open) -1 3

N5 1250 0 -1 6 -1 4

N6 1250 400 -1 13 5 7

N7 850 400 6 -2(open) -2(open) 8

N8 450 400 7 -2(open) -2(open) 9

N9 -50 400 8 10 -2(open) -1
N10 -50 900 11 -1 9 -1
NI11 350 900 12 -1 -2(open) 10
N12 750 900 13 -1 -2(open) 11
N13 1250 900 -1 -1 6 12

[310] The moving robot 100 may move to the seventh node N7 positioned in the shortest

distance among nodes that need to be updated, and may determine any one of the

second and third movement directions that is the open movement direction in the

seventh node N7 as the traveling direction.
[311] Referring to FIG. 6F, the third movement direction 503 may be determined as a
travel direction in the seventh node N7, and the moving robot 100 may travel in the
third movement direction 503 that is the travel direction.
[312] While the moving robot 100 moves in the third movement direction 503 that is the
traveling direction, with respect to the third movement direction 503 that is the
traveling direction, it can be confirmed that an obstacle (e.g. a wall, a chair) of a type
that allows the moving robot 100 not to travel exists within a certain distance 610.
[313] Meanwhile, while approaching the obstacle, the moving robot 100 may generate a
fourteenth node N14, when it is confirmed that the third movement direction 503 that
is the traveling direction, among the plurality of movement directions 501 to 504, is
not opened, and only the first and fourth movement directions 501 and 504 are opened.

[314] Meanwhile, data for the first node N1 to the fourteenth node N14 may be set as
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shown in Table 12 below.
[315] [Table 12]

Node X co- Y co- First Second Third Fourth
ordinate(cm | ordinate(c | movement | movement | movement | movement
) m) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 -2(open) -1 3
N5 1250 0 -1 6 -1 4
N6 1250 400 -1 13 5 7
N7 850 400 6 -2(open) 14 8
N8 450 400 7 -2(open) -2(open) 9
N9 -50 400 8 10 -2(open) -1
N10 -50 900 11 -1 9 -1
NI11 350 900 12 -1 -2(open) 10
N12 750 900 13 -1 -2(open) 11
N13 1250 900 -1 -1 6 12
N14 850 -30 -2(open) 7 -1 -2(open)
[316] Meanwhile, with respect to each node, the moving robot 100 may determine nodes

positioned within a certain reference radius (e.g. 70 cm) as the same node. Referring to
Table 12, in the case of the fourteenth node (N14), it can be confirmed that it is po-
sitioned within a certain reference radius (e.g. 70 cm) from the fourth node (N4).

[317] Referring to FIG. 6G, the moving robot 100 may determine the fourth node N4 and
the fourteenth node N14 as the same node. Meanwhile, when it is determined that the
plurality of nodes are the same node, the moving robot 100 may delete data for the
remaining nodes excluding the first generated node among the plurality of nodes.

[318] Meanwhile, data for a node in FIG. 6G may be set as shown in Table 13 below.
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[319] [Table 13]

Node X co- Y co- First Second Third Fourth
ordinate(c | ordinate(c | movement | movement | movement | movement
m) m) direction direction direction direction
(501) (502) (503) (504)
N1 0 0 3 -2(open) 2 -1
N2 0 -200 -1 1 -1 -1
N3 400 0 4 -2(open) -1 1
N4 800 0 5 7 -1 3
N5 1250 0 -1 6 -1 4
N6 1250 400 -1 13 5 7
N7 850 400 6 -2(open) 4 8
N8 450 400 7 -2(open) -2(open) 9
N9 -50 400 8 10 -2(open) -1
N10 -50 900 11 -1 9 -1
NI11 350 900 12 -1 -2(open) 10
N12 750 900 13 -1 -2(open) 11
N13 1250 900 -1 -1 6 12

[320] FIG. 7 is a flowchart illustrating a control method of a moving robot, according to an
embodiment of the present disclosure.

[321] Referring to FIG. 7, in operation S701, the moving robot 100 may determine whether
an open movement direction exists among the plurality of movement directions 501 to
504.

[322] For example, with respect to each of a plurality of preset movement directions 501 to
504, the moving robot 100 may determine whether there is no obstacle (e.g. a wall
surface) of the type that allows the moving robot 100 not to travel within a certain
distance (e.g. 3 m) to the moving robot 100, the width of the movement passage is
greater than or equal to a certain reference width that allows the moving robot 100 to
travel, and the movement direction is a direction in which the moving robot 100 has
not previously traveled.

[323] The moving robot 100 may generate a node according to a preset condition, when an
open movement direction exists among the plurality of movement directions 501 to
504, in operation S702.

[324] For example, when the current travel direction of the moving robot 100 is not
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[325]

[326]

[327]

[328]

[329]

[330]

[331]

[332]

[333]

[334]

[335]

[336]

[337]

included in the open movement direction, or when a plurality of movement directions
including the current travel direction of the moving robot 100 is included in the open
movement direction, the moving robot 100 may generate a node.

Meanwhile, for example, when only the movement direction set as the current travel
direction of the moving robot 100 is open, the moving robot 100 may move straight
according to the set travel direction without generating a node.

Meanwhile, for example, the moving robot 100 may not generate a node when a node
corresponding to the current position exists.

Meanwhile, the data for the node may include a data value on whether the plurality
of movement directions 501 to 504 are open in a position corresponding to the node.

The moving robot 100 may determine any one of the open movement directions as
the travel direction of the moving robot 100, in operation S703.

For example, the moving robot 100 may compare the widths of the movement
passages for each of the open movement directions, and determine the movement
direction of the movement passage having the widest width as the travel direction.

Alternatively, for example, the moving robot 100 may maintain a movement
direction set as the current travel direction, among the open movement directions, as
the travel direction.

The moving robot 100 may move in the movement direction determined as the travel
direction, in operation S704.

At this time, the moving robot 100 may travel along the center of the movement
passage while traveling in the movement passage of the travel direction.

For example, while traveling in the movement passage of the travel direction, the
moving robot 100 may detect a center point of the movement passage based on an edge
that is a reference for calculating the width of the movement passage, and may travel
along the center point.

Meanwhile, while traveling in the movement passage in the travel direction, the
moving robot 100 may continuously determine whether the open movement direction
exists among the plurality of movement directions 501 to 504.

Meanwhile, in operation S7035, the moving robot 100 may determine whether a node
that needs to be updated exists among the nodes, when no open movement direction
exists among the plurality of movement directions 501 to 504.

For example, the moving robot 100 may check the data value for each node, and
when a node including the data value indicating the open movement direction exists
among data values for the plurality of movement directions 501 to 504, may determine
a corresponding node as a node that needs to be updated.

The moving robot 100 may move to any one of the nodes that need to be updated,

when a node that needs to be updated exists, in operation S706.
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[348]

For example, the moving robot 100 may move to a node positioned in the shortest
distance from the current position of the moving robot 100, among nodes that need to
be updated.

Meanwhile, in operation S707, if there is no node that needs to be updated, the
moving robot 100 may store the generated global topological map in the storage unit
305 to complete the map generation.

FIG. 8A and FIG. 8B are diagrams illustrating a flowchart of a control method of a
moving robot, according to an embodiment of the present disclosure.

Referring to FIG. 8A, the moving robot 100 may execute a map generation function,
in operation S801. For example, the moving robot 100 may execute the map generation
function, when the power is turned on or when a command for executing the map
generation function is input from a user.

The moving robot 100 may set a plurality of movement directions 501 to 504, in
operation S802.

For example, if the map generation function is executed, at the time when the map
generation function is executed, the moving robot 100 may set the direction in which
the front surface of the moving robot 100 faces as a first movement direction 501, set
the direction in which the left side surface of the moving robot 100 faces as the second
movement direction 502, set the direction in which the right side surface of the moving
robot 100 faces as the third movement direction 503, and set the direction in which
the rear surface of the moving robot 100, which is the direction opposite to the first
direction, faces as the fourth movement direction 504.

The moving robot 100 may determine whether an open movement direction exists
among the plurality of movement directions 501 to 504, in operation S803.

For example, with respect to each of the preset plurality of movement directions 501
to 504, the moving robot 100 may determine whether there is no obstacle (e.g. a wall
surface) of the type that allows the moving robot 100 not to travel within a certain
distance (e.g. 3 m) to the moving robot 100, the width of the movement passage is
greater than or equal to a certain reference width that allows the moving robot 100 to
travel, and the movement direction is a direction in which the moving robot 100 has
not previously traveled.

Referring to FIG. 8B, when an open movement direction exists, the moving robot
100 may determine whether the current travel direction of the moving robot 100 is
included in the open movement direction, in operation S804.

At this time, when the map generation function is executed, the travel direction may
not be set, and it may be determined that the current travel direction of the moving
robot 100 is not included in the open movement direction.

In operation S803, if the current traveling direction of the moving robot 100 is not
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included in the open movement direction, the moving robot 100 may generate a node
for the current position of the moving robot 100.

In operation S806, the moving robot 100 may determine any one of the open
movement directions as the travel direction.

For example, the moving robot 100 may compare the widths of the movement
passages for each of the open movement directions, and determine the movement
direction of the movement passage having the widest width as the travel direction.

The moving robot 100 may move in the movement direction determined as the travel
direction, in operation S807.

At this time, while traveling in the movement passage of the travel direction, the
moving robot 100 may travel along the center of the movement passage.

For example, while traveling in the movement passage of the travel direction, the
moving robot 100 may detect a center point of the movement passage based on an edge
that is a reference for calculating the width of the movement passage, and may travel
along the center point.

Meanwhile, while traveling in the movement passage of the travel direction, the
moving robot 100 may continuously determine whether an open movement direction
exists among the plurality of movement directions 501 to 504.

Meanwhile, in operation S808, if the current travel direction of the moving robot 100
is included in the open movement direction, the moving robot 100 may check whether
only the current travel direction is the open movement direction.

At this time, if a plurality of open movement directions including the current travel
direction exist, the moving robot 100 branches to operation S805, and may generate a
node for the current position of the moving robot 100.

Meanwhile, if only the current travel direction among the plurality of movement di-
rections 501 to 504 is an open movement direction, the moving robot 100 branches to
operation S807, and may continue to move in the movement direction determined as
the travel direction.

Meanwhile, referring to FIG. 8A again, if an open movement direction does not
exist, the moving robot 100 may generate a node, in operation S809.

At this time, if a node is previously set in a corresponding position, the moving robot
100 may not generate a new node.

Meanwhile, in operation S810, the moving robot 100 may determine whether a node
that needs to be updated exists among the nodes.

For example, the moving robot 100 checks data values *?7*for each node, and when a
node including the data value indicating an open movement direction exists among
data values for the plurality of movement directions 501 to 504, may determine that a

corresponding as a node that needs to be updated.
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The moving robot 100 may determine any one of the nodes that need to be updated,
when a node that needs to be updated exists, in operation S811.

For example, the moving robot 100 may determine a node positioned in the shortest
distance from the current position of the moving robot 100, among nodes that need to
be updated.

The moving robot 100 may move to the node determined in operation S811, in
operation S812.

For example, the moving robot 100 may move to a node positioned in the shortest
distance from the current position of the moving robot 100, among nodes that need to
be updated.

Meanwhile, if there is no node that needs to be updated, the moving robot 100 may
store the generated global topological map in the storage unit 305 to complete the map
generation, in operation S813.

As described above, according to various embodiments of the present disclosure, a
node can be generated in real time while the moving robot 100 is moving, and a
connection relationship between nodes can be accurately set.

In addition, according to various embodiments of the present disclosure, while
generating the topological map, the moving robot 100 travels along the center of the
moving passage to move while minimizing the action to avoid obstacles, thereby
generating a topological map that provides a more stable movement path.

In addition, according to various embodiments of the present disclosure, the moving
robot 100 may accurately set information related with each node such as data value for
the plurality of movement directions 501 to 504, thereby generating a topological map
that provides a more accurate travel path.

Although embodiments have been described with reference to a number of il-
lustrative embodiments thereof, it should be understood that numerous other modi-
fications and embodiments can be devised by those skilled in the art that will fall
within the scope of the principles of this disclosure. More particularly, various
variations and modifications are possible in the component parts and/or arrangements
of the subject combination arrangement within the scope of the disclosure, the
drawings and the appended claims. In addition to variations and modifications in the
component parts and/or arrangements, alternative uses will also be apparent to those
skilled in the art.

It will be understood that when an element or layer is referred to as being "on"
another element or layer, the element or layer can be directly on another element or
layer or intervening elements or layers. In contrast, when an element is referred to as
being "directly on" another element or layer, there are no intervening elements or

layers present. As used herein, the term "and/or" includes any and all combinations of
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one or more of the associated listed items.

It will be understood that, although the terms first, second, third, etc., may be used
herein to describe various elements, components, regions, layers and/or sections, these
elements, components, regions, layers and/or sections should not be limited by these
terms. These terms are only used to distinguish one element, component, region, layer
or section from another region, layer or section. Thus, a first element, component,
region, layer or section could be termed a second element, component, region, layer or
section without departing from the teachings of the present invention.

Spatially relative terms, such as "lower", "upper" and the like, may be used herein for
ease of description to describe the relationship of one element or feature to another
element(s) or feature(s) as illustrated in the figures. It will be understood that the
spatially relative terms are intended to encompass different orientations of the device
in use or operation, in addition to the orientation depicted in the figures. For example,
if the device in the figures is turned over, elements described as "lower" relative to
other elements or features would then be oriented "upper" relative to the other elements
or features. Thus, the exemplary term "lower" can encompass both an orientation of
above and below. The device may be otherwise oriented (rotated 90 degrees or at other
orientations) and the spatially relative descriptors used herein interpreted accordingly.

The terminology used herein is for the purpose of describing particular embodiments
only and is not intended to be limiting of the invention. As used herein, the singular
forms "a", "an" and "the" are intended to include the plural forms as well, unless the
context clearly indicates otherwise. It will be further understood that the terms
"comprises" and/or "comprising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/or components, but do not
preclude the presence or addition of one or more other features, integers, steps, op-
erations, elements, components, and/or groups thereof.

Embodiments of the disclosure are described herein with reference to cross-section
illustrations that are schematic illustrations of idealized embodiments (and in-
termediate structures) of the disclosure. As such, variations from the shapes of the il-
lustrations as a result, for example, of manufacturing techniques and/or tolerances, are
to be expected. Thus, embodiments of the disclosure should not be construed as limited
to the particular shapes of regions illustrated herein but are to include deviations in
shapes that result, for example, from manufacturing.

Unless otherwise defined, all terms (including technical and scientific terms) used
herein have the same meaning as commonly understood by one of ordinary skill in the
art to which this invention belongs. It will be further understood that terms, such as
those defined in commonly used dictionaries, should be interpreted as having a

meaning that is consistent with their meaning in the context of the relevant art and will
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not be interpreted in an idealized or overly formal sense unless expressly so defined
herein.

"o

Any reference in this specification to "one embodiment,” "an embodiment,"
"example embodiment," etc., means that a particular feature, structure, or characteristic
described in connection with the embodiment is included in at least one embodiment of
the invention. The appearances of such phrases in various places in the specification
are not necessarily all referring to the same embodiment. Further, when a particular
feature, structure, or characteristic is described in connection with any embodiment, it
is submitted that it is within the purview of one skilled in the art to effect such feature,
structure, or characteristic in connection with other ones of the embodiments.

Although embodiments have been described with reference to a number of il-
lustrative embodiments thereof, it should be understood that numerous other modi-
fications and embodiments can be devised by those skilled in the art that will fall
within the spirit and scope of the principles of this disclosure. More particularly,
various variations and modifications are possible in the component parts and/or ar-
rangements of the subject combination arrangement within the scope of the disclosure,
the drawings and the appended claims. In addition to variations and modifications in
the component parts and/or arrangements, alternative uses will also be apparent to
those skilled in the art.
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Claims

[Claim 1] A moving robot comprising:

a driving wheel configured to move a main body of the moving robot;
a lidar sensor configured to acquire sensing data regarding terrain
outside of the main body;

a memory configured to store node data for at least one node; and

a controller configured to:

determine whether at least one open movement direction is present
among a plurality of movement directions from the main body, based
on the sensing data of the lidar sensor and the node data,

generate a new node in the node data when the at least one open
movement direction are present ,

select one of the at least one open movement direction as a traveling
direction in which the driving wheel moves the main body,

determine whether one or more nodes be updated are present among the
at least one node, based on the node data, when the at least one open
movement direction is not present,

control, when the one or more nodes to be updated are present, the
driving wheel so that the main body moves to one of the nodes to be
updated, and

complete generation of a map including the at least one node, based on
the node data, when the one or more nodes to be updated are not
present.

[Claim 2] The moving robot of claim 1, wherein the controller is configured to:
determine a first subset of the plurality of movement directions in
which the moving robot is able to travel,
determine a second subset of the plurality of movement directions in
which the moving robot has not previously traveled, and
determine ones of the plurality of movement directions included in the
first subset and the second subset as the at least one open movement
direction.

[Claim 3] The moving robot of claim 2, wherein the node data includes node co-
ordinates and a data value for each of the plurality of movement di-
rections, with respect to each of the at least one node.

[Claim 4] The moving robot of claim 3, wherein the data value *?*for one of the
plurality of movement directions from one of the at least one node is set

to one of a first data value indicating that the movement direction is an
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open movement direction from the node, a second data value indicating
that the moving robot is unable to travel from the node in the
movement direction, or a third data value indicating that another node
is positioned in the movement direction from the node.

The moving robot of claim 4, wherein the controller is configured to:
determine whether one of the movement directions is the travel
direction of the moving robot and corresponds to one of the at least one
open movement direction, and

generate the new node when the movement direction is the travel
direction and does not correspond to one of the at least one open
movement direction.

The moving robot of claim 5, wherein the controller is configured to:
determine whether only the one movement direction that is the travel
direction, among the plurality of movement directions, corresponds to
the at least one open movement direction,

control the traveling unit so that the moving robot moves in the travel
direction without generating a new node, when only the one of the
movement directions that is the travel direction corresponds to the at
least one open movement direction, and

generate the new node, when two or more of the movement directions
including the one movement direction that is the travel direction
correspond to the at least one open movement direction.

The moving robot of claim 6, wherein the controller is configured to
update the data values for the plurality of movement directions of each
of the at least one node included in the node data when generating the
new node.

The moving robot of claim 7, wherein the controller is configured to
determine, with respect to at least one of the data value *?*for each of
the plurality of movement directions, a node set as the first data value
indicating the open movement direction, as a node be updated.

The moving robot of claim 8, wherein the controller is configured to
determine a node positioned in a shortest distance from a current
position of the moving robot among nodes be updated, based on the
node data, and controls the driving wheel so that the moving robot
moves to the node positioned in the shortest distance from the current
position of the moving robot among the nodes to be updated.,.

The moving robot of claim 9, further comprising least one camera

configured to acquire an image outside of the main body,
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wherein the controller is configured to extract a feature from the image,
map the extracted feature to the map, and determine a position of the
moving robot based on the feature mapped to the map.

A method of controlling a moving robot, the method comprising:
determining whether at least one open movement direction is included
among of a plurality of movement directions with respect to a current
location of the moving robot;

generating, when the at least one open movement direction is included
among of the plurality of movement directions, a new node in the node
data and control the moving robot to move in a traveling direction as-
sociated with one of the at least one open movement direction;
determining whether one of the at least one node is to be updated when
none of the plurality of movement directions is open with respect to a
current location of the moving robot and control, when one of the nodes
is to be updated, the moving robot to travel to the one of the nodes to be
updated; and

generating a map based on the node data when no open movement
direction is included among of the plurality of movement directions and
none of the at least one node is be updated.

The method of claim 11, wherein determining whether at least one
open movement direction included among of a plurality of movement
directions includes:

determining whether the moving robot is able to travel, with respect to
each of the plurality of movement directions; and

determining whether the moving robot has previously traveled along of
the plurality of movement directions from the current location; and
determining, among the plurality of movement directions, one of the
movement directions in which the moving robot is able to travel and
along which the moving robot has not previously traveled, as one of the
at least one open movement direction.

The method of claim 12, wherein the node data includes coordinates
the at least one node and a data value for each of the plurality of
movement directions with respect to each of the at least one node.

The method of claim 13, wherein the data value *?*for one of the
plurality of movement directions from one of the at least one node is set
to one of a first data value indicating that the movement direction is an
open movement direction from the node, a second data value indicating

that the moving robot is unable to travel from the node in the
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movement direction, or a third data value indicating that another node
is positioned in the movement direction from the node.

The method of claim 14, wherein generating a new node includes:
determining whether the movement direction determined as the travel
direction corresponds to one of the at least one open movement
direction; and

generating the new node when the movement direction determined as
the travel direction does not correspond to one of the at least one open
movement direction.

The method of claim 15, wherein generating the new node further
includes:

determining whether only the movement direction determined as the
travel direction, among the plurality of movement directions, cor-
responds to the at least one open movement direction;

moving in the travel direction without generating the new node when
only the movement direction determined as the travel direction cor-
responds to the at least one open movement direction; and

generating the new node when two or more of the movement di-
rections, including the movement direction determined as the travel
direction, correspond to the at least one open movement direction.
The method of claim 16, wherein generating the new node further
includes updating the data value for each of the plurality of movement
directions of each of the at least one node included in the node data.
The method of claim 17, wherein determining one of the at least one
node to be updated includes determine, with respect to at least one of
the data value *?*for each of the plurality of movement directions, a
node set as the first data value indicating the open movement direction,
as a node be updated.

The method of claim 18, wherein moving to one of the nodes to be
updated includes:

determining a node positioned a shortest distance from the current
position of the moving robot, among nodes to be updated, based on the
node data; and

controlling the moving robot to move to the node positioned the
shortest distance from the current position of the moving robot.

The method of claim 19, further comprising:

extracting a feature from an image of a region at an exterior of the

moving robot;
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mapping the extracted feature to the map; and
determining a position of the moving robot based on the feature

mapped to the map.
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