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(57) Abstract: Devices and techniques for estimating power consumption and efficiency of application containers configured to
run on a server system, such as a cloud server, are provided. In an example, a method can include creating a benchmark applica -
tion container, running the benchmark application container on a host server, collecting power consumption information of the
host server, collecting resource utilization information ot the benchmark application container using an artificial workload, build-
ing a statistical model using the power consumption information and the resource utilization information, and generating a first
power model of the host server.
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CONTROL DEVICE FOR ESTIMATION OF POWER CONSUMPTION AND
ENERGY EFFICIENCY OF APPLICATION CONTAINERS

3
{8601} This application claims the benefit of priority to U.S. Patent
Application Serial No. 15/077 398, filed March 22, 2016, which is incorporated
herein by reference in its entirety.
10
BACKGROUND
[0002] Evolution of cloud computing during the last years and the

meorporation of container techuologies into the modern Software Defined
Infrastructures (5DIs) of cloud Data Centers {(BCs) has strengthened the

15 adoption of contamnerized, micro-services-based applications. In that context, the
enormous growth of DCs has had a great impact on power consumption.
Ongoing efforis have been made to increase the efficiency of DCs by using low
power hardware, introducing new DC building specifications, and using smarter
cooling systems, among other imtiatives. This effort has alsc resulted in the

20 creation of Green Service Level Agreements (SLAs) as the contractual
agreements between Service Providers (SP) and customers that mcorporate
energy efficiency guarantecs. Ongoing efforts are directed to providing power
consurnption and efficiency estimations i the granuiarity of the application
deployment for purposes related to Green Service Level Agreements is a

25 challenging task.

BRIEF DESCRIPTION OF THE DRAWINGS
[0603] In the drawings, which are not necessanily drawn to scale, like
numerals may describe similar components in different views. Like numerals
30 having different letter suffixes may represent different mnstances of similar
components. The drawings illustrate generally, by way of example, but not by

way of limitation, various embodiments discussed in the present document.
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0004} FIG. 1 illustrates generally an example of a cloud server system
i accordance with some embodiments.

[0005] FIG. 2 is a block diagram of a host server node for benchmarking
and estimating energy impact and efficiency of an application container in
accordance with some embodiments.

{0006} FIG. 3 illustrates general a flow chart of an example of 3 method
for container power modeling on a host server node i accordance with some
embodiments.

{0007 FIG. 4 illustrates generally an example of a method for providing
an efficiency estimate of a container running on a server svstem in accordance
with some embodiments.

{0008} FI1G. 5 illustrates a block diagram of an example machine upon
which any one or more of the techniques (¢.g., methodologies) discussed herein

may perform.

DETAILED DESCRIPTION
HEERY To address these and other concerns, embodiments provide
methodologies and tools that can allow S5Ps and DC owners to capture the
energy impact of an application at the deplovment level. In cerfain examples,
the methodologies and tools can provide an SP with power efficiency
characteristics of an application and can allow the SP to optimize a service
deployment, detect problematic services or infrastructure components, and
realize a power-aware service assurance mechamsm. In addition, such
capabilitics can allow the energy profiling of deploved application stacks on
servers with different configurations, wherein such ditferent configurations can
mclude configurations in processor usage. Such profiles can allow selection of
the most appropriate hardware for a given SLA. Currently, energy-related
mitiatives focus on the hardware layers of the server or Virtual Machines rather
than contamerized applications. Contamenized applications differ from virtaal
machines in many ways. A high-level difference is the ability for many more

container application to run on a server than for corresponding applications
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running in a virtual machine on the server. Virtual Machines can take up a lot of
system resources. Hach virtual machine runs not only a full copy of an operating
system, but a virtual copy of all the hardware that the operating system needs to
run. This can quickly add up to a lot of memory and processor utilization. In

5 contrast, a container only utilizes enough of an operating system, supporting
programs and libraries, and system resources to run a specific program. Thig
particular difference generally means a single server can host two to three times
as more containerized applications than applications running on hosted virtoal
machines.

10 [6019] Operational efficiency 1s one of main performance indicators in
cloud computing, and is largely is influenced by utilization of data center
resources. Until recently, the computational unit and execution environment of
cloud computing was the Virtual Machine (VM). ¥V Mg can take full advantage of
ring-1 hardware isolation provided by various technologics to achieve robust

15 resource isolation and security. Thus, VMs can load a full OS with its own
memory management. To this end, the power consumption of a cloud VM is
relevant to the workload that the VM is handhing. In torms of resources
utilization, that workload can be quantified m terms of resource utilization of the
CPU, Disk I/, and memory utilization by the computing unit, among other

20 parameters.

{0011} The present inventors have realized a method and system for
estimating power consumption and efficiency of a container operating in a cloud
server system such that service providers can develop application profiles and
resource management tools that will facilitate the service provisioning process of

25 certain data centers. In addition, the power consumption information can enable
foundation and assurance of an application or group of applications within or
bevond a particular Green SLA.

[0012] F1G. 1 illustrates generally an example cloud server system 100
mn accordance with some embodiments. In certain examples, the server system

30 100 can include a number of server nodes 110 (SERVER A, ..., SERVER N}

with cach node having an operating system (O5). In certain examples, ¢ach

3
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node 110 can run one or more application containers 101, In some examples,
binary files (BIN) and library files (LIB) of an application containgr 101 can
assist the application (APP) to miertace with the operating system {08) of the
host (SERVER X). In certam examples, two or more application containers can
5 share a library or binary file. The applications (APP), either alone orin
combination with one another, can provide clients of the cloud server system 160
with a varicty of services. Some services can be provided through an application
running in an application container 101, Services can mchide, but are not
fiuted to, e-mail, simulations, rendering, business applications, storage, gfc.

16 [6013) FIG. 2 illustrate generally an example bost server node 210 for
benchmarking and estimating energy impact and efficiency of an application
container 201 in accordance with some embodiments. The host server node 210
can include a host server 202, a benchmark application container 201, a control
device including processing circuitry 203 and one or more interfaces 204 to the

15  application container 201 and the host server 202. During a benchmarking
phase, the benchmark application container instance can be run on the host
server 202, In cortain examples, the benchmark application container instance
can stress the container using an artificial workload. The artificial workioad can
automatically provide requests to the application that represent real-time requests

20 the application is predicted to respond to when the server is installed. The onc or
maore miertaces 204 can communicate with the application container 201 and the
host server 202 and can collect power consumption information and vtilization
mformation, such as resource uiilization information. From the collectad
benchmark nformation, a statistical model, such as a regression model, can be

25 constructed and analvzed. The statistical or regression analysis can provide or
generate an nitial power model for the host server 202, In certain examples, the
power consumption information can include power consumption of the host
server 202 with no container and power consumption of the host server 202 with
the benchmark contamer 201, In certain examples, the resource utilization

30 information can include utilization imformation of the benchmark container 201

mteraction with the host server 202, For a particular application {Pagp). power
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consumption at any point in fime can include the sum of the power consumption
of one or more services of the application deployed in the containers (Po):
Papp(t) = EPC. (Eq. 1)

0614} FI1G. 3 illustrates general a flow chart of an example of a method

(v

for container power modeling on a host server node in accordance with some
crbodiments. The method can include at 301, an cstimation system operating a
host i an idle mode or without a container. At 302, the estimation system can
collect stand-by or base Hne power consumption information of the host for
example by using a Data Center Manageability Interface (DUMI) and Intelligent
13 Platform Management Interface (IPMI). At 303, the system can load a
benchmark container onto an empty host. In certain examples, the benchmark
container instance can include an artificial workload, or the system can apply an
artiticial workload to the benchmark container instance. At 304, the system can
capture or collect container resource utilization information and host power
15 consumption information via the DCMI or IPMI. At 305, the system can operate
on or process the collected information, for example, by performing regression
or some other statistical analvsis, to provide imtial factors or coefficients fora
power model of a contamer running on the host. In certain examples, the
algorithm for providing the initial power factor or coefficients are discussed
20 below. In certain examples, at 306, the benchmark container can be removed
from the host i preparation for an actual implementation of the host in, for
example, a cloud server. In certain examples, the utilization mmformation
reccived from the benchmark application can allow estimation for power

consumption of the contaimer. For example, the utilization information can

o
[

mechide CPU utilization information (Uceu) that can be indicative of the
container’s use of one or more central processing units (CPUs) of the host. In
certain cxamples, the utilization mformation can include disk utilization
mformation {Unisk) that can be indicative of the container’s accessing a disk of
the host. In certain examples, the utilization information can include memory
30 utilization information {Umen) that can be indicative of the container’s accessing

memory of the host.

(9]
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601 5] For a container instance deployed on a certain host machine, the
power conswmption can be estimated as a model of the mndividual resource
utihizations of the CPU, disk V0O and memory (UCPU, Ubisk, UMeny). In that
context, the elements of the estimate are the amount of power that relates to the
5 CPU utilization, the memory consumption and the disk operations. Thus,

building a regression model using the power consumption information and the
resouree utilization mformation can mclude using the coctlicients of the power
model of the host server to estimate the power consumption of a real-time
container application of a phurality of real-time container applications running on

10 the host server. In certain examples, the estimate of the power consumption
{Pci) of the real-time container application is:

Pei = acpyUcpuci + DoisiUpiskci + CoiskUmem i + d%’?‘ (Eg. 2)
where 7 is an index associated with the real-time contaimer application of the
plurality of real-time container apphications, » is the number of real-time

15  container applications running on the host, and Pir is the wdle power of the host.
0016} The coefficients (a, b, ¢, and d} can be weights detined through
the benchmarking phase and a linear regression or other statistical learming
process. A traiming/learning phase can be performed by using a benchmark
contamner that stresses the host with CPU, memory and disk workload. Afier

20 capturing the resource utilization of the CPU, disk operations and memory
ptitization of the benchmark container, as well as the power consumption of the
host machine, regression modeling can allow for an estimate of the coefficients

bv replacimg known elements in the following equation,
B _ ) ; o A
25 Pyost = GepuUcpucs + boisUniskcn T CoistUnem ce + dPy, {(Eq. 3)

where Puos 18 the measured power consumption of the host running the
values received from an interface to the container and/or the host, and Po is the
30 idle power consumption of the host. Onee the weights or coefficients are

determined, they can be used in Eq. 2 to allow for determining an estimate of
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power consumption of a container daring runtime. During rontime, refinement
of the coefficients can further take place by comparing the estimated power of
cach container with the measured power of the host and reconciling the

measurements with the understanding that,
Prose = Z? Py {Eq. 4)

{0017} Having provided and refined power estimates for cach container,
the system can then provide a measure of container energy efficiency. The
10 calculation of the encrgy efficiency profile of a container instance follows the
general definition of efficiency:
6018}

useful work / power consumed. (Eq. 5}

15 [0619) While each contaimer instance can have has a focused task with
distinctive input and output parameters, a generic metric for the depiction of the
useful operations may not be able to be defined. To this end, each service
provided by each containerized application can have its own metrics for the rate
of efficiency. The energy ctficiency of container instances with the same

20 operational objectives can be compared to each other. For example, if a database
server is hosted m a container, the energy efficicncy of that container instance
can be calculated as number of transactions per kilowatt-hour (kWh}. On the
other hand, for a rendering process hosted 1 a container, the energy efficiency
can be measured i rendered megabytes per kWh.  For a distributed

25 containerized application (foi), the energy efficiency (E} can be estimated as:

useful operationsyy—¢o
1 3
f[z p(’,’(t)

Efci = , (Eq. 6)

where Pc 18 the power consumed over an interval of time from tl to 12 and the

30 system includes an interface to collect an indicator of useful operations, or
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application-specific operations (useful operations}, associated with and
performed by the application over the corresponding interval.

{06026] Some embodiments use various tools to provide information for
measuring power consumption and resource utilization. Such tools can include
mterfaces that can see the control groups and namespaces of Docker Engine, a
contamer platform for building, shipping. and runming distributed containerized
applications. Other tools for collecting power consumption or resource
utilization mformation can include Data Center Manageability Interface (DCMI)
and Intelligent Platform Management Interface (IPM1) such as FreelPMI. In
certam examples, construction of the power model can be done with power
mformation gathered through IPMI programmatic interfaces and not from Power
Distribution Units {PDUs) because IPMI mterfaces can provide better power
consumption information of individual applications that a PBU can not provide.
[06621] FIG. 4 dlustrates generally an example of a method for providing an
efficiency estimate of a container running on a server system. At 401, an
estimation system can capture container utilization mformation from the host
server or the target container using an interface. At 402, the cstimation system
can capture power consumption information of the host server. At 403, the
estimation system can use the contamer viilization information, the power
consurnption information and a power consumption model having predefined
cocfficients to provide an estimate of power consuraption of the target container.
At 404, the estimation svstem can capture and count the number of useful
operations of the target contamer over an iferval of ime. At 403, the estimation
system can display an estimate of contamer efficiency for the target container.
The estimate can be based on the accumulated number of useful operations
performed by the container divided by the power consumed by the container
dunng the interval of time.

{0022] FiG 5 ilustrates a block diagram of an example machine 500 upon
which any one or more of the techniques (e.g., methodologies) for providing and
displaying estimates of application container power consumption or application

container efficiency discussed herein may perform. In alternative embodiments,
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the machine 500 may operate as a standalone device or may be connected (e.g.,
networked) to other machines. In a networked deployment, the machine 560
may operate in the capacity of a server machine, a client machine, or both in
server-client network environments. In an example, the machme 500 may act as
a peer machine in peerto-peer (P2P) {or other distributed) network environment.
The machine 300 may be a personal computer {PC), a tablet PC, a set-top box
(STB), a personal digital assistant (PDA), a mobile telephone, a web apphance, a
network router, switch or bridge, or any machine capable of executing
mstructions {sequential or otherwise) that specity actions to be taken by that
machine. Further, while only a single machine is illustrated, the term “maching”
shall also be taken to include anv collection of machines that individually or
jomntly execute a set {or multiple sets) of instructions to perform any one or more
of the methodologies discussed herein, such as cloud computing, software as a
service (Saas), other computer cluster configurations.

{60231 Examples. as described herein, may include, or may operate by,
logic or a number of components, or mechanisms. Circuit sets {also known as a
group of circuits or circuit groups}) arc a collection of circuits implemented in
tangible entities that include hardware {¢.g., simple circuits, gates, logic, ¢tc.).
Circuit set membership may be flexible over time and underlying hardware
variability. Circutt sets inchide members that may, alone or in combimation,
perform specified operations when operating. In an example, hardware of the
circuit set may be immutably designed to carry out a specific operation {e.2.,
hardwired). In an example, the hardware of the circuit set may mclude variably
connected physical components (2. g.. execution units, transistors, simple
circuits, eic.) including a machine-readable medium physically modified (e g,
magnetically, electrically, moveable placement of invariant massed particles,
etc.) to encode instructions of the specific operation. In connecting the phyvsical
coraponents, the underlying clectrical properties of a hardware constituent are
changed, for example, from an insulator to a conductor or vice versa. The

mstructions enable embedded hardware (e.g.

=

the execution units or a loading

mechanism) to create members of the circuit set in hardware via the variable



WO 2017/165003 PCT/US2017/016892

10

20

30

connections to carry out portions of the specific operation when in operation.
Accordingly, the machine-readable medium is communicatively coupled to the
other components of the circuit set member when the device 1s operating. In an
example, any of the physical components may be used in more than one member
of more than one circuit sgt. For example, under operation, execution units may
be used tx a first cirenit of a first circuit set at one point in time and reused by a
second circuit 1n the first circuit set, or by a third circuit in a second circuit set at
a different time.

[0024] Machine {¢.g., computer system) 500 may include a hardware
processor 502 (e.g., a central processing unit (CPU), a grapbics processing unit
{(GPL]}, a hardware processor core, controller, or any combination thereof), a
main memory 304 and a static memory 306, some or all of which may
communicate with cach other via an interdink {¢.g_, bus} 508, The machine 500
may further include a display unit 510, an alphanumeric mput device 512 {cg., a
kevboard}, and a user interface {UT) navigation device 514 {e.g., amouse). Inan
gxample, the display unit 510, mput device 512 and Ul navigation device 514
may be atouch screen display. The machine 500 may additionally include a
storage device (e.g., drve unit) 516, a signal generation device 518{c.g., a
speaker), a network interface device 520, and one or more sensors 521, such as a
global positioning system (GPS) sensor, compass, accelerometer, or other
sensor. The machine 500 may include an output controller 528, such as a senal
{c.g., universal senal bus {(USB), parallel, or other wired or wircless {c.g.,
mfrared (IR}, NFC, etc.} connection to communicate or control one or more
peripheral devices {e.g.. a printer, card reader, eic.).

[8625] The storage device 516 may include a machine readable medium
522 on which 1s stored one or more sets of data structares or mstructions 524
{c.g., software} embodying or utilized by any one or more of the technigues or
functions described herein. The instructions 524 may also reside, completely or
at least partially, within the main memorv 504, within static memory 306, or
within the hardware processor 502 during execution thereof by the machine 500.

In an example, one or any combination of the hardware processor 302, the main

10
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memory 504, the static memory 506, or the storage device 516 may constitute
machine readable media.
{0026} While the machine readable mediwm 522 is dllustrated as a single
medium, the term "machine readable medium” mav mclude a single medivm or
5 multiple media {¢.g., a centralized or distnbuted database, and/or associated

caches and servers) configured to store the one or more instructions 524,
[B027] The term “machine readable medium”™ may include any medium
that ts capable of storing, encoding, or carrving mstructions for execution by the
machine 500 and that cause the machine 500 to perform any one or more of the

10 techniques of the present disclosure, or that is capable of storing, encoding or
carrying data structures used by or associated with such instructions. Non-
hmiting machine readable mediim examples may include sohid-state memories,
and optical and magnetic media. In an example, a massed machine readable
medium comprises a maching readable medium with a plurality of particlies

I35 having mvanant (e.g., rest) mass. Accordingly, massed machine-readable media
arc not transitory propagating signals. Specific examples of massed machine
readable media may include: non-volatile memory, such as semiconductor
memory devices (¢.g., Electrically Programmable Read-Only Memory
{(EPROM), Electrically Erasable Programmable Read-Only Memory

20 {(EEPROM)) and flash memory devices; magnetic disks, such as interanal hard
disks and removable disks; magneto-optical disks; and CD-ROM and DVD-
ROM disks.
6028} The mstructions 524 may further be transmitted or received over
a communications network 526 using a transmission medium via the network

25 mterface device 520 utihzing any one of a number of transfer protocols {e.g.,
frame relay, mtemet protocol (IP}, transmission control protocol (TCP}, user
datagram protocol {UBP), hypertext transter protocol (HTTP), ¢ic.). Example
communication networks may inchude a local arca network (LAN), a wide arca
network (WAN), a packet data network {¢.g., the Internet), mobile telephone

30 networks {e.g., cellular networks), Plain Old Telephone (POTS} networks, and

wireless data networks {(e.g., Institute of Electrical and FElectronics Engineers

i
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(IEEE) 802.11 family of standards known as Wi-Fi®, IEEE 802.16 family of
standards known as WiMax®), IEEE 802 15 4 family of standards, Bluctooth
{1.0,2.0,3.0, 4.0 (BLE)), peer-to~-peer (P2P) networks, among others. In an
example, the network interface device 520 may include one or more physical
5 jacks {e.g., Ethemet, coaxial, or phone jacks) or one or more antennas to connect

to the communications network 526. In an example, the network interface
device 520 may include a plurality of antennas to wirelessly communicate using
at least one of single-toput multiple-cutput (SIMQO), maltiple-input multiple-
cutput (MIMO), or meltiple-input single-output (MISO) techrniques. The torm

10 “transmission medium” shall be taken to include any intangible medium that is
capable of storing, encoding or carrying mstructions for execution by the
machine 500, and includes digital or analog commumnications signals or other

mtangible medium to facilitaie communication of such software.

15 Additional Notes & Examples:

[06029] In Example 1, a control device can include a first interface to a
host server, a second interface to one or more application contamners running on
the host server, and processing circuitry. The processing circuitry can be
configured to apply an artificial workload to a benchmark application container,

20 to collect power consumption information of the host server, to collect resource
utilization information of the benchmark application container, to build a
regression model using the power consumption information and the resource
utilization information, and to generate a first power model of the host server.
{0039] In Example 2. a first application container of the one or more

25 application containers of Example 1 optionally 1s a benchmark application
container.
{6831} In Example 3, the resource utilization information of any one or
maore of Examples 1-2 optionally includes central processor utilization
mformation {UCPU) of the host server while running the benchmark application

30  container.
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[B032] In Example 4, the resource utilization information of any one or
more of Examples 1-3 optionally tncludes disk input and cutput utilization
mformation {UDisk) of the host server while running the benchmark application
container.
{6633} In Example 3, the resource utilization mformation of any one or
more of Examples 1-4 optionally includes memory utilization information
{(UMem) of the host server while running the benehmark application container.
06034} In Example 6, the processing circuitry of any one or more of
Examples 1-3 optionally is further configured to estimate coefficients of the first
power model for the host server using the central processor utilization
mformation (UCPL), disk input and output utilization (UDisk) and the memory
atibization information {(UMem} while building the regression model.
{8035} In Example 7, a second application container one of more
application containers of any onc or more of Examples 1-6 optionally 1s a real-
time application container.
6036} In Example 8, the processing circuitry of any one or more of
Exaroples 1-7 optionally is further configured to estumate the power
consumption of the real-time application contamer runming on the host server
using the cogfficients of the first power model, wherein the estimate of the
power consumption (PCi) of the real-time application container is:
p

Pei = acpylcru_ci + BpiseUpisu_ci + Coiselmem_ci + ﬁ'ii
{0037] wherein 7 is an index associated with the real-time container
apphication of a plurality of real-time container applications, » is the actual
number of real-time container applications running on the host and Pris the idle
power of the host.
10038} In Example 9, the processing circuitry of any one or more of
Examples 1-8 optionally 1s further configured to collect an indicator of useful
operations (useful operations} performed by the real-time application container
over an interval of time {(t1-12) using the sccond interface.
[6039] In Example 10, the processing circuitry of any one or more of

Examples 1-9 optionally is further configared to provide an efficiency (E} of the

13
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real-time application contamer {fri) using the estimate of the power consumption
{Pci) and the indicator of useful operations, wherein
useful_operationsgy—tz

bf(ﬁi = Tt .
Jt2 P

[0040] In Example 11, a machine~-readable medivm including

(]

mstructions for estimating power consumption of a cloud computing application
that, when executed on a machine cause the machine to perform operations
mcluding running a benchmark application container on a host server, collecting
power conswmption nformation of the host server, collecting resource wiilization
mformation of the benchmark application container using an artificial workload,
10 building a regression model using the power consumption information and the
resouree utilization mformation, and providing a tirst power model of the host
SETVEE.
j6341] In Example 12, the machine-readable medium of of any one or
more of Examples 1-11 optionally includes instractions that, when executed on
15 the machine, cause the machine to collect the resource utilization mformation by
performing operations including collecting central processor utilization
mformation (Ucpu} of the host ninning the benchmark application container.
[0042] In Example 13, the machine-readable medium of any onc or more
of Examples 1-12 optionally includes mstructions that, when executed on the
20 machine, cause the machine to collect the resource utilization information by
performing operations including collecting disk input and output utilization
mformation {Upisk) of the host running the benchmark application container.
{86043} In Example 14, the machme-readable medium of anvy one or more

of Examples 1-13 optionally includes instructions that, when exccuoted on the

N
(4

machine, cause the machine to collect the resource utilization information by
performing operations including collecting memory utilization information
{Untem) of the host running the benchmark application container.

[0044] In Example 15, the machine-readable medium of any one or more
of Examples 1-14 optionallv includes instructions that, when executed on the

30 machine, cause the machine to build the regression mode! using the power

consumption information and the resource utilization mformation by performing

14
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operations including estimating coefficients of a power model for the host using
the central processor utilization information (Uceu), disk input and output
utihization (Upix) and the memory utilization information {(Unem).
0045} in Example 16, the machine~-readable medium of any one or more
5 of Examples 1-15 optionally includes instructions that, when exccuted on the
machine, cause the maching to perform operations including provide an estimate
of the power consumption of a real-time container application of a plurality of
real-time container applications running on the host server using the coefficients
of the power modcl of the host server, wherein the estimate of the power
10 consumption (Pci) of the real-time container application 1s:
P = acpyUcry oo + BoisiUnpisk et F CoisicUntom ci + 2
i CPUYCPU LI DiskY Disk Ci DiskY Mem Ci n’
{8046} wherein 7 is an index associated with the real-time container
application of the plurality of real-time container applications, » 1s the actual
number of real-time container applications running on the host and Pg is the idle
15 power of the host.
{60471 In Example 17, the maching-readable medium of any one or more
of Examples 1-16 optionally includes instractions that, when executed on the
machine, cause the machine to perform operations mchuding collecting an
mdicator of useful operations {usefil operasions) performed by a real-time
20 application container over an interval of time (t1-42}.
[B045] In Example 18, the machine-readable medium of any one or more
of Examples 1-7 optionally includes jnstructions that, when exccuted on the
machine, cause the machme to pertform operations including providing an
efficiency (E) of the real-time application container {foi} using the estimate of the
25 power consumption (Poi} and the indicator of useful operations, wherein

e yse ful_operationsgy—iy
L fCL' — i .

Fei

Jez
[0049] In Example 19, a method for estimating power consumption of a
cloud computing application can include running a benchmark application
container on a host server, collecting power consumption information of the host
30 server, collecting resource utilization information of the benchmark application

contamner using an artificial workload, building a regression model using the

15
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power consumption information and the resource utilization information, and
generating a first power model of the host server using the regression model.
LEESH] In Example 20, the collecting the resource utilization information
of any one or more of Examples 1-19 optionally meludes collecting central
5 processor utilization mformation (Ucru} of the host server romning the

benchmark application container, collecting disk input and ocutput utilization
mformation (Umisc) of the host server running the benchmark application
container, and collecting the resource utilization information includes collecting
memory utilization information {Usem) of the host server running the benchmark

10 application container.
{0651} In Example 21, building a regression model usimg the power
consumption information and the resource utilization information of any one or
more of Examples 1-20 optionally includes estimating coefficients of a power
maodel for the host server using the central processor utilization information

15 (Ucpu), disk mnput and output utilization {(Upisk) and the memory utilization
mformation {(Unem}, and using the coefficients of the power model of the host
server to estimate the power consumption of a real-time contammer application of
a plurality of real-time container apphications running on the host server, whergin
the estimate of the power consumption (Po) of the real-time container

20 application is:

Pei = acpuUcpu_ci + Poisk Upisk_ci + CoiscUmem_ci + E;fi

wherein 7 15 an index associated with the real-time contamer application of the
plurality of real-time container applications, # is the actual number of real-time
contamer applications running on the host server and Py is the idle power of the

25 host server.
10052} In Example 22, the method of anv one or more of Examples 1-21
optionally includes coliecting an indicator of useful operations performed by a
real-time application container over an interval of time, and determining an
cfficiency of the real-time container application using the estimate of the power

30 consumption {Pci) and the indicator of useful operations.

16
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JG353] In Example 23, a controller for estimating power consumption of
a cloud computing application can include means for coliecting power
consumption information of a host server, means for collecting resource
utifization information of a benchmark application container running on the host
server, means for building a regression model asimg the power consumption
mformation and the resource utilization information, and means for geoerating a
first power model of the host server using the regression model.

EEEY In Example 24, the means for collecting the resource utihization
mformation of any one or more of Examples 1-23 optionally mcludes means for
collecting central processor utilization information (Ucpu) of the host server
running the benchmark application contamner.

LEERRY In Example 25, the means for collecting the resource utilization
mformation of any one or more of Examples 1-24 optionally mcludes means for
collecting disk mput and output utilization information (Upisk) of the bost server
running the benchmark application container.

EEREY In Example 26, the means for collecting the resource utihization
mformation of any one or more of Examples 1-25 optionally mmcludes means for
collecting memory utilization mformation {Usem) of the host server running the
benchmark application container.

{0057} In Example 27, the means building a regression model using the
power consumption information and the resource utilization mformation of any
one or more of Examples 1-26 optionally includes means for cstimating
coefhicients of a power model for the host server asing the central processor
wtifization information (Uceu}, disk input and output utibization (Upix) and the
memory utilization information {Usiem).

[8658] The above detailed description mcludes references to the
accompanying drawings, which form a part of the detatled description. The
drawings show, by way of tlustration, specific embodiments that may be
practiced. These embodiments are also referred to herein as “examples.” Such
examples may include elements in addition to those shown or described.

However, also contemplated are examples that include the elements shown or

17
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described. Moreover, also contemplate are examples using any combination or
permutation of those elements shown or described {or one or more aspects
thereof), etther with respect to a particular example (or one or more aspects
thereot), or with respect to other examples (or one or more aspects thereof)
5 shown or described herein.

{8659] Publications, patents, and patent documents referred to in this
document are tncorporated by reference herein in their entirety, as though
mdividually incorporated by reference. In the event of inconsistent usages
between this document and those documents so incorporated by reference, the

10 usage in the incorporated reference(s) are supplementary to that of this
document; for irreconcilable inconsistencies, the usage in this document
controls.
[0660] In this document, the terms “a” or “an” are used, as i1s common mn
patent documents, to include one or more than one, independent of any other

I5  mstances or usages of “at least one” or “one or more.” In this document, the
term “or” 1 used to refer to a nonexchusive or, such that “A or B” inchudes “A
butnot B,” “B butnot A,” and “A and B,” unless otherwise indicated. in the
appended claims, the terms “including” and “in which” are used as the plam-
English equivalents of the respective terms “comprising” and “wherein.” Also,

20 in the following claims, the terms “including” and “comprising” are open-ended,
that is, a system, device, article, or process that mcludes elements in addition to
those histed afier such a term n a claim are still deemed to fall within the scope

2 <

of that claim. Moreover, in the following claims, the terms “first,” “second,”
and “third,” ctc. are used merely as labels, and are not intended to suggest a

25 numencal order for their objects.
[8661] The above description is intended to be lustrative, and not restrictive.
For exarmaple, the above-described examples {or one or more aspects thereof)
may be used in combination with others. Other embodiments may be used, such
as by one of ordinary skiil in the art upon reviewing the above description. The

30 Abstract is to allow the reader to quickly ascertain the nature of the technical

disclosure and is submutted with the understanding that i will not be used to

18
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mterpret or it the scope or meaning of the claims. Also, in the above Detailed
Description, various features may be grouped together to streamline the
disclosure. However, the claims may not set forth features disclosed herein
because embodiments may include a subset of said features. Further,

5  cmbodiments may mclade fewer features than those disclosed in a particular
example. Thus, the following claims are hereby incorporated into the Detailed
Description, with a claim standing on its own as a separate embodiment. The
scope of the embodiments disclosed herein is to be determined with reference to
the appended claims, along with the full scope of equuvalents to which such

10 claims are entitled.

19
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CLAIMS

What is claimed 1s:

5 L A control device comprising:
a first interface to a host server,;
a second nterface to one or more application containers configured to
run ¢n the host server; and
processing circuitry configured to:
16 apply an artificial workload to a benchmark application
contamner;
collect power consumption information of the host server;
collect resource utilization information of the benchmark
apphication container;
i3 bwld a statistical model using the power consumption
information and the resource utilization mformation; and

generate a first power model of the host server.

2. The control device of claim 1, wherein a first application container of the
20 one or more application containers is a benchmark application container; and
wherein the resource utilization information includes central processor
utilization information (Uceu) of the host server while running the benchmark

application container.

25 3. The condrol device of ¢laim 2, wheren the resource utilization
mformation includes disk mput and output utilization information {Upiw) of the

host server while running the benchmark application container.
4, The control device of clamm 3, wherein the resource utihization

30 information mcludes memory utibzation mformation (Usem) of the host server

while nuinning the benchmark application container.

20
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5. The control device of claim 4, wherein processing circuitry s further
configured to estimate cocfficients of the first power model for the host server
using the central processor utitization information (Ucpu), disk mnput and output
atithization (Upik} and the memory utilization tnformation {Usem) while building

the statistical model.

6. The control device of claim 5, wherein a second application container is a
real-time application container; and

wherein the processing circuitry is further configured to estimate the
power consumption of the real-time application contamer running on the host
server using the coefficients of the first power model, wherein the estimate of the

power consumption (o) of the real-time application container is:

Py
Pei = acpulcpy ci + PpisUpisk ci + CoisiUmem ci + ==,

n
wherein 7 1s an index associated with the real-time contatner apphication of a
plurality of real-time container applications, # 1s the actual number of real-time

container applications running on the host and Pr s the wdle power of the host.

7. The control device of claim 6, wherein the processing circuitry is further
configured to collect an indicator of application-specific operations
{usefil operations) performed by the real-time application container over an

interval of time (t1-12) using the second interface.

3. The control device of claim 7, wherein the processing circuitry 1s further
configured to provide an efficiency (E) of the real-time application containgr
{fci) using the estimate of the power consumption {Pei) and the mdicator of
application-specific operations, wherein

Efei =

useful_operationsg—iy

[t Por

Jez
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9. A machine-readable medium tncluding instructions for gstimating power
consumption of a cloud computing application that, when ¢xecuted on a machine
cause the machine to perform operations configured to:

run a benchmark application container on a host server;

5 collect power consumption information of the host server;

coliect resource wtilization mformation of the benchmark application
container using an artificial workload;

build a statistical model using the power consumption mformation and
the resource utilization information; and

16 provid a first power model of the host server.

10,  The machine-readable mediom of claim 9, including instructions that,

when executed on the machine, cause the machine to collect the resource

utilization information bv performing operations mchuding collecting central
15 processor utihzation mformation (Uceu) of the host runming the benchmark

application container.

i1, The machine-readable medium of claim 10, mcluding mstructions that,
when executed on the machine, cause the machine to collect the resource

20 utilization information by performing operations including collecting disk mput
and output utilization information {Upist) of the host running the benchmark

application container.

12, 'The machine-readable medium of claim 11, inchiding mstructions that,
25 when executed on the machme, cause the machine to collect the resource

gtilization information by performung operations including collecting memory

ptifization information (Usmem} of the host running the benchmark application

container.

30 13, The machine-readable medium of claim 12, meluding instructions that,
when executed on the machine, cause the machine to build the statistical model

using the power consumption information and the resource utilization
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mformation by performing operations including estimating cocfficients of a
power model for the host using the central processor utilization information
{Uceu), disk input and output uttlization (Upis) and the memory utilization

information {Uniem).

14, The machine-readable medium of claim 13, including instructions that,
when executed on the machine, cause the machine to perform operations
mclading provide an estimate of the power consumption of a real-time container
application of a plurality of real-time countainer applications running on the host
10 server using the coefficients of the power model of the host server, wherein the
estimate ot the power consumption {Pai) of the real-time contamer application is:
P = aepyl - bpiskl + Cpisl 1
ci = Qepuplcpy i ™ PpiskVUpisk €1 T CpiskYsem oi T 7
wherein / 13 an index associated with the real-time container application of the
plurality of real-time container applications, # 1s the actual number of real-time

15 contaier applications running on the host and Pg s the idle power of the host.

15 The machine-readable medium of claim 14, meluding instructions that,
when executed on the machine, cause the machine to perform operations
meluding collecting an indicator of apphication-specific operations

20 {wsefil operations} performed by a real-time application container over an

mterval of time (t1-t2).

16, The machine-readable medium of claim 15, mcluding instructions that,
when executed on the machine, cause the machine to perform operations

25 mcluding providing an efficicncy (E) of the real-time application container (foi)
using the estimate of the power consumption (Pci) and the indicator of
application-specific operations, wherein

Efei =

useful_operationsg—iy

fti Pci

vtz

36 17, A method for estimating power consumption ot a cloud computing

application, the method comprising;
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nunning a benchmark application container on a host server;

coliecting power consumption information of the host server;

coliecting resource utilization mformation of the benchmark application
container using an artificial workload;

building a regression model using the power consumption nformation
and the resource utilization information; and

generating a first power model of the host server using the regression

model.

18, The method of claim 17, wherein collecting the resource utifization
mformation includes:
collecting central processor utilization information (Uceu)
of the host server running the benchmark application container,
collecting disk mput and output utilization information
{Unisk} of the host server running the benchmark application
container, and
collecting the resource utilization information includes
collecting memory utilization information (Usem) of the host

server running the benchmark application container.

19, The method of claim 18, wherein building a regrossion model using the
power consumption information and the resource utilization information
mclades:
estimating coefficients of a power model for the host
server using the central processor utilization mformation (Uceu),
disk mput and output utilization (Upi) and the memory
utilization information (Uniew); and
using the cocfficients of the power model of the host
server to estimate the power consumption of a real-time container
application of a plurality of real-time container applications
ninning on the host server, wherein the estimate of the power

consumption {Pci} of the real-time container application s
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Py
. o 7 . . , . ~ ] . A
FPei = acoyUcoy ci + bpisicUpisi ot + CoistUmem ci +

n
wherein 7 1s an index assoctated with the real-time contamer application of the
plurality of real-time container applications, # is the actual number of real-time
contamner applications running on the host server and Pg is the idle power of the

host server.

20. The method of claim 18, including:

coliecting an indicator of application-specific operations performed by a
real-time application container over an interval of time; and

determining an ¢fficiency of the real-time container application using the
estimate of the power consumption (Poi) and the indicator of application-specific

operations.

21, A controller for estimating power consumption of a cloud computing
application, the controller comprising:

means for collecting power consumption mformation of a host server;

means for collecting resource utilization mformation of a benchmark
application container runming on the host server;

means for building a regression model using the power consumption
mformation and the resource utilization mformation; and

means for generating a first power model of the host server using the

regression model.

22, The controller of claim 21, wherein the means for collecting the resource
wtifization information mcludes means for collecting central processor utilization
mformation {LUceu) of the host server running the benchmark application

container.

23, The controller of claim 22, whercin the means for collecting the resource
utilization information includes means for collecting disk input and output
uttfization information (Upix} of the host server ranming the benchmark

application container.
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24, The controller of claim 23, wherein means for collecting the resource
utifization information mcludes means for collecting memaory utilization
mformation {Uneem) of the host server running the benchmark application

coniainer.

25 The controller of claim 24, wherein the means building a regression
model using the power consumption information and the resource utilization
mformation inchides means for estimating coefficients of a power model for the
host server using the central processor utihization information (Uceo), disk mput

and output utifization {Upisk) and the memory utilization information (Uniem).

26
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