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Background
• 3D piece-wise plane reconstruction would be a key for AR applications.

2[1] Du, Ruofei, et al. "DepthLab: Real-Time 3D Interaction With Depth Maps for Mobile Augmented 
Reality." Proceedings of the 33rd Annual ACM Symposium on User Interface Software and Technology. 2020

A video demo from Google DepthLab[1]



Motivation: Single-view v.s. Multi-view Reconstruction

Single-view methods:
• Rely on single-view regression on 

geometry
• Suffer from depth scale ambiguity
• Perform well on plane detection
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Multi-view stereo methods:
• Reconstruct planes from multi-

view geometry
• Resolve depth scale ambiguity
• Inherit single-view plane detection



Motivation: Depth Hypothesis v.s. Slanted Plane Hypothesis
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Depth-based MVS:
• Assume frontal-parallel plane 

hypothesis
• Output a depth map

Slanted-plane-based MVS:
• Use slanted planes as hypothesis
• Output a 3-channel map of plane 

parameters

Based on plane homography



Our Proposed Framework
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Our proposed PlaneMVS framework



Instance-level Plane Reconstruction

• Plane instance-aware soft pooling loss:
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[1] Kendall, Alex, and Yarin Gal. "What uncertainties do we need in bayesian deep learning for computer 
vision?." Advances in neural information processing systems 30 (2017).

[2] Teed, Zachary, and Jia Deng. "Raft: Recurrent all-pairs field transforms for optical flow." European 
conference on computer vision. Springer, Cham, 2020. 

• Final losses with learnable uncertainty[1]:

• Apply convex upsampling[2]:
    Learn an 8x8x3x3 grid for each pixel         Weighted combination over neighbors 



Experimental Results
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ScanNet

7-Scenes TUM-RGBD

Generalizability (trained on ScanNet)



Ablation Study

8

Quantitative

Qualitative



Qualitative Results – ScanNet Planar Depth
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Qualitative Results – ScanNet Planar Segmentation
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Qualitative Results – 7Scenes
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Qualitative Results – TUM-RGBD
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Conclusion and Future Work

• We present an end-to-end MVS framework to reconstruct 3D planes on multiple posed 
images.

• Our core contributions lie in the proposed slanted plane hypotheses and the soft 
pooling loss to associate the plane detection and the plane MVS modules.

• In the future, we would like to explore the possibility to extend the proposed framework to 
videos, for temporal consistent 3D plane reconstruction.
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Thank you!
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