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Abstract

The evaluation of English text embeddings001
has transitioned from evaluating on a hand-002
ful of datasets to broad coverage across003
many tasks through benchmarks such as004
MTEB. However, this is not the case for005
multilingual text embeddings due to a lack006
of available benchmarks. To address this007
problem, we introduce the Scandinavian008
Embedding Benchmark (SEB). SEB is a009
comprehensive framework that enables text010
embedding evaluation for Scandinavian lan-011
guages across 24 tasks, 10 subtasks, and012
4 task categories. Building on SEB, we013
evaluate more than 26 models, uncovering014
significant performance disparities between015
public and commercial as well as monolin-016
gual and multilingual text embedding mod-017
els. We open-source SEB1 and integrate018
it with MTEB, thus bridging the text em-019
bedding evaluation gap for Scandinavian020
languages.021

1 Introduction022

Natural language embeddings are used in023

a diverse range of applications, including024

clustering (Liu and Xiong, 2011; Angelov,025

2020), text mining (Jiang et al., 2015), se-026

mantic search (Reimers and Gurevych, 2019a;027

Muennighoff, 2022) and feature representa-028

tion (Alayrac et al., 2022). Furthermore, em-029

beddings are crucial in retrieval augmented030

generation (RAG) systems (Borgeaud et al.,031

2022), particularly for low- to mid-resource032

languages and domains. RAG systems enable033

the enrichment of generative models with the034

knowledge that might be underrepresented or035

absent during training. Thus, they can play a036

role in broadening linguistic and domain cover-037

age.038

1https://anonymous.4open.science/r/
scandinavian-embedding-benchmark-88C0

With the breadth of applications for text em- 039

beddings, a proper evaluation of their quality 040

is critical. Recent work has proposed Massive 041

Text Embedding Benchmark (MTEB) (Muen- 042

nighoff et al., 2023), a benchmark for evaluat- 043

ing the quality of document embeddings for a 044

wide variety of tasks. MTEB improves upon 045

prior benchmarks by addressing the lack of 046

evaluations across tasks. This has led to the 047

widespread adoption of the benchmark for eval- 048

uating natural language embeddings. 049

However, while MTEB substantially im- 050

proves the evaluation of text embeddings, the 051

benchmark has the following shortcomings: 052

1. MTEB contains only limited support for 053

evaluating non-English embeddings, espe- 054

cially across a wide range of tasks. 055

2. Furthermore, MTEB does not include 056

model implementations in the bench- 057

mark’s code. This makes the results on the 058

leaderboard hard to reproduce2. This is es- 059

pecially problematic for prompt-based em- 060

bedding models (Muennighoff, 2022; Xiao 061

et al., 2023; Su et al., 2022) where the 062

prompt of choice can significantly impact 063

performance. 064

3. While MTEB has broad coverage across 065

tasks, its domain coverage is still lim- 066

ited, as it primarily includes datasets from 067

academic articles, social media, and web 068

sources. 069

1.1 Contributions 070

To mitigate these issues, we present SEB a 071

benchmark for embedding evaluation of the 072

Mainland Scandinavian languages: Danish 073

2This can, for instance, be seen in issues
such as https://github.com/embeddings-benchmark/
mteb/issues/109
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(da), Swedish (sv), and Norwegian (Bokmål074

(nb) and Nynorsk (nn)) as well as the Danish075

dialect Bornholmsk (da-bornholm). This initia-076

tive is supported by findings from a study by077

Nielsen (2023), which demonstrates substantial078

cross-lingual transfer between these languages;079

this supports collectively benchmarking the080

Mainland Scandinavian languages to broaden081

the coverage otherwise limited for these lan-082

guages. SEB makes the following main con-083

tributions; 1 it greatly expands the evalua-084

tion of embedding for Scandinavian to multiple085

tasks (see Table 1) as well as across a wide086

range of domains (see Table 2); 2 SEB imple-087

ments a model registry that allows for the easy088

addition of new models as well as documenta-089

tion of the exact implementation of existing090

models evaluated in the benchmark. Lastly, 3091

SEB expands and extends MTEB by porting092

all tasks, allowing for the expansion of MTEB093

to a fully-fledged multilingual benchmark for094

embeddings. Using SEB we evaluate 26 rep-095

resentative models and APIs within this work096

and present additional models in an interactive097

online dashboard.3098

2 Related Work099

2.1 Benchmarks100

Benchmarks are important tools for model de-101

velopment that enable the assessment of signif-102

icant performance improvements. Prior bench-103

marks for evaluating text embeddings focused104

on specific embedding qualities; BEIR (Thakur105

et al., 2021) and MIRACL (Zhang et al., 2023)106

assessed embedding efficacy in information re-107

trieval across diverse domains or languages,108

while SentEval (Conneau and Kiela, 2018)109

integrated various SemEval datasets for sen-110

tence encoding evaluation using semantic text111

similarity (STS) tasks. MTEB (Muennighoff112

et al., 2023) amalgamated and expanded these113

methodologies to cover eight different tasks.114

While MTEB includes more than 112 lan-115

guages, most of this linguistic variation orig-116

inates from only a handful of tasks, notably117

bitext mining (Tatoeba Project Contributors,118

2023) or translated datasets (FitzGerald et al.,119

2022). Scandinavian languages are only repre-120

sented in two datasets for intent and scenario121

classification (FitzGerald et al., 2022), both of122

3Anonymized

which are translations. Thus, the benchmark 123

contains no naturally occurring text for either 124

of these languages. 125

While benchmarks for Scandinavian lan- 126

guages have been developed, most – akin to 127

(Super)GLUE (Wang et al., 2018, 2019) – seek 128

to evaluate the performance of multiple natural 129

language understanding tasks. These include 130

monolingual benchmarks such as the Swedish 131

superlim (Berdicevskis et al., 2023), the Norwe- 132

gian NorBench (Samuel et al., 2023), or cross- 133

lingual benchmarks such as ScandEval (Nielsen, 134

2023). While these benchmarks are instrumen- 135

tal for developing Scandinavian models, none 136

focus on evaluating text embeddings for, e.g., 137

retrieval or clustering. 138

2.2 Text Embeddings 139

Over time, the development of dense text em- 140

bedding models has evolved from focusing on 141

individual words (Mikolov et al., 2013; Pen- 142

nington et al., 2014) to encompass entire sen- 143

tences (Conneau et al., 2017; Ni et al., 2021), 144

and currently extends to processing multiple 145

sentences in a wide range of tasks (Xiao et al., 146

2023; Su et al., 2022). As is common in nat- 147

ural language processing (Xue et al., 2020), 148

English-centric models have led this develop- 149

ment, followed by multilingual models with 150

only a short delay. While word-specific and 151

sentence multilingual embedding models al- 152

ready exist (Artetxe and Schwenk, 2019), mul- 153

titask embedding models are just beginning to 154

emerge (Chen et al., 2024; Wang et al., 2022). 155

However, their progress is hindered by the lack 156

of comprehensive evaluation in multilingual 157

tasks. This evaluation gap hinders progress in 158

the field, preventing us from effectively evalu- 159

ating model improvements. Our work aims to 160

address this problem to enable further progress 161

and proliferation of multilingual text embed- 162

ding. 163

3 The Benchmark 164

3.1 Design and Curation Rationale 165

SEB seeks to provide an estimate of the quality 166

of embedding for Scandinavian languages and 167

multilingual use cases. To do so, we focus on 168

a) Coverage: The benchmark should cover 169

a wide variety of tasks spanning distinctly dif- 170

ferent domains, usages, and embedding tasks; 171
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Figure 1: An overview of the tasks and datasets in SEB. Flags denote the languages of the datasets.

SEB compromises 24 datasets spanning at least172

12 domains across nine different tasks with173

broad coverage for each language.174

b) Cultural integrity and model eq-175

uity: Recent studies (Berdicevskis et al., 2023;176

Nielsen, 2023; Muennighoff et al., 2023) have177

increasingly adopted the strategy of leveraging178

translated English datasets as a means to eval-179

uate the performance of models in low-resource180

language contexts. However, we avoid adding181

such translations, aiming to represent Scandina-182

vian contexts accurately and mitigate the risk183

of artificially inflating multilingual model ca-184

pabilities. This decision stems from the recog-185

nition that multilingual models, often trained186

on parallel or translated data (Reimers and187

Gurevych, 2020), may exhibit inflated perfor-188

mance when evaluated on similar translated189

tasks — a hypothesis that, while plausible, re-190

mains to be conclusively shown. We choose191

to keep the existing translated datasets from192

MTEB within SEB to maintain compatibility.193

c) Cross-lingual generalization: Given the194

limited availability of datasets for the Scandi-195

navian languages, we rely on the high degree196

of cross-lingual transfer (Nielsen, 2023) to esti-197

mate model performance more accurately. This198

approach capitalizes on intrinsic linguistic sim-199

ilarities and shared cultural contexts to bridge200

data gaps.201

d) Reproducibility and Accessibility: 202

SEB expands upon the reproducibility of 203

MTEB by including a model registry for all 204

evaluated models to ensure the exact method 205

(e.g., model prompts) for obtaining the results 206

is known. Furthermore, to ensure that the 207

benchmark is as widely accessible as possible, 208

we have limited the size of most datasets to a 209

maximum of 2048 examples. For most mod- 210

els, this allows running the benchmark on a 211

consumer-grade laptop while ensuring proper 212

performance estimation. The benchmark also 213

implements a public cache, allowing users to 214

experiment without needing to rerun models 215

run by others. 216

In addition to these criteria, SEB follows 217

the desiderata outlined by Muennighoff et al. 218

(2023), allowing for easy extension of the 219

benchmark and providing a simple API and 220

command-line interface making it easy to 221

benchmark models that are not part of SEB 222

by default. 223

3.2 Datasets 224

We present an overview of the tasks in SEB 225

in Figure 1. Additionally, we have created 226

an overview of the datasets in Table 6, in- 227

cluding dataset statistics and a short descrip- 228

tion of each dataset. subsection A.4 described 229

the method of evaluation, and subsection A.5 230
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described the formalization of the specific231

datasets to the task. SEB seeks to cover a232

large variety of domains and task types, greatly233

expanding upon what was previously available234

for non-English languages within MTEB (see235

Table 2 and 1). To allow for the exploration,236

we add an embedding map of samples from the237

dataset in subsection A.3, where it is clearly238

seen that the datasets occupy different clusters.239

Similarly, Figure 2 reveals distinctly different240

clusters of datasets, e.g., the high similarity be-241

tween SNL Retrieval and NorQuad as both are242

constructed from encyclopedic sources while243

distinct datasets such as SweFAQ (Berdicevskis244

et al., 2023), covering FAQ related to the public245

sector.246

Language
Task da nb nn sv
Retrieval

Question answering + + +
Article retrieval + + +

Bitext Mining
Dialect pairing + + + +

Classification
Political + + +
Language Identification + + + +
Linguistic Acceptability + + + +
Sentiment/Hate Speech + + +
Dialog Systems X X X X

Clustering
Thematic Clustering + + +

Table 1: Task coverage across the Scandinavian
languages within SEB. The green plus (+) denote
newly added tasks, while black checkmarks (X)
denote tasks previously in MTEB.

4 Results247

4.1 Models248

For our benchmarked models, we have chosen a249

series of representative models seeking to cover250

a range of model architectures, model sizes, and251

commercial APIs, as well as models claiming252

state-of-the-art results on various embedding253

tasks. In addition, the online dashboard in-254

cludes additional models not represented here.255

We group the models into self-supervised and256

supervised methods.257

Self-supervised methods:258

Encoders such as BERT models (Devlin259

Language
Domain da nb nn sv
Academic (+)
Bible
Blog
Fiction + + + +
Government + + + +
Legal (+) + +
Medical
News + + +
Non-fiction + + +
Poetry (+)
Reviews +
Social + +
Spoken X X X
Wiki + + + +
Web + +

Table 2: Domain coverage on SEB for Mainland
Scandinavian languages. The green plus (+) in-
dicates newly added domains in SEB, while black
checks (X) indicate domains covered in MTEB for
Scandinavian Languages. The parenthesis is due to
the LCC (Nielsen, 2016) containing the domains,
but only to a limited extent. The domains follow
the categorization of the Universal Dependencies
(Nivre et al., 2017).

et al., 2019) including monolingual or Scandi- 260

navian models trained for Danish (Enevoldsen 261

et al., 2023), Norwegian (Kummervold et al., 262

2021) and Swedish (Rekathati, 2021) as well 263

as the multilingual model XLM-R (Conneau 264

et al., 2020). We also include a SimCSE (Gao 265

et al., 2021) version of the dfm-encoder-large to 266

indicate the potential performance gain by self- 267

supervised pre-training. This model is trained 268

on sentences extracted from the Danish Giga- 269

word (Strømberg-Derczynski et al., 2021) using 270

default parameters5. 271

As a candidate for Static Word Vectors, we 272

include four fastText (Joulin et al., 2016, 2017; 273

Bojanowski et al., 2017) models for Danish, 274

Swedish, and Norwegian Bokmål and Nynorsk 275

respectively. 276

Supervised Methods: 277

For encoders, we benchmark LaBSE (Feng 278

et al., 2022), which is based on BERT but fur- 279

ther pre-trained on a parallel corpus. Further, 280

we evaluate the multilingual MiniLM models 281

5For exact specification see the model card;
anonymized
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Task-Type Language
Avg. Bitext Class. Clust. Retr. da nb nn sv

Num. Datasets (→) 24 2 12 3 7 12 11 3 9

Self-Supervised Models

dfm-encoder-large 41.4 46.8 56.5 26.9 20.1 47.7 47.4 72.5 43.7
+ SimCSE 46.6 50.9 58.4 26.9 33.7 52.2 51.3 74.3 42.0

xlm-roberta-large 35.3 19.1 54.6 28.1 10.0 39.6 41.3 58.0 44.5
nb-bert-large 46.0 47.3 59.3 35.7 27.3 46.8 57.2 80.4 50.2
nb-bert-base 42.1 51.0 57.0 31.8 18.4 43.6 53.0 79.2 47.7
bert-base-swedish 35.2 39.1 49.7 26.2 13.2 34.0 41.1 62.2 43.6
fasttext-cc-da 37.3 42.4 48.8 21.8 22.7 39.0 43.2 66.4 38.7
fasttext-cc-nn 35.8 47.6 46.2 22.1 20.4 34.6 43.9 69.1 37.1
fasttext-cc-nb 37.5 43.2 48.7 24.2 22.2 37.5 45.6 67.7 38.9
fasttext-cc-sv 36.0 43.3 47.3 22.0 20.4 34.9 41.3 63.4 40.6

Supervised Models

multilingual-MiniLM-L12 50.0 51.0 53.7 31.7 51.1 49.9 52.7 58.3 50.3
multilingual-mpnet-base 53.2 52.7 56.5 32.7 56.5 53.0 55.8 59.6 53.3
labSE 50.5 69.1 53.6 29.0 48.9 50.9 52.9 59.4 48.7
sentence-bert-swedish 46.6 43.3 51.0 35.6 44.6 43.2 48.2 62.7 54.7
e5-mistral-7b-instruct 60.4 70.8 61.7 35.7 66.0 61.7 62.9 68.8 60.4
multilingual-e5-large 60.7 60.1 62.5 34.2 69.1 61.1 63.1 73.9 62.8
multilingual-e5-base 57.9 61.4 60.1 34.0 63.5 58.6 60.9 72.0 58.5
multilingual-e5-small 56.4 61.6 58.1 36.9 60.3 56.5 58.9 69.5 57.1
translate-e5-large 47.7 50.7 54.7 27.3 43.4 49.0 50.1 59.2 59.2
sonar-dan 43.4 70.5 53.5 19.6 28.6 48.3 46.0 63.7 42.9
sonar-nob 41.5 63.2 52.9 18.5 25.6 45.2 45.9 64.7 42.4
sonar-nno 41.5 65.5 52.8 17.3 25.7 45.5 45.1 63.2 42.6
sonar-swe 42.8 70.7 52.9 19.4 27.6 47.1 45.4 63.1 42.9

Embedding APIs

text-embedding-3-large 65.0 68.8 63.5 38.7 77.9 63.7 69.0 74.7 65.5
text-embedding-3-small 61.0 66.7 59.7 38.3 71.3 59.7 64.7 70.2 60.4
embed-multilingual-v3.0 64.1 64.2 63.6 40.2 75.2 62.6 68.5 74.1 64.3

Table 3: Performance across task-type categories and languages in SEB. The best score in each model
category is highlighted in bold. Additional model evaluation can be found on the public Dashboard4.
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Figure 2: Dataset similarity between the datasets included within SEB. Embeddings are obtained by
applying the embed-multilingual-v3.0 on 100 randomly sampled documents. Similarity is computed using
cosine similarity.

and MPNet models (Reimers and Gurevych,282

2019b; Song et al., 2020; Wang et al., 2021),283

which are trained on diverse datasets. We also284

include the SONAR models (Duquenne et al.,285

2023) as they claim improved performance over286

LabSE. In addition, we include the Swedish sen-287

tence transformers (Rekathati, 2021) trained288

with knowledge distillation from an English289

model (Reimers and Gurevych, 2020).290

Because the development of Scandinavian de-291

coders is only in its early stages (Enevoldsen292

et al., 2023; Ekgren et al., 2022), we utilize the293

e5-mistral model (Wang et al., 2022, 2023) as it294

presents a competitive model in the category.295

Commercial embedding APIs: We addi-296

tionally include the embedding APIs of Cohere297
6 and OpenAI 7 to compare openly available298

models with commercial solutions.299

Lastly, we add Translate and embed as a300

baseline model for comparing naïvely trans-301

lating to English and then embedding with302

6https://txt.cohere.com/
introducing-embed-v3/

7https://openai.com/blog/
new-embedding-models-and-api-updates

high-quality English models. To allow for com- 303

parison with multilingual models, we include 304

both the large English e5 model and all sizes 305

of its multilingual variants (Wang et al., 2022). 306

We use the multilingual M2M100 model (Fan 307

et al., 2020) for the translation. For translation, 308

we assume the language is known. This avoids 309

accumulating errors due to language detection, 310

and in many applications, the language would 311

be known. We assume Danish as the origin 312

for tasks requiring multiple languages, such as 313

bitext mining. 314

4.2 Analysis 315

In Table 3, we see that the best-performing 316

model is either of the commercial APIs of 317

OpenAI and Cohere followed by the publicly 318

available multilingual e5 model series (Wang 319

et al., 2022). This stands in contrast to de- 320

velopments observed from ScandEval (Nielsen, 321

2023), where notably smaller monolingual or 322

Scandinavian models have proven to be com- 323

petitive, often surpassing significantly larger 324

multilingual models. Similar to MTEB (Muen- 325

nighoff et al., 2023), we find a pronounced 326

6

https://txt.cohere.com/introducing-embed-v3/
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performance between self-supervised methods327

and their supervised counterparts, although we328

see that notable gains can be obtained from329

unsupervised pre-training (Gao et al., 2021).330

In general, however, utilizing unsupervised con-331

trastive pretraining pales in comparison to pop-332

ular multilingual models of smaller size.333

In Table 5, we see the performance across do-334

mains. Generally, we see that model rankings335

remain relatively stable across these domains,336

with the e5 models (Wang et al., 2022) and337

the commercial APIs taking a consistent lead.338

However, we also see that in domains such as339

the legal domain, spoken language, and fiction,340

we see the e5-mistral-7b-instruct outcompeting341

commercial solutions.342

If the examine individual subtask (see sub-343

section A.7) Pretrained encoders perform sur-344

prisingly well on language acceptability and345

language detection tasks. This is likely due to346

a trade-off between semantics and syntax. Self-347

supervised training on natural language will348

likely assign significance to syntactic nuances,349

while models trained on semantic tasks ignore350

some syntactical errors favoring semantics.351

Performance across task-types: Models352

that have been contrastively trained on sen-353

tence pairs or finetuned for a set of common354

tasks typically outperform pre-trained models,355

especially in retrieval contexts, while LaBSE356

(Feng et al., 2022) and the SONAR models357

(Duquenne et al., 2023), which has been de-358

signed for bitext-mining purposes, excels at the359

task.360

The largest gap between commercial and361

public models is in retrieval, where perfor-362

mance drops more than eight points. While363

notable improvements have been achieved in364

publicly available embedding models for En-365

glish retrieval tasks (Wang et al., 2023), similar366

results are yet to be achieved in multilingual367

contexts. Bitext mining is the only category in368

which open solutions outperform commercial369

solutions.370

Translate then embed: When comparing371

the ’translate-then-embed’ model against the372

multilingual e5 models, we see that in almost373

all cases, the multilingual models perform bet-374

ter even when comparing across size categories.375

While performance could likely be improved376

by utilizing state-of-the-art embedding and377

translation models, we see few benefits to 378

this approach due to increased computational 379

costs, model complexity, and competitive ap- 380

proaches for knowledge distillation across lan- 381

guages (Reimers and Gurevych, 2020). 382

4.3 Efficiency 383

We examine the trade-offs between perfor- 384

mance and speed in Figure 3. Speed was bench- 385

marked on Dell PowerEdge C6420 Intel(R) 386

Xeon(R) Gold 6130 CPUs with 32 cores/CPU. 387

We see the following categories of relevance; 388

Highest Throughput FastText models offer 389

the highest throughput while maintaining an 390

average performance exceeding to that of the 391

multilingual XLM-R (Conneau et al., 2020). 392

Maximum Performance Achieving optimal 393

performance is possible with the multilingual- 394

e5-large or the e5-mistral-7b-instruct, which 395

rivals the smaller commercial embedding APIs. 396

Balanced Performance: The best balance 397

between performance, throughput, and embed- 398

ding size is seen in the multilingual e5 models 399

series, which performs competitively on the 400

benchmark. The multilingual-mpnet-base also 401

offers a competitive balance between through- 402

put and performance, despite its larger embed- 403

ding size. 404

4.4 Limitations and Future 405

Perspectives 406

Domain Coverage: Despite the advance- 407

ments introduced by SEB, the benchmark 408

could further benefit from encompassing do- 409

mains crucial to the welfare states of Scandi- 410

navia, such as legal, governmental, and medical 411

fields, which are currently only partly covered 412

or unaddressed. Current tasks predominantly 413

feature non-fiction literature, such as encyclope- 414

dias and news, yet the rising interest in digital 415

humanities (Su et al., 2020) suggests the in- 416

clusion of fiction, poetry, historical texts, and 417

religious documents in future updates could 418

be valuable. Additionally, the benchmark cur- 419

rently lacks some task categories, such as pair 420

classification and document reranking. 421

Future Directions: While this work an- 422

nounces the release of SEB, we plan to continu- 423

ally expand upon the benchmark. As this work 424

continues to develop, we invite researchers to 425

join us in expanding the evaluation of embed- 426

ding models across a broad range of languages. 427
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Figure 3: Performance and speed of embeddings models. The size of the circles denotes the embedding
size, and color denotes the model type. Note that commercial APIs are not included. WPS stands for
words per second. We avoid highlighting all models to increase readability.

5 Conclusion428

In this work, we introduced SEB, a frame-429

work that addresses the evaluation gap for the430

mainland Scandinavian languages. SEB en-431

compasses 24 tasks covering ten subtasks in432

four task categories and spanning mainland433

Scandinavian languages.434

We evaluate more than 50 models on SEB435

and show that there is still a notable gap in436

performance between publicly available text437

embedding models and their commercial coun-438

terparts, especially in retrieval contexts, as439

well as between monolingual and multilingual440

models. These findings highlight critical areas441

for future advancements. By open-sourcing442

SEB and integrating it with MTEB, we aim443

to encourage the development of robust Scan-444

dinavian and multilingual embedding models,445

inviting the research community to contribute446

to this evolving landscape.447
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tional Linguistics, 11:1114–1131.816

A Appendix 817

A.1 Models 818

The Table 4 reference to each of the model’s 819

names denoted in the main paper, which have 820

been shortened for clarity. 821

A.2 Domains Generalization 822

We see the performance across domains in Ta- 823

ble 5. These results are generally in accordance 824

with the results across tasks; showing that the 825

e5 models along with the commercial APIs 826

constitute the most competitive models. 827

A.3 Dataset Embeddings 828

To examine the spread and similarity of our 829

datasets, we explore their similarity in the em- 830

bedding space in Figure 4. To do so, we use 831

one of the best-performing embedding models, 832

embed-multilingual-v3.0. We see that certain 833

datasets occupy distinct clusters, indicating 834

that evaluations without these datasets would 835

likely bias the model evaluation. Notably, we 836

additionally see that the existing (translated) 837

datasets within MTEB (Massive Intent and 838

Massive Scenario) cover only a small subsec- 839

tion of the embedding space. 840

A.4 Evaluation and Metrics 841

This section briefly presents the tasks, their 842

evaluation, and their metric. However, we uti- 843

lize a similar implementation as MTEB to keep 844

results comparable. Thus we refer to the origi- 845

nal work for a more detailed introduction. We 846

do, however, make one notable difference, that 847

is, we allow the models to embed the tasks 848

differently depending on the task, this is es- 849

pecially relevant for the e5 models, embed- 850

multilingual-v3.0 and prompt-based models 851

such as e5-mistral-7b-instruct. 852

Classification: Using the embedding model 853

a train and a test set are embedded. Using 854

the embedding training set a logistic classifier 855

is trained using a maximum of 100 iterations. 856

The model is then tested on the test set and 857

accuracy is reported as the main metric. 858

Bitext Mining: The dataset consists of 859

matching pairs of sentences, and the goal is to 860

find the match. All matching pairs of sentences 861

are embedded using the embedding model. Af- 862

terward, the closest match is found using cosine 863

similarity. F1 is reported as the main metric. 864
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Name Reference

Self-Supervised Models

dfm-encoder-large danish-foundation-models/encoder-large-v1
+ SimCSE Anonymized

xlm-roberta-large FacebookAI/xlm-roberta-large
nb-bert-large NbAiLab/nb-bert-large
nb-bert-base NbAiLab/nb-bert-base
bert-base-swedish KBLab/bert-base-swedish-cased
fasttext-cc-da https://fasttext.cc/docs/en/crawl-vectors.html
fasttext-cc-nn https://fasttext.cc/docs/en/crawl-vectors.html
fasttext-cc-nb https://fasttext.cc/docs/en/crawl-vectors.html
fasttext-cc-sv https://fasttext.cc/docs/en/crawl-vectors.html

Supervised Models

multilingual-MiniLM-L12 sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
multilingual-mpnet-base sentence-transformers/paraphrase-multilingual-mpnet-base-v2
labSE sentence-transformers/LaBSE
sentence-bert-swedish KBLab/sentence-bert-swedish-cased
e5-mistral-7b-instruct intfloat/e5-mistral-7b-instruct
multilingual-e5-large intfloat/multilingual-e5-large
multilingual-e5-base intfloat/multilingual-e5-base
multilingual-e5-small intfloat/multilingual-e5-small
translate-e5-large Custom Implementation
sonar-dan facebook/SONAR
sonar-nob facebook/SONAR
sonar-nno facebook/SONAR
sonar-swe facebook/SONAR

Embedding APIs

text-embedding-3-large https://openai.com/blog/new-embedding-models-and-api-updates
text-embedding-3-small https://openai.com/blog/new-embedding-models-and-api-updates
embed-multilingual-v3.0 https://txt.cohere.com/introducing-embed-v3/

Table 4: This table provides an overview, along with reference to their implementation. If a link isn’t
provided it denotes the name on Huggingface.
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Anonymized
https://fasttext.cc/docs/en/crawl-vectors.html
https://fasttext.cc/docs/en/crawl-vectors.html
https://fasttext.cc/docs/en/crawl-vectors.html
https://fasttext.cc/docs/en/crawl-vectors.html
https://openai.com/blog/new-embedding-models-and-api-updates
https://openai.com/blog/new-embedding-models-and-api-updates
https://txt.cohere.com/introducing-embed-v3/


Avg. Fiction Legal News N.-fiction Review Social Spoken Web Wiki

Num. Datasets (→) 24 4 2 6 13 2 6 4 3 6

Self-Supervised Models

dfm-encoder-large 41.4 44.5 69.7 31.4 33.6 56.8 42.3 57.0 29.4 31.0
+ SimCSE 46.6 46.4 72.0 40.5 42.7 58.7 41.2 60.7 39.3 37.3

xlm-roberta-large 35.3 41.5 41.3 24.9 25.3 55.9 36.2 54.4 24.4 26.5
nb-bert-large 46.0 44.0 73.2 38.7 42.6 61.6 36.1 61.7 30.5 39.9
nb-bert-base 42.1 42.6 71.8 28.7 35.1 57.6 38.4 58.7 29.0 35.0
bert-base-swedish 35.2 38.6 56.4 24.9 29.9 56.9 29.8 49.7 27.3 25.0
fasttext-cc-da 37.3 39.5 64.3 28.4 34.0 49.9 33.2 45.6 26.0 33.9
fasttext-cc-nn 35.8 38.1 64.2 24.8 33.6 47.5 29.2 43.2 24.0 35.5
fasttext-cc-nb 37.5 39.0 63.5 26.8 34.4 49.8 32.0 46.1 25.4 36.5
fasttext-cc-sv 36.0 38.3 62.7 28.0 33.3 50.9 30.1 45.8 26.6 29.3

Supervised Models

multilingual-MiniLM-L12 50.0 43.5 68.4 43.9 49.1 59.9 45.4 57.6 43.6 41.2
multilingual-mpnet-base 53.2 44.2 72.8 47.3 52.4 64.7 49.0 59.7 45.6 43.3
labSE 50.5 49.0 71.3 41.9 48.5 61.9 48.5 57.7 48.6 44.6
sentence-bert-swedish 46.6 40.4 59.9 44.1 47.1 57.5 36.8 53.9 44.9 36.1
e5-mistral-7b-instruct 60.4 53.7 77.6 52.3 58.0 70.1 58.0 64.5 62.1 57.0
multilingual-e5-large 60.7 48.1 76.1 54.5 58.9 73.5 54.9 62.0 54.9 55.7
multilingual-e5-base 57.9 48.5 74.9 50.4 56.2 69.6 52.6 59.7 54.3 54.8
multilingual-e5-small 56.4 49.0 72.3 50.8 55.4 65.9 51.1 57.8 54.8 53.4
translate-e5-large 47.7 43.2 69.4 36.8 43.7 68.1 46.5 55.5 40.1 37.8
sonar-dan 43.4 50.2 73.5 31.0 35.7 59.1 49.2 55.5 43.0 33.1
sonar-nob 41.5 45.2 70.1 28.0 34.1 57.9 43.8 55.6 35.8 31.0
sonar-nno 41.5 46.5 71.3 28.4 33.9 58.5 44.8 56.0 37.7 30.0
sonar-swe 42.8 50.5 73.2 30.9 35.9 58.2 47.0 55.0 44.1 33.5

Embedding APIs

text-embedding-3-large 65.0 50.5 76.1 56.1 64.1 72.7 59.0 64.4 61.0 65.5
text-embedding-3-small 61.0 50.2 75.9 54.0 61.2 66.6 55.3 61.2 58.1 60.7
embed-multilingual-v3.0 64.1 49.2 76.6 56.2 63.5 75.2 57.1 63.3 57.9 63.6

Table 5: Performance across domains in SEB. The best score in each model category is highlighted in
bold. We only include domains that contain at least two datasets. Additional model evaluation can be
found on the public Dashboard8.
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Figure 4: The embeddings of 100 randomly sampled documents from each task, embedded using embed-
multilingual-v3.0 and projected using a UMAP projection. The project uses the cosine metrics but
otherwise default parameter values.
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Clustering The dataset consists of documents865

attached with a label, e.g., a denoted category866

such as ”sports.” The goal is the correctly clus-867

ter the documents into similar clusters as the868

labels. All documents are embedded, and a869

mini-batch k-means model (batch size 32 and870

k equal to the number of unique labels in the871

dataset) is trained on the embeddings. The872

V measure is used as is reported as the main873

metric, as the permutation of labels does not874

affect the score.875

Retrieval: The dataset consists of a cor-876

pus, queries as well as a mapping between the877

queries and their relevant documents. The goal878

is to retrieve these relevant documents. Both879

queries and documents are embedded using880

the model. We allow these to be embedded881

differently depending on the model. For each882

query, the corpus documents are ranked using883

a similarity score, and nDCG@10 is reported884

as the main metric.885

A.5 Datasets Construction886

This section briefly describes the construction887

of the tasks.888

Classification: As all the classification889

datasets are derived from existing datasets, no890

additional processing is done to these except891

to limit the size of excessively large datasets.892

Bitext Mining: Similar to the classifica-893

tion, these datasets already existed as paired894

datasets. With the Norwegian Courts being895

extracted from OPUS (Tiedemann, 2012) and896

Bornholm Parallel being derived from (Der-897

czynski and Kjeldsen, 2019).898

Clustering: For clustering, we construct the899

dataset based on existing datasets of news or900

encyclopedic corpora (Navjord and Korsvik,901

2023; Berdicevskis et al., 2023) using their at-902

tached categories. The SNL and VG datasets903

(Navjord and Korsvik, 2023) contain a hier-904

archy of labels; here, we subjectively chose a905

meaning level and validated that it led to a906

meaningful separation in performance – using907

either too many or too few levels would to ei-908

ther 1-2 clusters or clusters consisting of only909

2-3 documents.910

Similar to the classification, these datasets911

already existed as paired datasets. With the912

Norwegian Courts being extracted from OPUS913

(Tiedemann, 2012) and Bornholm Parallel be-914

ing derived from (Derczynski and Kjeldsen,915

2019). 916

Retrieval: For the construction of the re- 917

trieval datasets, we used either question and 918

answer datasets (e.g., NorQuad (Ivanova et al., 919

2023)) or news summarization datasets (e.g., 920

(Berdicevskis et al., 2023)). For the question 921

and answer we specified the questions as queries 922

and the answers as the corpus. A correct an- 923

swer was considered to be a properly retrieved 924

document. For the summaries, we considered 925

the headline as the query and both the sum- 926

maries and the articles as the corpus. Matching 927

summaries and articles were considered prop- 928

erly retrieved documents. 929

A.6 Datasets Statistics 930

Table 6 contains an overview of each of the 931

datasets in SEB, including a short description, 932

descriptive statics, task formalization, and do- 933

mains as defined by (Nivre et al., 2017). 934
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Dataset Description Main
Score

Langs Type Do-
mains

N. Docs Avg.
Length

Angry Tweets
(Pauli et al.,
2021)

A sentiment
dataset with 3
classes (positiv,
negativ, neutral)
for Danish tweets

Accuracy da Classification social 1047 156.15
(82.02)

Bornholm
Parallel
(Derczynski
and Kjeldsen,
2019)

Danish Bornholmsk
Parallel Corpus.
Bornholmsk is a
Danish dialect
spoken on the
island of Bornholm,
Denmark.

F1 da, da-
bornholm

BitextMining poetry,
wiki,
fiction,
web,
social

1000 44.36
(41.22)

DKHate
(Sigurbergsson
and Derczynski,
2020)

Danish Tweets
annotated for Hate
Speech either being
Offensive or not

Accuracy da Classification social 329 88.18
(68.30)

Da Political
Comments

A dataset of Danish
political comments
rated for sentiment

Accuracy da Classification social 7206 69.60
(62.85)

DaLAJ
(Berdicevskis
et al., 2023)

A Swedish dataset
for linguistic
acceptability.
Available as a part
of Superlim

Accuracy sv Classification fiction,
non-
fiction

888 120.77
(67.95)

DanFEVER
(Nørregaard
and Derczynski,
2021)

A Danish dataset
intended for
misinformation
research. It follows
the same format as
the English FEVER
dataset.

NDCG@10
da Retrieval wiki,

non-
fiction

8897 124.84
(168.53)

LCC (Nielsen,
2016)

The Leipzig
corpora collection,
annotated for
sentiment

Accuracy da Classification legal,
web,
news,
social,
fiction,
non-
fiction,
aca-
demic,
govern-
ment

150 118.73
(57.82)

Language
Identification
(Haas and
Derczynski,
2021)

A dataset for
Nordic language
identification.

Accuracy da, sv,
nb, nn,
is, fo

Classification wiki 3000 78.23
(48.54)

Massive Intent
(FitzGerald
et al., 2022)

The intent task
within MASSIVE
corpus translated
for Scandinavian
languages

Accuracy da, nb,
sv

Classification spoken 15021 34.65
(16.99)

Massive
Scenario
(FitzGerald
et al., 2022)

The scenario task
within MASSIVE
corpus translated
for Scandinavian
languages

Accuracy da, nb,
sv

Classification spoken 15021 34.65
(16.99)
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Dataset Description Main
Score

Langs Type Do-
mains

N. Docs Avg.
Length

NoReC (Velldal
et al., 2018)

A Norwegian
dataset for
sentiment
classification on
review

Accuracy nb Classification reviews 2048 89.62
(61.21)

NorQuad
(Ivanova et al.,
2023)

Human-created
question for
Norwegian
Wikipedia passages.

NDCG@10
nb Retrieval non-

fiction,
wiki

2602 502.19
(875.23)

Norwegian
courts
(Tiedemann,
2012)

Nynorsk and
Bokmål parallel
corpus from
Norwegian courts.

F1 nb, nn BitextMining legal,
non-
fiction

456 82.11
(49.48)

Norwegian
parliament

Norwegian
parliament speeches
annotated with the
party of the speaker
(‘Sosialistisk
Venstreparti‘ vs
‘Fremskrittspar-
tiet‘)

Accuracy nb Classification spoken 2400 1897.51
(1988.62)

SNL Clustering
(Navjord and
Korsvik, 2023)

Webscrabed articles
from the Norwegian
lexicon ’Det Store
Norske Leksikon’.
Uses article’s
categories as
clusters.

V
measure

nb Clustering non-
fiction,
wiki

2048 1101.30
(2168.35)

SNL Retrieval
(Navjord and
Korsvik, 2023)

Webscrabed articles
and ingresses from
the Norwegian
lexicon ’Det Store
Norske Leksikon’.

NDCG@10
nb Retrieval non-

fiction,
wiki

2600 1001.43
(2537.83)

ScaLA (Nielsen,
2023)

A linguistic
acceptability task
for Danish,
Norwegian Bokmål
Norwegian Nynorsk
and Swedish.

Accuracy da, nb,
sv, nn

Classification fiction,
news,
non-
fiction,
spoken,
blog

8192 102.45
(55.49)

SweFAQ
(Berdicevskis
et al., 2023)

A Swedish QA
dataset derived
from FAQ

NDCG@10
sv Retrieval non-

fiction,
web

1024 195.44
(209.33)

SweReC
(Nielsen, 2023)

A Swedish dataset
for sentiment
classification on
review

Accuracy sv Classification reviews 2048 318.83
(499.57)

SwednCluster-
ing
(Berdicevskis
et al., 2023)

News articles from
the Swedish
newspaper Dagens
Nyheter (DN)
collected during the
years 2000–2020.
Uses the category
labels as clusters.

V
measure

sv Clustering non-
fiction,
news

2048 1619.71
(2220.36)
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Dataset Description Main
Score

Langs Type Do-
mains

N. Docs Avg.
Length

SwednRetrieval
(Berdicevskis
et al., 2023)

News articles from
the Swedish
newspaper Dagens
Nyheter (DN)
collected during the
years 2000–2020.

NDCG@10
sv Retrieval non-

fiction,
news

3070 1946.35
(3071.98)

TV2Nord
Retrieval

News Article and
corresponding
summaries
extracted from the
Danish newspaper
TV2 Nord.

NDCG@10
da Retrieval news,

non-
fiction

4096 784.11
(982.97)

Twitterhjerne
(Holm, 2024)

Danish question
asked on Twitter
with the Hashtag
#Twitterhjerne
(’Twitter brain’)
and their
corresponding
answer.

NDCG@10
da Retrieval social 340 138.23

(82.41)

VG Clustering
(Navjord and
Korsvik, 2023)

Articles and their
classes (e.g. sports)
from VG news
articles extracted
from Norsk
Aviskorpus.

V
measure

nb Clustering non-
fiction,
news

2048 1009.65
(1597.60)

Table 6: Tasks available in SEB. The average length is specified in characters. Values in parentheses
denote the standard deviation.

19



A.7 Results per Task935

In the following figure, we see an overview of936

all of the results of the benchmark for each task937

for the selected models. To get an up-to-date938

overview, check out the online dashboard.939
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Model Average
Score

Average
Rank

Angry
Tweets

Bornholm
Parallel

DKHate Da
Political
Com-
ments

DaLAJ Dan-
FEVER

LCC Language
Identifica-
tion

Massive
Intent

Massive
Scenario

NoReC NorQuad Norwe-
gian
courts

Norwe-
gian
parlia-
ment

SNL
Clustering

SNL
Retrieval

ScaLA SweFAQ SweReC
SwednClus-
tering

SwednRe-
trieval

TV2Nord
Retrieval

Twitter-
hjerne

VG
Clustering

multilingual-e5-base 57.9 11.4 56.3 33.2 63.8 36.3 49.8 40.1 60.3 75.9 61.0 67.9 59.0 21.9 89.5 59.6 63.9 94.2 50.5 69.5 80.2 10.9 60.7 92.7 65.4 27.2
multilingual-e5-small 56.4 12.6 56.2 37.1 62.4 34.7 50.0 38.3 58.5 72.1 56.6 64.4 54.5 17.5 86.0 60.0 63.4 91.7 50.3 68.7 77.4 16.4 58.3 90.4 57.4 30.9
multilingual-mpnet-base 53.2 14.6 54.9 18.2 63.8 41.3 50.0 37.2 58.4 41.6 63.4 70.9 56.1 38.7 87.3 54.6 61.9 62.5 50.0 60.4 73.4 9.0 60.8 78.4 57.6 27.1
nb-bert-large 46.0 16.7 52.1 4.5 62.1 35.6 50.9 25.8 56.3 85.3 58.2 61.7 55.5 17.2 90.1 62.6 67.1 39.7 64.2 30.7 67.7 11.7 21.4 50.3 6.0 28.2
LaBSE 50.5 17.6 52.1 45.6 62.7 38.7 49.8 34.2 50.1 35.4 58.6 65.2 51.2 30.5 92.6 56.8 62.7 59.3 50.4 50.1 72.5 5.5 50.4 76.3 41.7 18.7
multilingual-MiniLM-L12 50.0 18.0 50.9 19.7 59.1 37.4 50.1 36.5 54.3 42.5 57.5 66.1 49.9 34.7 82.4 56.6 61.9 52.1 50.0 56.9 70.0 6.8 52.8 73.3 51.2 26.2
dfm-encoder-large (SimCSE) 46.6 19.2 54.4 15.9 63.2 38.5 50.0 36.9 58.1 76.0 59.6 64.1 50.5 10.7 86.0 57.7 63.0 21.6 61.5 43.8 67.0 3.9 24.9 80.8 17.0 13.7
translate-e5-large 47.7 19.8 54.9 17.6 59.8 34.8 50.2 34.5 55.0 43.8 55.8 63.0 55.9 13.9 83.7 53.1 61.5 55.5 50.0 47.8 80.3 5.9 33.0 62.5 56.7 14.6
nb-bert-base 42.1 20.7 52.1 9.9 61.7 34.3 50.3 21.5 51.4 84.7 57.1 61.5 51.3 10.8 92.2 57.4 60.4 22.7 58.8 25.6 63.9 9.0 18.0 9.3 21.1 26.0
sentence-bert-swedish-cased 46.6 21.0 44.5 14.1 59.4 28.5 50.1 30.1 47.2 51.4 51.6 58.4 43.5 10.1 72.6 55.7 65.8 45.3 50.1 73.3 71.4 15.5 70.6 55.8 26.9 25.5
sonar-dan 43.4 22.1 48.2 47.1 70.4 33.7 50.0 24.2 53.1 46.6 54.9 62.7 50.6 7.3 93.9 54.0 44.9 28.7 50.5 28.9 67.7 2.1 22.8 45.6 42.8 11.9
sonar-swe 42.8 23.2 47.3 48.1 70.0 31.8 50.1 24.1 53.1 45.8 54.2 61.1 49.9 7.0 93.3 54.4 47.0 28.8 50.5 31.2 66.4 3.3 23.2 47.2 31.6 7.8
dfm-encoder-large 41.4 23.2 53.8 11.6 60.1 37.1 50.4 24.1 57.3 77.7 54.3 56.3 48.3 3.0 82.0 58.8 62.7 6.7 58.6 19.1 65.2 4.6 6.8 47.7 33.7 13.4
sonar-nob 41.5 24.0 47.9 33.1 69.7 32.5 50.1 22.2 46.9 49.2 54.4 61.9 48.7 6.5 93.3 55.4 44.4 30.8 50.8 27.5 67.0 2.3 17.9 41.3 32.7 8.9
sonar-nno 41.5 24.2 48.1 36.6 68.8 32.4 50.1 22.0 48.4 44.7 56.3 62.5 48.5 5.5 94.3 54.7 42.9 28.1 50.8 28.1 68.6 1.1 21.2 41.0 34.3 7.8
xlm-roberta-large 35.3 24.5 51.7 4.3 60.2 31.9 52.5 10.6 48.7 81.3 48.8 50.8 44.6 2.0 33.9 57.7 59.2 1.7 60.3 20.0 67.2 10.7 9.2 6.1 20.4 14.4
bert-base-swedish-cased 35.2 27.6 44.6 6.6 55.5 28.5 51.8 16.0 41.2 62.4 42.2 44.1 43.9 1.0 71.5 57.6 60.0 4.2 54.9 34.0 69.8 8.1 25.0 9.7 2.6 10.6
fasttext-cc-nb-300 37.5 28.1 46.0 7.6 52.7 29.0 50.1 24.8 48.3 74.2 34.2 43.0 40.9 7.7 78.8 57.3 59.8 44.7 50.0 20.4 58.8 2.0 17.3 32.3 8.4 10.8
fasttext-cc-sv-300 36.0 29.4 42.7 7.1 55.8 27.3 50.2 23.1 45.9 60.3 34.3 42.7 37.8 5.5 79.6 56.1 53.6 26.4 50.1 26.8 64.1 4.8 31.8 27.6 1.8 7.7
fasttext-cc-da-300 37.3 29.6 47.3 7.1 53.6 29.9 50.0 27.0 50.9 71.6 34.3 42.3 39.8 6.6 77.7 55.5 56.4 34.7 50.1 19.9 60.0 2.6 17.1 43.0 10.4 6.5
fasttext-cc-nn-300 35.8 30.2 42.4 9.5 51.9 27.7 50.1 23.4 42.6 71.6 29.5 35.9 37.6 6.9 85.8 57.2 56.3 45.2 50.1 19.9 57.5 3.3 16.3 29.8 1.1 6.6
text-embedding-3-large 65.0 6.4 57.8 43.3 70.2 43.4 50.0 39.6 58.1 79.7 69.6 76.2 61.6 68.1 94.2 61.4 65.2 97.1 50.4 81.6 83.7 16.1 82.2 95.2 81.1 34.9
embed-multilingual-v3.0 64.1 7.3 58.7 35.6 68.8 43.4 50.0 41.0 60.4 78.7 67.8 74.7 66.1 60.9 92.9 60.0 69.8 95.8 50.7 77.7 84.4 15.0 80.0 95.4 75.8 35.8
multilingual-e5-large 60.7 8.9 57.7 29.6 66.2 39.7 49.9 40.5 61.7 80.2 64.9 71.4 63.5 25.6 90.5 60.3 62.8 95.5 51.2 73.3 83.4 12.0 79.2 95.4 74.4 27.9
text-embedding-3-small 61.0 9.4 55.6 41.0 65.6 39.8 50.1 39.1 59.4 67.9 63.9 71.9 55.7 57.6 92.4 58.8 66.0 92.7 50.3 73.9 77.4 14.4 73.5 92.0 70.3 34.5
e5-mistral-7b-instruct 60.4 9.4 58.4 50.5 64.5 39.7 50.3 38.2 63.9 65.2 71.0 76.0 60.2 27.5 91.2 60.7 66.3 94.3 50.2 72.0 79.9 11.2 67.6 91.2 71.1 29.5


