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Abstract

Model quantization, which aims to compress deep neu-
ral networks and accelerate inference speed, has greatly
facilitated the development of cumbersome models on mo-
bile and edge devices. There is a common assumption in
quantization methods from prior works that training data
is available. In practice, however, this assumption can-
not always be fulfilled due to reasons of privacy and se-
curity, rendering these methods inapplicable in real-life sit-
uations. Thus, data-free network quantization has recently
received significant attention in neural network compres-
sion. Causal reasoning provides an intuitive way to model
causal relationships to eliminate data-driven correlations,
making causality an essential component of analyzing data-
free problems. However, causal formulations of data-free
quantization are inadequate in the literature. To bridge this
gap, we construct a causal graph to model the data genera-
tion and discrepancy reduction between the pre-trained and
quantized models. Inspired by the causal understanding,
we propose the Causality-guided Data-free Network Quan-
tization method, Causal-DFQ, to eliminate the reliance on
data via approaching an equilibrium of causality-driven in-
tervened distributions. Specifically, we design a content-
style-decoupled generator, synthesizing images conditioned
on the relevant and irrelevant factors; then we propose a
discrepancy reduction loss to align the intervened distribu-
tions of the pre-trained and quantized models. It is worth
noting that our work is the first attempt towards introduc-
ing causality to data-free quantization problem. Extensive
experiments demonstrate the efficacy of Causal-DFQ. The
code is available at Causal-DF Q.

1. Introduction

There have been significant advances in deep learning
models in the fields of computer vision [9, 14] and nat-
ural language processing [33, 45]. To accommodate the
increasing demand for equipping cumbersome models on
resource-constrained edge devices, researchers have pro-
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posed several network quantization methods [18, 57], in
which high-precision parameters are converted into low-
precision ones. To mitigate the performance degradation
induced by model quantization, fine-tuning approaches are
extensively studied to optimize quantized models on the full
training datasets [19,41,42,49]. However, original training
data is sometimes inaccessible in real-world situations due
to the privacy and security concerns. A patient’s electronic
health record, for instance, is typically inaccessible because
the information contained is private. Hence, the fine-tuning
methods requiring training data are no longer applicable in
such real-life scenarios.

To address this issue, researchers have proposed data-
free quantization to quantize models without requiring ac-
cess to real data [1,2,24,43,51, 54]. For example, Ze-
roQ [2] is proposed to generate ‘optimal’ fake data, which
learns an input data distribution to best match the batch
normalization statistics of the FP32 model. Nevertheless,
most data-free quantization methods attempt to reconstruct
the original data from the pre-trained model utilizing prior
statistical distribution information of the underlying data,
such as BNS [2, 51, 52], Dirichlet distribution [28] and cat-
egory information [3]. However, those methods ignore a
powerful tool in the human cognition, i.e., causal reason-
ing, which commonly aids humans in learning without re-
lying upon data collection. Human cognitive systems are
immune to the data deficiency because humans are more
sensitive to causal relations than data-driven statistical asso-
ciations [10,55]. Using causal language, causal reasoning
can extract causal relationship from the pre-trained models
and ignore irrelevant factors by interventions [34].

There are two significant challenges that need to be over-
come before causality can be introduced to eliminate the
reliance on data during the quantized model training. First,
constructing an informative causal graph is the fundamental
premise for causal reasoning [30,34], but how causal graphs
should be constructed in a data-free situation is still inade-
quate in the literature. Second, using causal language to
formalize data generation and network alignment is the key
to connecting causality with data-free quantization, but it
also remains unsolved. These two challenges are the funda-
mental obstacles that prevent us from employing causality
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in data-free quantization.

To address these challenges, we construct a causal graph
to model the data-free quantization process, including data-
generation and discrepancy reduction mechanisms, where
the irrelevant factors in the pre-trained models are taken
into consideration. Based on the causal graph, we pro-
pose a novel Causality-Guided Data Free Network Quan-
tization method, Causal-DFQ, to remove the reliance on
data during quantized model training. Specifically, we de-
sign a content-style-decoupled generator, synthesizing im-
ages conditioned on the relevant and irrelevant factors (con-
tent and style variables). Then we propose a discrepancy
reduction loss to align the intervened distributions of the
outputs from pre-trained and quantized models.

Overall, the contributions of this paper are four-fold: (i)
We provide a causal perspective on data-free quantization,
which is the first attempt towards using causality to facili-
tate data-free network compression; (ii) To leverage causal-
ity to facilitate data-free quantization, we construct a causal
graph to model data generation process and discrepancy re-
duction process in data-free quantization mechanism; (iii)
We propose a novel quantization method called Causality
Guided Data-free Network Quantization, Causal-DFQ, in
which we generate fake images conditioned on style and
content variables, and align style-intervened distributions
of pre-trained and quantized models. (iv) Extensive exper-
iments demonstrate that the proposed method can signifi-
cantly improve the performance of data-free low-bit mod-
els. Importantly, it is the first method where data-free fine-
tuned models outperform the models fine-tuned with data
on the ImageNet.

2. Related Work

Data-free Network Compression. Although model com-
pression has become a hot topic recently, compressing
model without training data still is a challenge. As pioneers,
[44] initially devise a channel pruning method without orig-
inal training data. And then a large number of data-free
(DF) or zero-shot compression methods were proposed, e.g.
DF quantization [1,2,24,51, 54], DF factorization [27] and
DF knowledge distillation [3,8,25]. Especially for DF quan-
tization, recent work [1,2,24,51,54] go further to data-free
quantization, which requires neither training nor validation
data for quantization. Most of the data-free KD methods
attempt to reconstruct the original data from the pre-trained
model utilizing prior information about the underlying data
statistical distribution, such as BNS [2, 51, 52], Dirichlet
distribution [28] and category information [3]. However,
all existing methods overlook causal reasoning, a powerful
tool for humans to cognize even in situations where data are
inaccessible.

Causal Reasoning. One core purpose of causal reasoning
is to pursue the causal effect of interventions, contributing

to achieving the desired objective. Recent work shows the
benefits of introducing causality into machine learning from
various aspects [38]. After the deep connections of causal
systems and the concept of exogeneity having been success-
fully implemented in social science, such as in Economics
and Genetics [30], Scholkopf et al. [37] originally develop a
technique, named independence mechanisms via introduc-
ing causal mechanisms to independently separate the ex-
ogenous and endogenous variables w.r.t. specific tasks in
the field of machine learning [38].

However, thanks to the unique nature of data-free quan-
tization, our data generation process is steerable, unlike
previous works. Thus, we can design a content-style-
decoupled generator where both content and style variables
are accessible in the causal graph. Then we can easily im-
plement do-calculus [31] for causal reasoning.

3. Method

In this section, we elaborate on the methodology of
Causality-guided Data-Free Quantization, named Causal-
DFQ. Firstly, we review the idea of network quantization
and the general framework of data-free compression. Sec-
ondly, we construct the causal graph model for the data-
free network compression, which is adopted as a theoretical
tool to bridge causality with data-free quantization. Thirdly,
based on the causal graph, we observe that there is a unique
property of data-free compression, where the data variable
is completely accessible; thus we design a generator to syn-
thesize images conditioned on style and content images for
training quantized models. Next, we focus on the optimiza-
tion formulation that converts the causal task into an opti-
mizable problem. Finally, we discuss the potential insights
for the Causal-DF Q. Note that we only elaborate on the key
derivations in this section due to the space limitation. De-
tailed discussions, technical theorems, and implementation
details in Codes can be found in the supplemental materials.

3.1. Preliminary

Here, we revisit the basic ideas of network quantization
and data-free network compression.
Network Quantization. Network quantization is a popu-
lar technique for compressing neural networks. The quan-
tization function is the key to train a neural network with
low-precision weights and activations. The most common
quantization function is called uniform quantization func-
tion, which is pioneerly proposed in [57]. The uniform
quantization function ¢(-) for k-bit quantization is defined
as follows:

q(v) =round(L - (v — Z)), (1)

where v denotes a scalar value (full-precision, float32), L is
the scaling factor, and Z is the zero point in float32. Ac-
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cording to whether the parameter Z is zero, uniform quan-
tization can be categorized into symmetric quantization and
asymmetric quantization. In our work, we use symmetric
quantization, i.e., Z = 0, and then S is written as follows:

k—1

S = u’ )
max(|z ¢[)

where z; is the full-precision numbers.

Data-Free Compression. The key of most network com-

pression methods [11, 18] including quantization is to

reduce the discrepancy D between the pre-trained full-

precision model f(-; 6p) and the quantized model with low-

precision weights f(-; 6g) through optimizing 6. The idea

of discrepancy reduction can be formalized as follows:

7(:00)" = minD(f(:00). f(:00)). )

This discrepancy reduction module can be considered as
a knowledge distillation mechanism for aligning model
f(;0p) and f(-;0g). Consequently, the integral frame-
work of the data-free quantization can be considered as
the incorporation of a generator and knowledge distilla-
tion [15,40], and the core idea is to reconstruct some sam-
ples from full-precision models to fine-tune quantized mod-
els [23,24]. Therefore, to achieve the goal of data-free com-
pression via causality, we modify the existing framework
from the perspectives of generator and discrepancy reduc-
tion.

3.2. Causal Graph of Data-Free Compression

Humans can perform causal reasoning, an essential abil-
ity that makes humans learn differently from machine learn-
ing algorithms. The superiority of causal reasoning en-
dows humans with the ability to identify causal relation-
ships. This allows them to ignore irrelevant factors that are
not causally related to the targeted task and removes the re-
liance on collecting data for learning [34,38,53,55]. Con-
trary to this, neural networks are normally trained based on
data-driven correlation. In other words, neural networks
do not have the ability to distinguish causal relationships.
In the absence of this ability, irrelevant factors in data are
overfitted, further resulting in the overreliance of networks
on data. For instance, in a car recognition case, road back-
ground is a data-driven irrelevant factor yet cannot reflect
the causality w.r.t. the targeted task, i.e., human can recog-
nize a car with causal reasoning even if it is not on the road.
Moreover, data even are unavailable in our data-free case.
Therefore, we desire to incorporate causal reasoning to re-
move the reliance on data, i.e., the pre-trained model guides
the training of the quantized model via causality in a data-
free manner. Before performing causal reasoning to guide
the training in a data-free manner, we need to construct a
causal graph since causal graphs are the key to formulating

Figure 1. Left: Causal graph of the ideal data generation and
model learning process. Right: Causal graph of the data-free
quantization process. Each node represents a random variable,
and shallow ones indicate observable variables, where C, S, X R
Y, Yp, Yo, 0a, 0p, ¢ are content variable, style variable, gener-
ated data, generated label, distilled label, output label, parameters
of the generator, parameters of the pre-trained model, parameters
of the quantized, respectively.

causal reasoning [34,55]. In the context of data-free quan-
tization, we desire a causal graph by which the distributions
of the outputs of pre-trained and quantized models can be
included. Besides, the graph is expected to reflect the im-
pact of irrelevant factors on these two output distributions,
and then we are able to align the distributions. Specifically,
we investigate the difference in irrelevant factors between
these two distributions and enforce the quantized models to
focus on the relevant factors. Consequently, this encourages
the quantized model to learn via causal reasoning.

There are two general approaches to building a causal
graph of the targeted learning mechanism. One approach
is to use causal structure learning to infer causal graphs
[30, 34, 38], but it is challenging to apply this approach to
high-dimensional data. Using external knowledge to con-
struct causal graphs is another approach [38,46,55]. As au-
tomatically learning a precise causal graph is out of scope
for this work, external human knowledge of the data gen-
eration process is employed to construct the causal graph.
Here, we aim to construct a causal graph to model the
data-free quantization process, including data-generation
and discrepancy reduction mechanisms, where the irrele-
vant factors in the pre-trained models are also considered.

Specifically, we construct a causal graph G to formalize
the general idea of data-free quantization process including
an image generation mechanism and a discrepancy reduc-
tion mechanism to allow the pre-trained model f(-;6p) to
guide the training of the quantized model f(-;6g). In the
previous studies [34, 38, 55], even though there is a num-
ber of different causes of natural data, researchers ideally
and effectively divide all the causes into two categories for
simplicity. We follow the existing work, and group content-
related causes into one category, called content variable C.
The rest causes, i.e., irrelevant factors, are grouped into an-
other category, called style variable .S, which is content-
independent, i.e., S 1L C. This implies that C' — X« 8
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and C' — Y. Then the generated data are fed into the pre-
trained model and quantized model. Under the supervision
of the output of pre-trained model Yp and the generated la-
bel Y, we obtain the output of quantized model Y. The
causal graph is shown in Fig. 1. Based on the causal graph,
we first use a structural causal model [32] to represent the
data generating mechanism:

X := M(S,C,0q), “

where 0 is the parameters of generator.

After formulating the process of obtaining the gener-
ated data, we expect to define valid interventions and the
corresponding intervention distributions [30, 38]. Defin-
ing valid interventions is equivalent to determining which
variables or mechanisms in the causal graph can be in-
tervened. The common practice is to utilize the indepen-
dence mechanism [37] to construct probabilistic relations
in causal reasoning and discover the irrelevant factors as
the intervened variable. This practice has been proven to
be an effective way to realize causality reasoning by pre-
vious work [17,26,36,37], in which the conditional (inter-
vened) distribution does not change under the interventions
on irrelevant variable (i.e., S). Theoretically, for an image
generation mechanism (ideally even collected natural im-
ages are included), P(Y | C) is invariant to S. Therefore,
we claim C' as a representation of invariant content of data
w.rt. the Y under interventions I on style domain S as
shown Fig. 1(left), and the relationship can be mathemat-
ically denoted as:

PREEIY | €) = PUEEI(Y | C) Vinik €T, (5)

where 4; and 7;, form a pair of interventions in the domain
of interventions Z, and P°(5=i) gtands for the distribution
under intervention ¢; on S [30]. In the data-free compres-
sion literature, we also desire to access the intervened dis-
tributions of the outputs of the pre-trained model and quan-
tized model and then derive a computationally reachable
equilibrium between them. Because our data generation
process is steerable, unlike the fixed datasets collected from
natural distributions, we design a content-style-decoupled
generator where both content and style variables are acces-
sible in the causal graph.

Therefore, based on the analysis of Eq.4, 5 and the
above-mentioned nature of the data-free mechanism, the de-
sirable equilibrium in data-free quantization can be formu-
lated as follows: Vi, k € {1,2,--- , M},

PUS=0(Yp | [(X30q)) = PUST9(Ve | £(X:0q)),

(6)
which can be reformed as follows: Targeted Causal Equi-
librium:

Pdo(S:z‘z)(f(X;Hp) | f(X;GQ))

. ind v 7)
=pS=i) (1(X;0p) | (X;00)), (

Algorithm 1 Pseudo code of Content-Style-Decoupled
Generator in a PyTorch-like style.

def generator (S, C): # generator

input = torch.mul (Embedding(C), S)

# style & content fusion

x = conv.blocks (input)

# generate images ia con ayers
return x

content = torch.randint (0, class_number,

content

(batch_size),)) # defin
style = torch.randn (batch_size, latent_dim)

# define style
generated-x = generator (style, content)
# generate images based on C and S

where M is the number of interventions in style domain
S, f(+;0p) and f(-;6¢) are the pre-trained and quantized
model with parameters 0 and 6, respectively. Straight-
forwardly, we desire the distribution, P(f(X;0p) |
f(X;6¢)) to be invariant over style variable change.

3.3. Content-Style-Decoupled Generator

Here, we present the design of the content-style-
decoupled generator, rendering accessibility to the con-
tent and style variables. Structural Equation Modeling
(SEM) [32,48] is a primary causal model, which is orig-
inally proposed to apply explicit causal interpretations to
regression equations based on direct and indirect effects
of observed variables in the fields of Genetics and Eco-
nomics [30]. SEM has two main components: the struc-
tural model showing potential causal dependencies between
endogenous and exogenous variables and the measurement
model showing the relations between latent variables and
their indicators. SEM aims to obtain an informative repre-
sentation of some observable output.

Inspired by the concepts of SEM, we naturally introduce
the above two variables into the data-free scenarios and ex-
pect to enforce the outputs of quantized models exclusively
correlated with the content variable in the view of causal
reasoning. To realize the goal, we generalize three fun-
damental assumptions of SEM into the literature on data-
free compression [26,31,37]. The generalized assumptions
can be interpreted as follows: (i) The data are generated
from content variables C' representing factors inside the
model and style variables S (irrelevant factors outside the
model) for targeted tasks. (ii) Only variable C' is relevant
for the model output, i.e., content dominates the model per-
formance. (iii) Content and style are causally independent,
i.e., style changes are content-preserving.

Based on the above assumptions, to achieve the goal of
directly performing interventions on the style domain and
building the equilibrium of the intervened distributions as
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Figure 2. Overview of the pipeline. To eliminate the reliance on data and utilize the causality in the discrepancy reduction stage, we
disentangle the invariant content C' and semantics-irrelevant style S in the view of causality. We propose a Content-Style-Decoupled
Generator to synthesize fake images conditioned on the independent content and style variables. Follow by the generator, we design
Causal-DFQ loss to achieve knowledge exclusively based on content by intervening with the style variable. In particular, we use KL-
divergence to minimize the distance between conditional distributions (similarity matrices, calculated in a contrastive way) of pre-trained

and quantized models.

presented in Eq. 7, we design an image generator that can
synthesize fake data conditioned on independent style and
content variables. We call this generator a content-style-
decoupled generator. Specifically, we assign every to-be-
generated sample a content label and a style noise; then we
feed this pair of content and style into the generator network
to generate the sample. In this way, for each sample of the
following discrepancy reduction process, we can access its
style variable and perform interventions by keeping its con-
tent labels consistent and adjusting its style noise.

Here, we give a straightforward explanation of how our
generator produces fake images conditioned on content and
style variables (Algorithm 1). First, the integer function,
content = randint () (function of randomly gener-
ating non-nagetive integer) generates the pseudo label based
on the number of classes of the real dataset, which can be
interpreted as a content variable for each generated image.
Note that using the number of classes does not imply infor-
mation leakage and is still within our data-free scenarios, as
we can acquire the number of classes via accessing the pre-
trained model’s classification head rather than accessing the
labels. And the Gaussian noise generation function, style
= randn () can assign a Gaussian noise to style variable.
By pairing the content and style and then feeding them to
a generator, we can synthesize fake data conditioned on the
content and style. In this way, we can directly manipulate
the style variable. More details can be found in the codes in
the Supplemental Materials.

3.4. Style-Intervened Discrepancy Reduction

After accessing the style variable in the data-free quanti-
zation mechanism, the only remaining problem is to achieve
the equilibrium of the intervened distributions as derived in
Eq. 7. We maintain the invariance under interventions via a
regularization term to address this. The optimization prob-

lem is formalized as follows:

min E E {ﬁm(f(X;@P)»f(XﬂQ))

XED {ii,iqe}
L1, (F(X:0p), F(X500))].

()
st KL [pdo(5=m)<f<x;ep> | £(X;00)),

PRS=(£(X;0p) | [(X300))] <7

where i, = i X i ~ Z x Z stands for a pair of in-
terventions, £ is the vanilla alignment loss, and K L(-,-)
is the KL-divergence. 7 is a small threshold to adjust the
similarity between two distributions. Any distance mea-
sure on distributions can be used in place of the KL di-
vergence such as cross-entropy, since we only expect the
intervened distributions P4(S=ix) (f(X;0p) | f(X;0q))
and P%(5=%at)(f(X;0p) | f(X;0q)) to be similar. In
practice, we define the output representations of pre-trained
and quantized models (i.e., f(X;0p) and f(X;0q)) at the
penultimate layer.

How to approach the conditional distribution under in-
terventions P(S=ux) (f(X;0p) | f(X;0¢)) becomes the
key problem. To estimate the distribution, we introduce the
noise-contrastive estimation (NCE) [13, 16]. Specifically,
we take pairs of points (z;, z;) to compute similarity scores
and use pairs of intervention ¢;;, to perform a style interven-
tion. Given a batch of samples {x;},i € {1,2,---,N},
the conditional probability of the pair can be estimated as
follows:

PRE= (F(X:0p) | f(X;00))
o h(f(x="50p), f(27=:0q)),

in which £ is the function to measure the similarity between
the representations of the pre-trained model f (:C]S " 0p)

€))
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and the one from quantized model f (=" ). Using this
function to estimate the conditional distribution is originally
proposed in NCE [13], also called the critic in contrastive
learning [16]. It is defined as below:

< g(X)bgW) > ) (10)

where (3 is the temperature to adjust degree of concentra-
tion, and g is a fully-connected network [13].

Combining all the equations, we obtain the optimizable
objective function as follows: Lcausai-pro =

h(x,y) = exp(

|:£ilk (f(Xv GP)’ f(Xv QQ))

X€D {ip,iqe}
Lo, (F(X30p), F(X360))]
+ 30D KL PESTI(F(X:6p) | £(X:00)),

})dOCSZim)(f()(;HP)| f()(;6Q>)}'
(1)

Concretely, the probability of a pair of samples in the condi-
tional distribution P%(5=ux) (f(X:0p) | f(X;00)) can be
approximated by the critic function as follows [13,16,26]:

PROGE=(f(x5:0p) | f(2i500))
W 0p), F(T60)) (12)
Y, RS 0p), (27775 04))
Overall Loss Function. Taking into account all the above
discussions, the Causal-DFQ loss can be calculated with

differentiability and the overall loss function can be written
as follows:

Eoverall = £vanilla +A- ‘cCausal-DFQa (13)

where L. is the objective from the vanilla data-free
quantization loss, and A is the parameter to balance the tar-
geted task and the distillation task. In practice, we adopt
and modify the codebase of GDFQ [51] to achieve our
causality-based data-free quantization baseline, thus more
details about the L, i, can be found in GDFQ.

3.5. Discussions on Causal-DFQ

Besides the derivation originated from the perspective
of causality, we would like to give a straight-forward ex-
planation of Causal-DFQ. Combining Eq.11 and Eq.12,
we can observe that our method minimize the distribu-
tional distance between P(S=uk)(f(x,;0p) | f(2i;0q))
and P%(5=tat) (f(2;:0p) | f(xi;00)). Specifically, with
the critic function to estimate the conditional distribution,
Pde(S=i) (f(x;:0p) | f(z:;00) acts as the similarity ma-
trix between generated images with same content, i.e., a

series of differences among samples with the same con-
tent and different styles. Finally, the similarity matrices
of pre-trained and quantized models are aligned with KL-
divergence as shown in Fig.2.

Difference with RELIC [26]. From the perspective of
causality, the most related work is RELIC [26] which acts
as a regularizer in self-supervised learning via the indepen-
dence mechanisms [34] to encourage networks to be invari-
ant to different augmentations of the same instance. This
self-supervised learning method also constructs a causal
graph to model the data generation process. However, the
focus of this work is on the content invariant property us-
ing data augmentations to stimulate inaccessible interven-
tions [55], which varies from our data-free work, Causal-
DFQ. Specifically, our work is different from RELIC (and
most of the previous causality-guided computer vision mod-
els, such as [4, 26, 50]) for two significant reasons. Firstly,
there is a unique nature in data-free scenarios where both
the content and style variable are accessible, and thus we do
not need to stimulate the interventions on the style domain.
Secondly, the derived equilibrium is different where we fo-
cus on the distributions of outputs of pre-trained and quan-
tized models. Detailed differences between our data-free
approach and previous works are discussed in Appendix.

4. Experiments
4.1. Experimental Setup

Datasets. We validate the Causal-DFQ on four well-
known data sets including CIFAR-10, CIFAR-100 [21], Im-
ageNet [6] for recognition, and PASCAL VOC 2012 [7] for
detection. More details about the datasets are in Supple-
mental Materials.

Baselines. To evaluate the effectiveness and advantages of
our proposed method, we compared it with both data-free
fine-tuning methods and post-training quantization meth-
ods. The baselines are presented as follows. FP32: the
full-precision pre-trained model. FT: we use real training
data instead of fake data to fine-tune the quantized model
by minimizing L2. ZeroQ [2]: a data-free post-training
quantization method. DFQ [27]: a post-training quantiza-
tion method uses a weight equalization scheme to remove
outliers in both weights and activations. ZAQ [24]: It is a
fine-tuning method by optimizing the quantized models in
an adversarial learning way. DSG [54]: It is a fine-tuning
method where the diversity of generated data is enhanced.
GDFQ [51]: Tt is also a fine-tuning method for recovering
fake data via a conditional generator. SQuant [12] and In-
traQ [56] are recently SoTA. Note that our code is modified
from the code of GDFQ.

Implementation Details. On CIFAR, we optimize the gen-
erator and quantized model using Adam [20] and SGD with
Nesterov [29] respectively, where the momentum term and
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Table 1. Comparisons on ImageNet. We quantize both the weights and activations of the models to 6-bits and report the top-1 accuracy.

Dataset Model Real Data Data Free
FP32 FT ZeroQ [2] GDFQ[51] DSG[54] SQuant[12] IntraQ [56] Causal-DFQ
ResNet-18 7147  70.76 69.84 70.13 70.46 70.74 70.60 71.01 =+ 0.06
ResNet-50 7774  77.70 72.93 76.59 76.07 77.05 76.90 77.45 + o013
ImageNet | Inception-v3 | 78.80  78.80 74.94 77.20 - 78.30 77.46 78.40 + 0.02
SqueezeNext | 69.38  68.78 16.54 65.46 - 67.34 67.45 67.87 + 0.1
ShuffleNet 65.07 64.55 35.21 60.12 - 60.25 60.18 60.83 + 0.06
Table 2. Comparisons on CIFAR-10/100 and ImageNet with 4W4A quantization setting.
Dataset Model Real Data Data Free
FP32  FT | DFQ[27] ZeroQ[2] GDFQ[51] DSG [54] SQuant[12] IntraQ [56] Causal-DFQ
CIFAR-10 ResNet-20 94.03 93.11 89.03 79.30 90.25 78.99 - 91.49 92.30 + 0.08
CIFAR-100 ResNet-20 70.33  68.34 63.21 45.20 63.58 46.03 - 64.98 65.67 + 0.28
BN-VGG16 74.28  68.83 45.56 1.15 67.10 31.06 68.32 68.73 71.09 + 0.30
ResNet-18 7147 67.84 55.78 26.04 60.60 34.53 66.14 66.47 68.11 + 0.17
ImageNet ResNet-50 77.74  72.89 47.34 - 70.23 - 70.80 70.65 7249 + 022
Inception-v3 | 78.80  73.80 49.62 26.84 70.39 34.89 73.26 73.12 73.35 + 042
SqueezeNext | 69.38  65.78 - - 39.18 - 43.45 42.78 45.99 + 013

weight decay in Nesterov are set to 0.9 and 1 x 10~%. More-
over, the learning rates of quantized models and generators
are initialized to 1 x 10~*and 1 x 10~ respectively. Both of
them are decayed by 0.1 for every 100 epochs. In addition,
we train the generator and quantized model for 400 epochs
with 200 iterations per epoch. On ImageNet, we set the ini-
tial learning rate of the quantized model as 1 x 10~°. Other
training settings are the same as those on CIFAR. More de-
tails can be found in Supplemental Materials.

4.2. Comparison to SoTA

Image Classification. We quantize both weights and ac-
tivations to 6-bit, and report the comparison results in Ta-
ble 1. We also quantize them to 4-bit, and report the re-
sults in Table 2. In all three classification datasets, our
method Causal-DFQ outperforms other existing state-of-
the-art methods with various network architectures. In par-
ticular, when the number of categories increases in CIFAR-
100, our method suffers a much smaller accuracy degrada-
tion than other methods. The main reason is that our method
based on causality gains more prior knowledge from the
full-precision model. These results demonstrate the supe-
riority of our method. Especially for the large-scale dataset,
ImageNet, existing data-free quantization methods suffer
from severe performance degradation. However, our gen-
erated images contain style-irrelevant information and sat-
isfy the similar distribution of real data. As a result, our
method recovers the accuracy of quantized models signif-
icantly with the help of the content-style-decoupled gen-
erator and style-intervened discrepancy reduction on three
commonly-used networks.

Importantly, Causal-DF Q comprehensively outperforms
recent SOTA [12] and [56] as shown in Fig. 3. There
is a breakthrough where the data-free quantized models
fine-tuned by Causal-DFQ outperform the (quantized) ones

ResNet18 VGG16
7.2 72

SQuant
IntraQ
Causal-DFQ (ours)

ResNet50 SqueezeNe ResNet18

SqueezeNext

Inception-v3 Inception-v3 ResNet50

Figure 3. Overall performance on 6-bit (Left, corresponding to
Tab. 1) and 4-bit (Right, corresponding to Tab. 2) settings.

re-trained with real data w.r.t. accuracy on the ImageNet
dataset. In addition, data-free quantization is more effi-
cient in terms of training time, e.g., fine-tuning 4-bit ResNet
via our data-free quantization method costs 8.4 GPU hours
while re-training in a data-given manner costs 29.6 hours.
These experimental results demonstrate that data-free quan-
tization can empirically replace the method of re-training
low-bit networks.

Table 3. Comparisons on VOC 2012 for object detection. mAP
is the metric, and higher is better.

Bits| WSA8 W4AS W4A4 W2A2
Method
FT 7035 6824 6428 57.12
DFQ [27] 69.16 6457 13.15 2.65
ZeroQ [2] 69.04 6753 6272  56.96
ZAQ [23] 7002  68.12 6444 5696
Ours 70.63 6845 6610 57.26

Object Detection. To demonstrate the application on ob-
ject detection, we apply Causal-DFQ to the model Mo-
bileNetV2 SSD [22] and evaluate it on VOC2012. Table 3
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GDFQ DFQ Causal-DFQ (ours)

Figure 4. What makes the data-free quantized network for detection on VOC think the pixel label is ‘bicycle’, visualized via Grad-Cam [39].
We can see that model quantized by Cuasal-DFQ is able to focus on task-specific Content.
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Figure 5. Ablation Study: Effect of A. Note that A = 0 equals to
no Causal-DFQ as our baseline (i.e., GDFQ [51]).

demonstrates the advantages of our method compared to
other quantization methods. In particular, Causal-DFQ also
outperforms FT that utilizes the original training dataset.

4.3. Ablative Studies and analyses

Ablation Study.

We conducted a series of ablative studies of our proposed
method on ImageNet with the ResNet18 and VGG16 archi-
tectures. By adjusting the coefficient A\ in the loss func-
tion (Eq.13), where A = 0 equals to no Causal-DFQ as our
baseline (i.e., GDFQ [51]). The results are shown in Fig.5.
With X increasing, the performance improvements show the
effectiveness of our method. However, when the ratio of
Lcausai-pFo 1N Loyerqn (Eq. 13) is greater than 10% (on av-
erage), data-free quantization performance drops. A well-
trained quantized network should have both the ability to
align low-level feature maps (i.e., aligning as GDFQ [51])
and learn from causality (i.e., Causal-DFQ).

Network Similarity between FP and Quantized Net-
works.

Centered kernel alignment (CKA) [5,47] analyzing (hid-
den) layer representations of neural networks, enabling
quantitative comparisons of representations within and
across networks. It is a widely acknowledged tool for mea-
suring the similarity between two networks [35]. Higher
similar score between two layers’ output representations
mean those two layers share more similarity. The visual-

ization of CKA analysis is presented in Fig. 6. More details
about CKA for metricing network similarity are in Supple-
mental Materials.

GDFQ Causal-DFQ

2
g

g
g

8 g 8
°
3

Layers Quantized ResNet18

20 30 40
Layers FP ResNet18

Layers FP ResNet18

Figure 6. Cross model CKA [5,47] heatmaps between FP and
quantized networks. The lighter the dot, the more similar of the
two corresponding layers learned from different datasets. We can
conclude that quantized network trained by Causal-DFQ is more
similar to the FP network.

Attention of Quantized Model Analysis via Grad-
Cam [39] Visualization.

We analyze the attentions of several quantized models
w.r.t. targeted task. The results are presented in 4. We can
see that the quantized model created by our method behaves
more similarly to the pre-trained model. Thus, we conclude
that Causal-DFQ can quantized pre-trained FP model in a
content-preserving manner.

5. Conclusion

In this paper, we introduce causal reasoning into data-
free quantization. We first formalize a causal graph to
model the data-free quantization mechanism. Based on the
causal graph, we propose the Causality-guided Data-free
Network Quantization method to eliminate the reliance on
data while training a quantized model. Specifically, we de-
sign a generator which can generate images conditioned on
the content and style variables in the view of causality, and
then we devise a discrepancy reduction loss to align the
intervened distributions of the outputs of pre-trained and
quantized models.
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