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1. Experiment Setting and Network Architec-
ture

We use 256 × 256 resolution for full-reference metrics
evaluation (PSNR, MSE, SSIM, and LPIPS) and use the
original resolution when showing the visual comparison for
better view. Our network consists of a content network, a
reference network, and a fusion network. We use a Con-
vBlock to denote the convolutional-LeakyReLu-BatchNorm
block. The detailed structures of the content network, refer-
ence network and fusion network are shown in Table. 1, 3,
2.

Layer Kernel Stride Cin Cout

ConvBlock 3×3 1 4 32
ConvBlock 3×3 1 32 32
MaxPooling 2×2 2 - -
ConvBlock 3×3 1 32 64
ConvBlock 3×3 1 64 64
MaxPooling 2×2 2 - -
ConvBlock 3×3 1 64 128
ConvBlock 3×3 1 128 128
MaxPooling 2×2 2 - -
ConvBlock 3×3 1 128 256
ConvBlock 3×3 1 256 256
MaxPooling 2×2 2 - -
ConvBlock 3×3 1 256 512

Table 1: Details of the content network.

Layer Kernel Stride Cin Cout

ConvBlock 7×7 1 3 32
ConvBlock 3×3 2 32 64
ConvBlock 3×3 2 64 128
ConvBlock 3×3 2 128 256
ConvBlock 3×3 2 256 512

Table 2: Details of the reference network.

Layer Kernel Stride Cin Cout

ConvBlock 3×3 1 1024 512
Upsampling 3×3 2 - -
ConvBlock 3×3 1 512 256
ConvBlock 3×3 1 256 256
Upsampling 3×3 2 - -
ConvBlock 3×3 1 256 128
ConvBlock 3×3 1 128 128
Upsampling 3×3 2 - -
ConvBlock 3×3 1 128 64
ConvBlock 3×3 1 64 64
Upsampling 3×3 2 - -
ConvBlock 3×3 1 64 32
ConvBlock 3×3 1 32 32

Conv 3×3 1 32 3

Table 3: Details of the fusion network.

2. Visual Comparison

We compare our method with several recent competing
methods on the general foreground objects: the photorealis-
tic style transfer method [5], learning-based image harmo-
nization approaches DIH [4], S2AM [2], DoveNet [1] and
show the visual results to demonstrate the effectiveness of
our method. Examples are shown in the Fig. 3. The outputs
of [5] looks unsatisfied. DIH [4] mostly generates an output
image that shows subtle appearance change compared to the
unprocessed input. S2AM [2] and DoveNet [1] easily cap-
ture the incorrect appearance information (brightness, color,
and contrast) due to their weak data augmentation strategy.
Benefited from the strong data augmentation and the supe-
riority of the self-supervised framework, the outputs of the
proposed method SSH are consistently better than others
and are closer to the human annotated results.

3. Human Subjects Evaluation

We conduct human subjects evaluation to compare SSH
with other state-of-the-art methods. We randomly select
15 foreground and background pairs from the RealHM
benchmark. Each image is first processed by five methods



WCT 2 [5], DIH [4], S2AM [2], DoveNet [1], and SSH),
and then displayed on a screen for comparing. The 15 ex-
amples are shown in the Fig. 4 5.

4. Extension Task
Besides image harmonization, we also try to adopt the

proposed SSH method on other related task. Here we
show the results on the sky replacement application, where
the object is considered as the foreground image and the
sky is adopted as the background reference. As shown
in Fig. 1, our method generates pleasing results when the
sky is replaced, due to the robust generalibility of the self-
supervised framework.
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Figure 1: Visual Results of Sky Replacement. The first
column represents the direct composite results and the sec-
ond column shows the results generated from SSH by using
the replaced sky as the background reference. Best viewed
zoomed in.

5. Visual Comparison for Ablation Study
Besides the basic harmonization loss Lharm, we design

the reconstruction loss Lrecon and disentanglement loss
Ldis to further improve the performance of the proposed
methods, as discussed in our main manuscript. The recon-
struction loss Lrecon helps the reference network to capture
the correct appearance of the content input itself and the dis-
entanglement loss Ldis help to disentangle the appearance
representation and content representation from the given in-

Figure 2: Visualization of t-SNE.

put. During the experiments, we discover that the recon-
struction loss and disentanglement loss help the framework
to extract the correct appearance from the images and also
stabilize the testing performance. We show the typical fail-
ure case when these two loss is separately removed, as in the
Fig. 6. Either removing the reconstruction loss or the dis-
entanglement loss causes instability when there is a drastic
difference in appearance between the background and the
foreground.

6. Understanding the Representation Learned
from Self-Supervision

To further understand the representation learned by the
proposed SSH method, we visualized the feature embed-
ding learned by the reference network. Specifically, we
download the real-world images form the Internet and then
resize them to 256 × 256 resolution. We use a pre-trained
reference network to extract the appearance feature of these
examples. After that, the t-SNE [3] algorithm is adopted to
analyze the distance between these feature representations
by visualizing the clustering. The visual output is shown in
Fig. 2. As we can see, images with similar color/brightness
are well clustered, which further demonstrate the effective-
ness and interpretability of our method.
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Figure 3: Comparison with the State-of-the-art Methods. Best viewed zoomed in.
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Figure 4: Examples for Human Subjects Evaluation.
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Figure 5: Examples for Human Subjects Evaluation.
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Figure 6: Visual Results of Ablation Study. ”w/o recon” and ”w/o disentangle” represents the results generated by SSH
without reconstruction loss and SSH without disentanglement loss respectively. Best viewed zoomed in.


