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A. Details of the Network Architecture

Figure 1 shows the detailed architecture of the proposed
FFB6D. We applied ImageNet [3] pre-trained ResNet34 [4]
and PSPNet [21] as encoder and decoder of the input RGB
image. Meanwhile, a RandLA-Net [7] is applied for point
cloud representation learning. On each encoding and de-
coding layer of the two networks, point-to-pixel and pixel-
to-point fusion modules are added for information commu-
nication. Finally, the extracted dense appearance and ge-
ometry features are concatenated and fed into the semantic
segmentation, center point voting, and 3D keypoints voting
modules for pose estimation. Details of each part are as
follows:

Network Input. The input of the convolution neural net-
work (CNN) branch is a full scene image with a size of
H×W×3, where H is the height of the RGB image, W the
width, and 3 the three channels of color information (RGB).
For the point cloud learning branch, the input is a randomly
subsampled point cloud from the scene depth image, with
a size of N × Cin, where N set to 12288 is the number
of sampled points, and Cin the input coordinate, color and
normal information of each point (x-y-z-R-G-B-nx-ny-nz).

Encoding Layers. We utilize ResNet34 [4] as the en-
coder of RGB images, which consists of five convolution
layers to reduce the size of feature maps and increase the
number of feature channels. The Pyramid Pooling Modules
(PPM) from PSPNet [21] is also applied in the last encoding
layer. Meanwhile, in the point cloud network branch, after
being processed by a fully connected layer, the point fea-
tures are fed into four encoding layers of RandLA-Net [7]
for feature encoding, each of which consists of a local fea-
ture aggregation module and a random sampling operation
designed in the work [7].

Decoding Layers. In the decoding stage, three up-
sampling modules and a final convolution layer from PSP-
Net are used for appearance feature decoding. Meanwhile,
in the point cloud network branch, four decoding layers
from RandLA-Net are utilized as point cloud features de-
coders, which consists of the random sampling operations
and local feature aggregation modules designed in [7].

Bidirectional Fusion Modules. On each encoding and
decoding stage, point-to-pixel and pixel-to-point fusion
modules (Section 3.2) are added for bidirectional informa-
tion communication. For each pixel-to-point fusion mod-
ule, we set Kr2p = 16 and aggregate 16 nearest pixel
of appearance features through a max-pooling and a sin-
gle layer shared MLP, MLP [cr, cp], where cr denotes the
channel size of RGB features and cp the channel size of cor-
responding point features. The aggregated pixels of appear-
ance features are then concatenated with the corresponding
point features and map by a shared MLP, MLP [2 ∗ cp, cp]
to generate each fused point feature. Meanwhile, we set
Kp2r = 1 and get the fused appearance features similarly
in each point-to-pixel fusion module.

Prediction Headers. Three headers are added after the
extracted dense RGBD features to predict the semantic la-
bel, center point offset as wel as the 3D keytpoints offsets
of each point. These headers consists of shared MLPs, de-
noted as MLP [cr+cp, c1, c2, ..., ck], where cr and cp repre-
sent the channel size of extracted appearance and geometry
features respectively, and ci the output channel size of the
i-th layer in the MLP. Specifically, the semantic segmenta-
tion module consists of MLP [cr + cp, 128, 128, 128, ncls],
the center offset learning module comprises MLP [cr +
cp, 128, 128, 128, 3], and the 3D keypoints offset module is
composed of MLP [cr + cp, 128, 128, 128, nkps ∗ 3], where
ncls denotes number of object classes and nkps means the
number of keypoints of each object.

Pose Estimation Modules. Given the predicted seman-
tic label and center point offset of each point in the scene, a
MeanShift [2] clustering algorithm is applied to distinguish
different object instances with the same semantic. Then, for
each instance, each point within it votes for its 3D keypoint
with the MeanShift [2] algorithm. Finally, a least-squares
fitting algorithm is applied to recover the object pose pa-
rameters according to the detected 3D keypoints.
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Figure 1: The detailed architecture of our FFB6D. For the convolution neural network (CNN) branch on the RGB image,
we utilize ResNet34 [4] and PSPNet [21] as encoder and decoder. ConvL: Convolution Layers of ResNet34, PPM: Pyramid
Pooling Modules of PSPNet, PUP: PSPNet Up-sampling, Conv2D: 2D convolution layer. For the point cloud network
(PCN) branch on the point cloud, we apply RandLA-Net [7] for feature extraction. FC: Fully Connected layer, LFA: Local
Feature Aggregation, RS: Random Sampling, MLP: shared Multi-Layer Perceptron, US: Up-sampling. In the flow of the two
networks, point-to-pixel fusion modules, P2RF, and pixel-to-point fusion modules, R2PF consists of max pooling and shared
MLPs are added. The extracted features from the two networks are then concatenated and fed into the following semantic
segmentation, center point voting and 3D keypoints voting modules [5] composed by shared MLPs. A clustering algorithm
is then applied to distinguish different instances with the same semantic labels and points on the same instance vote for their
target keypoints. With detected 3D keypoints, a least-squares fitting algorithm is applied to recover the pose parameters.



RGB RGB-D
PoseCNN
DeepIM
[18, 10]

PVNet[15] CDPN[11] DPOD[20] Point-
Fusion[19]

Dense-
Fusion[17]

G2L-
Net[1]

PVN3D[5] Our
FFB6D

ape 77.0 43.6 64.4 87.7 70.4 92.3 96.8 97.3 98.4
benchvise 97.5 99.9 97.8 98.5 80.7 93.2 96.1 99.7 100.0
camera 93.5 86.9 91.7 96.1 60.8 94.4 98.2 99.6 99.9
can 96.5 95.5 95.9 99.7 61.1 93.1 98.0 99.5 99.8
cat 82.1 79.3 83.8 94.7 79.1 96.5 99.2 99.8 99.9
driller 95.0 96.4 96.2 98.8 47.3 87.0 99.8 99.3 100.0
duck 77.7 52.6 66.8 86.3 63.0 92.3 97.7 98.2 98.4
eggbox 97.1 99.2 99.7 99.9 99.9 99.8 100.0 99.8 100.0
glue 99.4 95.7 99.6 96.8 99.3 100.0 100.0 100.0 100.0
holepuncher 52.8 82.0 85.8 86.9 71.8 92.1 99.0 99.9 99.8
iron 98.3 98.9 97.9 100.0 83.2 97.0 99.3 99.7 99.9
lamp 97.5 99.3 97.9 96.8 62.3 95.3 99.5 99.8 99.9
phone 87.7 92.4 90.8 94.7 78.8 92.8 98.9 99.5 99.7
MEAN 88.6 86.3 89.9 95.2 73.7 94.3 98.7 99.4 99.7

Table 1: Quantitative evaluation on the LineMOD dataset. The ADD-0.1d [6] metric is reported and symmetric objects are
in bold.

Method PoseCNN
[18]

Oberweger
[13]

Hu et al.
[9]

Pix2Pose
[14]

PVNet
[15]

DPOD
[20]

Hu et
al.[8]

HybridPose
[16]

PVN3D
[5]

Our
FFB6D

ape 9.6 12.1 17.6 22.0 15.8 - 19.2 20.9 33.9 47.2
can 45.2 39.9 53.9 44.7 63.3 - 65.1 75.3 88.6 85.2
cat 0.9 8.2 3.3 22.7 16.7 - 18.9 24.9 39.1 45.7
driller 41.4 45.2 62.4 44.7 65.7 - 69.0 70.2 78.4 81.4
duck 19.6 17.2 19.2 15.0 25.2 - 25.3 27.9 41.9 53.9
eggbox 22.0 22.1 25.9 25.2 50.2 - 52.0 52.4 80.9 70.2
glue 38.5 35.8 39.6 32.4 49.6 - 51.4 53.8 68.1 60.1
holepuncher 22.1 36.0 21.3 49.5 39.7 - 45.6 54.2 74.7 85.9
MEAN 24.9 27.0 27.0 32.0 40.8 47.3 43.3 47.5 63.2 66.2

Table 2: Quantitative evaluation on the Occlusion-LineMOD dataset. The ADD-0.1d [6] metric is reported and symmetric
objects are in bold.

B. Implementation: Different Representation
Learning Frameworks

In this section, we demonstrate the implementation de-
tails of different representation learning frameworks in Ta-
ble 4. To implement CNN-R⊕D, we lift each pixel in
the depth image to its corresponding 3D point to get the
XYZ map as well as the normal map. We then concate-
nate them with the RGB map and feed it into a ResNet34-
PSPNet encoding-decoding network for feature extraction
of each point (pixel). For PCN-R⊕D, we append RGB val-
ues of each point to its 3D coordinate as well as its nor-
mal vector and then utilize the RandLA-Net for representa-
tion learning. The CNN-R+CNN-D utilizes two ResNet34-
PSPNet networks for feature extraction from the RGB im-
age and the XYZ and normal maps respectively. Bidirec-
tional fusion modules (Section 3.2) are added to each en-
coding and decoding layer. For PCN-R+PCN-D, we lever-
age one RandLA-Net to extract features from the RGB
value of each point and another one for representation learn-
ing of the 3D coordinate and the normal vector of each
point. In the network flow, bidirectional fusion modules
are added to each layer for information communication
as well. To implement CNN-R+3DC-D, we replace the

RandLA-Net with a 3D convolution neural network. In the
encoding stages, the voxel size decreases from 323 to 43

(323 → 163 → 83 → 43) and the feature dimensions in-
creases from 32 to 256 (32 → 64 → 128 → 256). In the
decoding stage, the voxel size increases and feature dimen-
sions decrease inversely. Finally, the geometry feature of
each point is obtained within a trilinear interpolation man-
ner, as in PVCNN[12], which is then concatenated with the
appearance feature from CNN.

C. More Results

C.1. Quantitative result on the LineMOD dataset.

More results of 6D pose estimation on the LineMOD
dataset are shown in Table 1.

C.2. Quantitative result on the Occlusion-
LineMOD dataset.

We report more results on the Occlusion-LineMOD
dataset in Table 2. We follow the state-of-the-art to train our
model on the LineMOD dataset and only use this dataset for
testing.



Figure 2: Qualitative results of 6D pose on the YCB-Video dataset. Objects in bounding boxes show the pose that we
outperform the state-of-the-art significantly. Object vertexes in the object coordinate system are transformed by the ground
truth or predicted pose to the camera coordinate system and then projected to the image by the camera intrinsic matrix.
Compared to PVN3D [5] with the DenseFusion [17] architecture, our FFB6D is more robust towards occlusion and objects
with similar appearance or reflective surfaces, which are quite challenging for either isolated CNN or point cloud network
feature extraction.

C.3. Visualization on predicted pose on the YCB-
Video Dataset.

We provide some qualitative results on the YCB-Video
dataset in Figure 2.
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