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Abstract

Complex backgrounds and similar appearances between

objects and their surroundings are generally recognized as

challenging scenarios in Salient Object Detection (SOD).

This naturally leads to the incorporation of depth infor-

mation in addition to the conventional RGB image as in-

put, known as RGB-D SOD or depth-aware SOD. Mean-

while, this emerging line of research has been consider-

ably hindered by the noise and ambiguity that prevail in

raw depth images. To address the aforementioned issues,

we propose a Depth Calibration and Fusion (DCF) frame-

work that contains two novel components: 1) a learning

strategy to calibrate the latent bias in the original depth

maps towards boosting the SOD performance; 2) a simple

yet effective cross reference module to fuse features from

both RGB and depth modalities. Extensive empirical ex-

periments demonstrate that the proposed approach achieves

superior performance against 27 state-of-the-art methods.

Moreover, our depth calibration strategy alone can work

as a preprocessing step; empirically it results in notice-

able improvements when being applied to existing cutting-

edge RGB-D SOD models. Source code is available at

https://github.com/jiwei0921/DCF.

1. Introduction

Salient Object Detection (SOD) is an important com-

puter vision problem that aims to identify and segment the

most prominent object in a scene. It has found success-

ful applications in a variety of tasks such as object recog-

nition [59], image retrieval [38, 61], SLAM [37] and video

analysis [25, 19, 14]. To tackle the innate challenges in ad-

dressing difficult scenes with low texture contrast or in the

presence of cluttered backgrounds, depth information has

been incorporated as a complementary input source. The
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(d) Models with Depthraw vs. Depthcal on NJU2K benchmark
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Figure 1. Top: Examples of different depth qualities; GT de-

notes the ground-truth saliency map; Depthraw denotes the orig-

inal depth map; Depthest in the 4
th and 5

th columns are the esti-

mated depth produced by CoNet [34] and our DCF, respectively;

Depthcal of the last column is generated by our proposed depth cal-

ibration strategy. Bottom: Accuracy of two representative RGB-D

SOD models (D3Net [24] and DMRA [54]) trained with original

and calibrated depth (‘+Cal’), respectively.

growing interests in the development of RGB-D SOD meth-

ods [12, 42, 48] are especially boosted by the rapid progress

and flourish of varied 3D imaging sensors [29], ranging

from the traditional stereo imaging that produces disparity

maps, to the more recent structured lighting [76, 30], time-

of-flight, light field [63, 71, 72] and LIDAR cameras that

directly generate depth images. As showcased by the recent

cross-modality fusion schemes [7, 10, 44], adding depth-

map on top of RGB image as an extra input leads to supe-

rior performance in localizing salient objects on challenging

scenes.

In essence, the actual value of depth in SOD lies in its

capability of discerning the object silhouette from back-

ground. Nevertheless, practical examination as presented in

Fig. 1 implies two main issues that hinder the full exploita-
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Figure 2. An overview of the proposed Depth Calibration and

Fusion (DCF) framework.

tion of depth-map: 1) The depth maps are often exceed-

ingly noisy at the object boundaries, as shown in Fig. 1(a),

which may be hampered by the limitation of depth sen-

sors and scene configurations such as occlusion [64], reflec-

tion [3, 43] and viewing distance [2]; 2) Even with correct

depth, as exampled by Fig. 1(c), the foreground object often

differs only slightly from the surrounding background in the

depth maps. This severely limits the potential performance

gain of incorporating depth maps compared to using RGB

image as the sole input.

To tackle the above two challenges, a Depth Calibration

and Fusion (DCF) framework is proposed. As illustrated

in Fig. 2, our DCF generates an optimal calibration of the

depth values that directly promotes salient object detection.

Our approach contains the following main contributions:

• A two-step calibration & fusion pipeline is developed:

step one involves calibrating the depth image and cor-

recting the latent bias in the original depth maps; step

two introduces an effective Cross Reference Module

(CRM) to fuse the feature representations from RGB

and calibrated depth streams. The performance of the

proposed approach is demonstrated with extensive em-

pirical experiments, and compared with 27 state-of-

the-art RGB-D SOD methods.

• Our depth calibration module can serve as a pre-

processing step that is directly applicable to ex-

isting RGB-D SOD methods. By introducing the

depth calibration module to the existing RGB-D based

SOD methods, the MAE metric of D3Net [24] and

DMRA [54] are decreased by 8.5% and 7.8%, re-

spectively, when being evaluated on the widely-used

NJU2K benchmark.

2. Related Work

Remarkable progress has been evidenced recent years in

RGB-image based salient object detection [22, 40, 46, 56,

75, 67, 79]. Meanwhile, the performance still deteriorates

severely when objects and their surroundings possess simi-

lar appearances, or background scenes are heavily cluttered.

As a remedy, the incorporation of depth maps in RGB-D

saliency detection has greatly promoted the model perfor-

mance under those challenging scenarios, benefiting from

the embedded rich spatial structure and 3D layout informa-

tion of the depth maps [5, 15, 17, 18, 21, 41, 62, 77].

The existing RGB-D SOD methods focus more on de-

signing an effective cross-modal fusion strategy to merge

the complementary information from RGB and depth chan-

nels. Qu et al. [57] attempted to use hand-crafted fea-

ture vectors as input to train a CNN-based model and

achieved significant improvements over traditional methods

[16, 27, 53, 58]. Chen et al. [8] designed a progressive two-

stream network, in which the cross-modal residual func-

tions and complementarity-aware supervisions were used to

explore cross-model and cross-level complements. Piao et

al. [54] proposed a depth-induced multi-scale recurrent at-

tention network, and designed a depth residual block to in-

tegrate cross-modal features. Fu et al. [28] jointly learned

RGB and depth inputs to mine useful complementary fea-

tures through a Siamese network. Fan et al. [26] intro-

duced a depth-enhanced module to excavate informative ge-

ometric cues from depth features, and also designed a cas-

caded refinement network to fuse multi-modal and multi-

level RGB-D features. To effectively learn the discrimina-

tive fused features, Li et al. [44] proposed a cross-modal

weighting strategy to encourage comprehensive interactions

between RGB and depth information. More detailed de-

scriptions of research in SOD field can be approached in

related comprehensive surveys [4, 24, 35, 53, 82].

However, depth maps are occasionally of low quality

[52, 76] and thus may contain a lot of noise and misleading

information, which results in the performance bottleneck of

RGB-D saliency models to certain extent. Recently, there

have been several emerging research works shedding light

on the influence of unreliable depth and trying to address

it. Zhao et al. [78] adopted a contrast prior loss to enhance

the color difference between foreground and background of

depth data. Similarly, Zhang et al. [69] proposed a semantic

guided depth correction subnetwork to produce enhanced

depth cues under the assumption that edges of depth map

should be aligned with edges of the RGB image. Fan et

al. [24] designed a three-stream feature learning network,

and performed a depth depurator unit to filter low-quality

depth maps during the test phase. Furthermore, Chen et

al. [6] leveraged the retrieval of a small set of similar images

from external datasets to acquire additional enhanced depth

information, and employed a selective fusion way to extract

hand-crafted saliency clues from the enhanced depth, origi-

nal depth and RGB image to predict saliency.

In this paper, we will systematically address the depth-

related side effects as discussed previously, and propose a

depth calibration and fusion (DCF) framework to tackle this

significant challenge. Different from existing methods, our

work aims to directly calibrate the raw depth, and the cal-
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Figure 3. Detailed architecture of our Depth Calibration and Fusion (DCF) network.

ibrated depth provides more reliable complementary infor-

mation for saliency models, which significantly boosts the

SOD performance. Meanwhile, when directly applying the

calibrated depth to existing RGB-D saliency models, no-

ticeable performance gain is also observed.

3. Methodology

In this section, we first illustrate the overall architecture

of the proposed DCF framework and introduce the key com-

ponent Depth Calibration (DC) strategy in detail. Addition-

ally, an effective Cross Reference Module (CRM) is pro-

posed to fuse the useful complementary information from

both RGB and depth modalities.

3.1. Overview

Fig. 2 provides an overview of the proposed DCF frame-

work. Based on a two-stream feature extraction network, it

contains two core components: depth calibration and fusion

strategies. As presented in Fig. 2 and Fig. 3, a depth cali-

bration (DC) strategy is proposed to correct potential noise

caused by unreliable raw depth maps and obtain the cal-

ibrated depth Idepth (or Depthcal). As for the examples

shown in Fig. 4, the calibrated depth can manifest the scene

layout and identify foreground regions better than the orig-

inal depth. Now, given the calibrated RGB-D paired data,

RGB image IRGB and the calibrated depth Idepth are fed

into a two-stream feature extraction network to generate hi-

erarchical features. For each stream, an encoder-decoder

net [66] is adopted as the backbone. This is followed by

a fusion strategy: cross reference modules (CRMs) are de-

signed to integrate the valuable cues from both RGB fea-

tures and depth features into the cross-modal fused features;

this leads to three decoding branches that deal with RGB,

depth and fused hierarchical features, respectively. Those

features are separately processed and the corresponding out-

puts are summed up to obtain the final saliency map SMap.

3.2. Depth Calibration

Effective spatial information from depth map plays an

essential role in assisting the localization of salient regions

on challenging scenes such as cluttered backgrounds and

low-contrast situations. However, unreliable raw depth and

potential depth acquisition errors resulted by viewing dis-

tance, occlusion or reflection, will impede the model from

extracting accurate information from the depth maps.

In order to tackle the performance bottleneck resulted by

noisy depth maps, we attempt to calibrate the raw depth to

better express the scene layout. There are two key issues

that need to be addressed: 1) How can the model learn to

distinguish depth maps with bad quality (negative cases)

from the good quality ones (positive cases)? 2) How to

produce the calibrated/corrected depth maps that can both

preserve helpful cues from good quality depth maps and

correct unreliable information from the bad quality depth

maps? Hence, we design the Depth Calibration (DC) strat-

egy, which is the core component of our DCF, as shown in

Fig. 3. Two sequential stages are involved to select the rep-

resentative samples, and generate the calibrated depth maps.

3.2.1 Difficulty-aware Selection Strategy

A difficulty-aware selection strategy is proposed to solve

the first key problem. As shown in Fig. 3, it aims to select
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the most typical negative and positive samples in the train-

ing database. These samples are then used to train a dis-

criminator/classifier in predicting the quality of the depth

maps, reflecting the reliabilities of depth maps.

We first pre-train two baseline models with the same

architecture for RGB data and depth data individually as

input under the supervision of saliency ground-truths, de-

noted as ψRGB(·), ψDepth(·), respectively. Then, a se-

lection scheme is designed to measure whether a depth

map is able to provide reliable information based on the

saliences predicted by the two baseline models. Specifi-

cally, according to saliency results generated by the RGB

stream and depth stream, we first compute the intersection

over union (IoU ) metric between the predicted saliency and

the ground-truth saliency for the two streams, denoted as

IoUdepth and IoURGB , respectively, for each training sam-

ple. Then, the IoUdepth scores for all the training samples

will be sequentially sorted from large to small. Based on

the ranking orders, the samples ranked top 20% of all the

training samples will be regarded as typical positive set Pset

(i.e., the quality of depth map is acceptable) and the bottom

20% will be regarded as typical negative set Nset (i.e., the

quality of depth map is bad and unacceptable). In addition,

when IoUdepth > IoURGB , these samples will be regarded

as positive samples as well, which indicates that raw depth

data provides richer global cues to identify foreground re-

gions than RGB input. Some typical examples of both pos-

itive cases and negative cases are shown in the upper right

corner of Fig. 3.

3.2.2 Depth Calibration Module

Based on the selected representative positive and nega-

tive samples, a ResNet-18 [32] based binary discrimina-

tor/classifier is trained to evaluate the reliability of the depth

map. Here, the selected positive set and negative set are

used for the training of the discriminator, {Depthraw, 1} ∈
Pset and {Depthraw, 0} ∈ Nset. Our trained discriminator

thus is capable of predicting a reliability score Ppos, indi-

cating the probabilities of the depth map being positive or

negative, respectively. The higher Ppos is, the better quality

the original depth maps have.

In addition, a depth estimator is established, which con-

tains several convolutional blocks using the same architec-

ture as that of [34]. The depth estimator is trained with

the RGB image and the good quality depth data pairs from

the positive set, i.e., {IRGB , Depthraw} ∈ Pset, so as to

mitigate the inherent noise resulted by inaccurate raw depth

data. In the depth calibration module, instead of directly

using the raw depth map which might be unreliable, we re-

place the original depth map with the weighted summation

between the raw depth map and the estimated depth, and

the weight is determined by the reliability probability Ppos

predicted by the discriminator. Thereby, we obtain the cali-

Image GT Depthraw Depthest Depthcal

0.1798

0.8202

0.4371

0.5629

0.3257

0.6743

0.4346

0.5654

0.9995

0.0005

Positive
probability

Negative
probability

Discriminator

Figure 4. The internal inspections of depth calibration: examples

of input depth map Depthraw, intermediate estimated depth map

Depthest and the calibrated depth map Depthcal. The green and

yellow circles separately represent positive probability and nega-

tive probability produced by the discriminator.

brated depth map Depthcal, as in:

Depthcal = Depthraw∗Ppos+Depthest∗(1−Ppos), (1)

where Depthest and Depthraw represent the estimated

depth from depth estimator and raw depth map, respec-

tively. For better understanding, we visualize the interme-

diate results of the depth calibration procedure in Fig. 4.

For the negative cases with bad quality depth, as seen in the

1st and 3rd rows in Fig. 4, Depthcal provides more reliable

3D layout information than Depthraw. In terms of low-

contrast depth data (as seen in the 2nd and 5th rows), our

Depthcal can better manifest the complete scene structure

compared to the original depth. As for the original depth

map with good quality (as seen in the 4th row), the esti-

mated depth Depthest has suboptimal performance com-

pared to Depthraw. However, as the the reliability prob-

ability Ppos predicted by the discriminator will be high for

the good qualityDepthraw, our framework will still be able

to obtain a high-quality calibrated depth Depthcal.

3.3. Feature Fusion

After the depth calibration procedure, the calibrated

depth map Depthcal together with the RGB image are

fed to a two-stream feature extraction network to gen-

erate hierarchical features, denoted as {FDepth
i }5i=3 and

{FRGB
i }5i=3, respectively. Note that we preserve the last

three convolution blocks with plentiful semantic features

9474



and drop the first two convolutional blocks with high res-

olution to balance the computational cost. Generally, fea-

tures extracted from the RGB channel contain rich semantic

information and textural information; meanwhile, features

from the depth channel contain more discriminative scene

layout cues, which are complementary to that of the RGB

features. In order to integrate the cross-modality informa-

tion, our fusing strategy named Cross Reference Module

(CRM), is designed and illustrated in Fig. 5.

The proposed CRM aims to mine and combine the most

discriminative channels (i.e., feature detectors [65, 68])

among depth and RGB features, and generate more infor-

mative features. More specifically, given two input features

FRGB
i and F

Depth
i produced by the ith convolutional block

of the RGB stream and depth stream, respectively, we first

employ a global average pooling (GAP) to obtain the global

statistics in the RGB and depth views. Then, the two fea-

ture vectors are separately fed into a fully connected layer

(FC) and a softmax activation function δ(·) to obtain the

channel attention vectors AttRGB
i and Att

Depth
i , reflecting

the importance of the RGB features and depth features, re-

spectively. The attention vectors are then applied on the in-

put feature in a channel-wise multiplication manner. In this

way, the CRM will explicitly focus on important features

and suppress the unnecessary ones for scene understanding.

This procedure can be defined as:

Atti = δ(Wi ∗AvgPooling(Fi) + bi), (2)

where Wi and bi represent the parameters of the FC layer

for the ith features, and AvgPooling(·) denotes the global

average pooling operation. Then, the channel enhancing

feature Ḟi = Atti ⊗ Fi is generated, where ⊗ denotes the

channel-wise multiplication.

In addition, the attention vectors AttRGB
i and Att

Depth
i

are aggregated by the maximum function to preserve the

useful feature channels from both the RGB stream and

depth stream, which are then fed to the normalization op-

eration N (·) to normalize the output to the range from 0 to

1. And thus we obtain the cross-referenced channel atten-

tion vector AttCR
i . This procedure can be defined as:

AttCR
i = N (Max(AttRGB

i , Att
Depth
i )). (3)

Based on the fusion channel attention vector AttCR
i , the

enhanced features F̃RGB
i and F̃

Depth
i can be obtained by

summing the Ḟi
RGB and Ḟi

Depth with theAttCR
i enhanced

features. The enhanced features from the RGB branch and

depth branch are further concatenated and fed to the 1 × 1
convolutional layer to generate the cross-modal fused fea-

ture Fi. The procedure can be described as:

F̃i = Ḟi +AttCR
i ⊗ Fi, (4)

Fi = Conv1×1(Concat(F̃i
RGB , F̃i

Depth)). (5)
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Figure 5. The architecture of the proposed CRM.

Furthermore, a triplet loss is utilized to enhance the ob-

tained cross-modal fused feature Fi, so as to encourage the

fused feature to be closer of the foreground, meanwhile en-

larging the distance between the foreground feature and the

background feature. We use Fi as the anchor features. Fea-

tures corresponding to the saliency region are set as the pos-

itive, and features of the background region are set as the

negative, as in:

Fpos
i = Fi ⊗ S, (6)

Fneg
i = Fi ⊗ (1− S), (7)

where S represents the ground-truth saliency map.

The triplet loss Ltriplet then can be calculated as:

Ltriplet =Max(d(Fi,F
pos
i )− d(Fi,F

neg
i ) +m, 0), (8)

where d(·) indicates the Euclidean distance; m denotes the

margin parameter and is set as 1.0 following [60].

After the proposed CRM, we can obtain the cross-modal

fused feature {Fi}
5
i=3, which, together with the original

features extracted from the RGB stream {FRGB
i }5i=3 and

depth stream {FDepth
i }5i=3, are further fed to three separate

decoders supervised by S , as shown in Fig. 2. Finally, the

predictions from three decoders are summed to generate the

final saliency map SMap.

The optimization objective Ltotal of the proposed

method can be described as:

Ltotal = LRGB +LDepth +Lfuse +
α

N

5∑

i=3

Li
triplet, (9)

where LRGB , LDepth and Lfuse denote the binary cross

entropy loss between the prediction of each decoder and the

ground-truth saliency. N = 3 indicates the number of con-

volutional blocks involved in the triplet loss. In this paper,

the hyper-parameter α is set as 0.2 empirically.

4. Experiments

4.1. Datasets

To evaluate the performance of the proposed DCF

framework, we conduct experiments on five representative
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Table 1. Quantitative comparison on five representative large-scale benchmark datasets. The best two results are shown in red and blue,

respectively. * means non-deep-learning methods.

Pub. Method
DUTLF-Depth [54] NJU2K [36] NLPR [53] STERE1000 [50] SIP [24]

Eξ Fw
β Fβ MAE Eξ Fw

β Fβ MAE Eξ Fw
β Fβ MAE Eξ Fw

β Fβ MAE Eξ Fw
β Fβ MAE

ICIMCS14 DES∗ [13] .733 .386 .668 .280 .421 .241 .165 .448 .735 .259 .583 .301 .579 .281 .594 .295 .742 .352 .646 .300

SPL16 DCMC∗ [20] .712 .290 .406 .243 .796 .506 .715 .167 .684 .265 .328 .196 .655 .551 .742 .148 .787 .426 .646 .186

ECCV14 LHM∗ [53] .767 .350 .659 .174 .722 .311 .625 .201 .772 .320 .520 .119 .484 .379 .703 .172 .722 .286 .593 .182

CAIP17 MB∗ [84] .691 .464 .577 .156 .643 .369 .492 .202 .814 .574 .637 .089 .693 .455 .572 .178 .715 .474 .573 .163

TCyb17 CTMF [31] .884 .690 .792 .097 .864 .732 .788 .085 .869 .691 .723 .056 .841 .747 .771 .086 .824 .551 .684 .139

TIP17 DF [57] .842 .542 .748 .145 .818 .552 .744 .151 .838 .524 .682 .099 .691 .596 .742 .141 .794 .411 .672 .186

ICCVW17 CDCP∗ [85] .794 .530 .633 .159 .751 .522 .618 .181 .785 .512 .591 .114 .751 .596 .666 .149 .721 .411 .494 .224

CVPR18 PCA [8] .858 .696 .760 .100 .896 .811 .844 .059 .916 .772 .794 .044 .887 .801 .826 .064 .898 .777 .824 .071

TIP19 TANet [9] .866 .712 .779 .093 .893 .812 .844 .061 .916 .789 .795 .041 .893 .804 .835 .060 .893 .762 .809 .075

ICME19 PDNet [83] .861 .650 .757 .112 .890 .798 .832 .062 .876 .659 .740 .064 .880 .799 .813 .071 .802 .503 .620 .166

PR19 MPCI [10] .855 .636 .753 .113 .878 .749 .813 .079 .871 .688 .729 .059 .873 .757 .829 .068 .886 .726 .795 .086

CVPR19 CPFP [78] .814 .644 .736 .099 .895 .837 .850 .053 .924 .820 .822 .036 .912 .808 .830 .051 .899 .798 .818 .064

CVPR20 JL-DCF [28] - - - - - - - - .954 .882 .878 .022 .919 .857 .869 .040 .919 .844 .873 .051

CVPR20 S2MA [47] - - - - - - - - .938 .852 .853 .030 .907 .825 .855 .051 .911 .825 .849 .058

CVPR20 UCNet [69] - - - - - - - - .953 .878 .890 .025 .922 .867 .885 .039 .913 .836 .868 .051

TNNLS20 D3Net [24] .847 .668 .756 .097 .913 .860 .863 .047 .943 .854 .857 .030 .920 .845 .855 .046 .902 .808 .835 .063

ECCV20 CMWN [44] - - - - .910 .855 .878 .047 .940 .856 .859 .029 .917 .847 .869 .043 .906 .811 .851 .062

ECCV20 BBSNet [26] .833 .663 .774 .120 .924 .884 .902 .035 .952 .879 .882 .023 .925 .858 .885 .041 .916 .830 .872 .055

OursNJU+NLPR .890 .766 .804 .071 .924 .893 .902 .035 .957 .892 .891 .021 .927 .873 .885 .039 .920 .848 .875 .051

ICCV19 DMRA [54] .927 .858 .883 .048 .908 .853 .872 .051 .942 .845 .855 .031 .923 .841 .876 .049 .863 .750 .819 .085

CVPR20 SSF [73] .946 .894 .914 .034 .913 .871 .886 .043 .949 .874 .875 .026 .921 .850 .867 .046 .911 .829 .851 .056

CVPR20 A2dele [55] .924 .864 .890 .043 .897 .851 .874 .051 .945 .867 .878 .028 .915 .855 .874 .044 .892 .793 .825 .070

ACMM20 FRDT [74] .941 .878 .902 .039 .917 .862 .879 .048 .946 .863 .868 .029 .925 .858 .872 .042 .905 .817 .854 .063

ECCV20 DANet [81] .925 .847 .884 .047 - - - - .949 .858 .871 .028 .914 .830 .858 .047 .916 .829 .864 .054

ECCV20 HDFNet [51] .934 .865 .892 .040 .915 .879 .893 .038 .948 .869 .878 .027 .925 .863 .879 .040 .918 .835 .863 .051

ECCV20 CoNet [34] .947 .896 .908 .034 .911 .856 .872 .047 .934 .850 .848 .031 .928 .874 .885 .037 .909 .814 .842 .063

ECCV20 PGAR [11] .944 .889 .914 .035 .915 .871 .893 .042 .955 .881 .885 .024 .919 .856 .880 .041 .908 .822 .854 .055

ECCV20 ATSA [70] .947 .901 .918 .032 .921 .883 .893 .040 .945 .867 .876 .028 .919 .866 .874 .040 .912 .848 .871 .053

OursDUT+NJU+NLPR .952 .909 .926 .030 .922 .884 .897 .038 .956 .892 .893 .023 .931 .880 .890 .037 .920 .850 .877 .051

large-scale RGB-D SOD datasets, including DUT-D [54],

NJU2K [36], NLPR [53], STERE1000 [50] and SIP [24].

DUT-D [54] (i.e., DUTLF-Depth) consists of 800 indoor

and 400 outdoor scenes images paired with corresponding

depth maps. NJU2K [36] and NLPR [53] contain 1985 and

1000 paired stereo images, respectively. STERE1000 [50]

contains 1000 stereoscopic images downloaded from the In-

ternet. SIP [24] is a high-quality RGB-D dataset with 929

samples. Due to the limited space, the results on two more

datasets (LFSD [45] and DES [13]) can be accessed in the

released github webpage.

To make a fair comparison, we conduct experiments

with two different training setups, based on the two current

mainstream training settings. For the first training setting,

we use 1485 samples from the NJU2K and 700 samples

from NLPR as the training set following the same setup

as [24, 28, 69]. For the second one, we follow the same

training settings as existing works [11, 54, 73], where 800

samples from DUT-D, 1485 samples from NJU2K and 700

samples from NLPR are used the training set. The remain-

ing images and other public datasets are used for testing. To

alleviate potential overfitting, images in the training set are

augmented with randomly rotating, cropping and flipping.

4.2. Evaluation Metrics

Four widely-used metrics are adopted to evaluate

the model performance, including E-measure (Eξ) [23],

weighed F-measure (Fw
β ) [49], F-measure (Fβ) [1] and

Mean Absolute Error (MAE) [4]. In addition, we also eval-

uate the performance of the depth estimator on two RGB-D

datasets with high-quality depth maps. The performance

of the estimated depth is evaluated with Root Mean Square

Error (RMSE), absolute relative error (AbsRel), squared

relative error (SqRel) and depth accuracy at various thresh-

olds 1.25, 1.252 and 1.253, as suggested by [80].

4.3. Implementation Details

The framework is implemented with PyTorch and trained

using a Tesla P40 GPU with 24GB memory. The backbone

network [66] is equipped with ResNet-50 encoder part [32],

with initial parameters pre-trained in ImageNet [39]. All

images are uniformly resized to the dimension of 352×352
pixels for training and inferring. The proposed network is

trained in a multi-stage manner and it converges after a total

of 250 epochs, including 120 epochs for the difficulty-aware

selection module in the first stage, 60 epochs for the depth

calibration module in the second stage, and 70 epochs for

feature fusion in the last stage. During the whole training

procedure, the learning rate is set to 1×10−4, and Adam op-

timizer is adopted with mini-batch of 16. During the model

inference phase, the proposed framework predicts saliency

maps in an end-to-end manner and no post-processing pro-

cedure (e.g., CRF [33]) is applied in this work.

4.4. Comparison with State­of­the­arts

The proposed method is evaluated and compared with 27

RGB-D SOD methods, including 22 deep-learning-based

methods and 5 non-deep-learning ones (marked with ∗ in

Table 1). For a fair comparison, the results of the compar-
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Figure 6. Visual comparisons of the proposed model and existing state-of-the-art algorithms.

ison methods are generated by authorized codes or directly

provided by authors.

Quantitative Evaluation. Table 1 lists the quantitative

comparison results. Following the main-stream training se-

tups as that of [24] and [54], two different training settings

are adopted, the results of which are independently listed

in the first and second block of Table 1. Overall, our pro-

posed approach achieves superior performance compared to

the state-of-the-art methods with both training setups on the

five commonly used SOD datasets.

Qualitative Evaluation. Fig. 6 shows some representa-

tive samples generated by the proposed methods and sev-

eral top-ranking RGB-D approaches on several challenging

cases, including the long distance, cluttered background,

sharp boundary and multiple objects. As shown in the third

column of Fig. 6, the calibrated depth (Depthcal) can pro-

vide richer 3D layout cues than the raw depth (Depthraw).

For the challenging scenes with low-quality depth map re-

sulted by reflection (e.g., the 4th row) and viewing dis-

tance (e.g., the 5th and 6th rows), the proposed method

can better identify the salient objects by taking advantage

of the reliable spatial cues from the calibrated depth map

Depthcal. Therefore, both quantitative and qualitative eval-

uations demonstrate the effectiveness of the proposed depth

calibration and fusion framework.

4.5. Ablation Study

To verify the effectiveness of the proposed modules, ab-

lation studies are performed over each component of the

DCF framework to investigate their performance gains.

RGB Stream vs. Depth Stream. Table 2 (a) and (b) com-

pare the saliency prediction performance of the baseline

models using RGB data as input (RGB stream) and the orig-

inal depth data as input (depth stream), respectively. The

RGB stream achieves better performance than that of the

depth stream using original depth maps, indicating that the

RGB input contains more semantic and texture information

than that of the depth input. In addition, for the SIP dataset

with high-quality depth maps, the performance of the depth

stream is closer to that of the RGB stream, compared to

other datasets with lower-quality depth maps. This again

verifies the assumption that reliable depth cues can help the

model to identify the salient regions better.

Effect of depth calibration strategy. To evaluate the ef-

fectiveness of the depth calibration strategy, we first com-

pare the baseline model performance with the original depth

as input (depth stream) versus that of using the calibrated

depth (calibrated depth stream). As listed in Table 2 (b) and

(c), the calibrated depth reduces the MAE metric by aver-

agely 14.51% on four datasets. A relatively smaller perfor-

mance gain is achieved on the SIP dataset compared with

the rest datasets, which is reasonable since high-quality

SIP has already provided reliable depth cues in the origi-

nal depth maps. For better understanding, Fig. 4 visualizes

several representative examples of the original depth map,

the estimated depth as well as the final calibrated depth map,

and as shown in Fig. 7, features map F
Depth
cal extracted from

calibrated depth can capture scene layout information better

than FDepth
raw from raw depth (see 1st vs. 2nd rows).

We have also evaluated quality of the estimated depth

generated by the depth estimator on two datasets with high-

quality depth maps, including the SIP dataset and the DES

dataset. As listed in Table 3, our depth estimator achieves

more accurate depth estimation, compared with CoNet [34].

Also note that our depth estimator is trained by only 20% of

the training set, meanwhile CoNet was trained by 100% of
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extracted features from backbone with raw depth and calibrated depth as input, respectively. It is observed that the calibrated depth feature

maps capture richer structural information than feature maps from raw depth.

Table 2. Quantitative comparison with different ablation settings.

Index. Model.

NJU2K [36] NLPR [53] STERE1000 [50] SIP [24]

Eξ Fw
β Fβ MAE Eξ Fw

β Fβ MAE Eξ Fw
β Fβ MAE Eξ Fw

β Fβ MAE

(a) RGB Stream .905 .866 .869 .046 .942 .860 .855 .028 .916 .856 .863 .047 .908 .813 .839 .063

(b) Depth Stream .885 .800 .831 .068 .915 .794 .800 .044 .823 .609 .695 .122 .903 .802 .845 .068

(c) Calibrated Depth Stream .896 .824 .840 .059 .925 .819 .821 .039 .873 .742 .778 .083 .906 .804 .852 .067

(d) (a)+(c)+Direct fusion .910 .867 .878 .043 .945 .862 .859 .026 .919 .863 .867 .044 .913 .822 .859 .060

(e) (a)+(c)+CRM (w/o Ltriplet) .919 .882 .890 .038 .954 .887 .885 .023 .921 .866 .877 .042 .919 .845 .869 .052

(f) (a)+(c)+CRM (Ours) .924 .893 .902 .035 .957 .892 .891 .021 .927 .873 .885 .039 .920 .848 .875 .051

Table 3. Quantitative comparison with state-of-the-art method

CoNet [34] on the accuracy of the estimated depth, evaluating on

two high-quality RGB-D datasets SIP [24] and DES [13]. ↑ and ↓
represent high and low scores are better, respectively.

* RMSE ↓ AbsRel ↓ SqRel ↓ δ < 1.25 ↑ δ < 1.252 ↑ δ < 1.253 ↑

SIP [24]
CoNet 0.4350 0.1507 0.0947 0.6713 0.9060 0.9846

Ours 0.4289 0.1482 0.0907 0.6866 0.9168 0.9867

DES [13]
CoNet 0.6426 0.2586 0.2023 0.4364 0.7446 0.9317

Ours 0.4794 0.1978 0.1192 0.5569 0.8764 0.9851

Table 4. Accuracy of the state-of-the-art RGB-D saliency mod-

els (i.e., D3Net [24] and DMRA [54]) trained with our calibrated

depth vs. the raw depth. ‘+Cal’ represents the models trained on

the calibrated depth.

*

DUT-D [54] NJU2K [36]

Fw
β Fβ MAE Fw

β Fβ MAE

D3Net [24] 0.668 0.756 0.097 0.860 0.863 0.047

D3Net(+Cal) 0.747 0.788 0.081 0.872 0.875 0.043

DMRA [54] 0.858 0.883 0.048 0.853 0.872 0.051

DMRA(+Cal) 0.875 0.899 0.043 0.864 0.883 0.047

the same training set, which also demonstrates the effective-

ness of our difficulty-aware selection strategy.

Furthermore, to verify the generalization capability of

the proposed depth calibration module, we have also ap-

plied the calibrated depth on two state-of-the-art SOD mod-

els, including D3Net [24] and DMRA [54]. As listed in

Table 4, by replacing the original depth map with the cal-

ibrated depth to train D3Net and DMRA, noticeable per-

formance gains have been achieved for the DUT-D dataset

and NJU2K dataset. The MAE metric has been decreased

by 12.5% and 9.1% for D3Net and DMRA, respectively.

Therefore, extensive experiments have demonstrated the ad-

vantages of the proposed depth calibration strategy.

Effect of fusion strategy. For the cross-modality fusion

module to integrate the RGB and depth features, a straight-

forward solution is to use concatenation followed by convo-

lution operations to fuse the complementary features from

RGB and depth (direct fusion). In Table 2, by comparing

(d) and (f), we can see that the proposed CRM can better

fuse the complementary information from RGB and depth

features, compared with direct feature fusion. Meanwhile,

compared to (f) in Table 2, i.e., the final framework, when

excluding the triplet loss from the framework, performance

drop is observed on all the experimental datasets, indicating

the effectiveness of the triplet loss in enhancing feature rep-

resentations. In summary, quantitative and qualitative anal-

ysis showed that our DCF framework can effectively cap-

ture reliable depth information and integrate complemen-

tary cross-modal features.

5. Conclusion

In this work, a Depth Calibration and Fusion (DCF)

framework is proposed for accurate RGB-D SOD. Firstly,

a depth calibration strategy is designed to correct the poten-

tial noise from unreliable raw depth. The calibrated depth

has been proved to effectively improve the model perfor-

mance, for both the proposed framework and state-of-the-

art RGB-D saliency models. Additionally, a cross reference

module is proposed to effectively integrate the complemen-

tary cues from RGB and depth features. Extensive exper-

iments demonstrated the superior performance of our ap-

proach over 27 state-of-the-art methods.
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