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D
istributed control has emerged as a major focus 
in the systems and controls area, with multiagent 
robotics playing a prominent role both as a canoni-
cal instantiation of a system, where control deci-
sions must be made by individual nodes across an 

information-exchange network, and as a rich source of ap-
plications [1]–[5]. These applications include environmental 
monitoring [6], collective materials handling [7], construc-
tion [8], disaster response [9], and precision agriculture [10].
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The technical developments in multiagent robotics have, 
in no small part, been driven by control innovations, such as 
coordinated control strategies for forming shapes or covering 
areas [11], [12]. Additionally, improvements in computing, 
sensing, communication, actuation, and power modalities 
have led to the creation of a number of relatively low-cost, 
small robots capable of acting in collectives [13]–[15]. How-
ever, it is still cost prohibitive for many researchers and 
educators to construct large-scale testbeds for distributed 
control that reliably and repeatedly operate tens to hundreds 
of robots simultaneously.

Beyond the initial cost, maintaining a multirobot testbed 
is complex and time-consuming; as a consequence, most 
research on distributed control of multirobot systems is vali-
dated in simulations instead of with hardware. Although 
high-fidelity robotics simulators are available and useful 
[16]–[18], their complicated software environments can make 
them difficult to set up and expand upon to faithfully simu-
late new robotic scenarios [19]. When considering the multia-
gent robotic domain specifically, the setup complexity and 
computational power required for high-fidelity simulations 
increases as the number of simulated agents and interactions 
increases. These issues can push researchers and educators 
to use simplified simulations, which typically neglect real-
world implementation issues, such as wheel slip, friction, 
networking, computation time, and actuator constraints.

A solution to the difficulties associated with validating 
distributed control algorithms in hardware or high-fidelity 
simulators is the Robotarium, a remotely accessible, pub-
licly available multirobot testbed located at the Georgia 
Institute of Technology. By allowing users to implement 
their algorithms remotely on physical robots, they can 
bypass drawbacks of building their own testbed or test-
ing in a simulated environment (see “Summary”). The 
Robotarium also serves as a first step toward a standard-
ized multirobot testbed where algorithms can be tested, 
compared, and validated by individuals worldwide on the 
same computational hardware, communication structure, 
and robots. This platform exposes users around the world 
to the theory-to-practice gap, accelerates the implementa-
tion of theory on distributed control of multirobot systems, 
and, ultimately, democratizes access to a state-of-the-art 
research facility.

The Robotarium was the first remote-access testbed for 
multirobot experiments available to the public [20]. Other 
remote-access robotics platforms have since been developed 
for more specific applications. A multirobot project similar to 
the Robotarium, named Duckietown, was released to the 
public recently [21]. Duckietown, originally developed as an 
inexpensive vision-based navigation testbed to be placed in 
classrooms and laboratories around the world, has incorpo-
rated a remotely accessible component centered around the 
AI Driving Olympics challenge [22]. Unlike the Robotarium, 
which is designed to be remotely accessible by a general audi-
ence with support for a wide range of high-level applications, 

Duckietown is aimed at the specific task of vision-based 
autonomous navigation, with hardware and software design 
focused on autonomous vehicle challenges. The Synchro-
nized Position Hold Engage Reorient Experimental Satel-
lites (SPHERES) remote-access testbed [23], [24] aboard the 
International Space Station serves as another example of a suc-
cessful publicly available robotics testbed. Unlike the general 
multirobot nature of the Robotarium, the SPHERES proj-
ect is specifically focused on satellite formation flight and 
docking algorithms in a microgravity environment.

The technical specifications of the original Robotarium 
have been described previously in [20]. Since then, the Ro
botarium has been through a significant upgrade (Figure 1) 
and has been open for general worldwide use since 22 August 
2017. The explicit mission of the Robotarium was originally to 
provide controls and robotics investigators from all over the 
world with free access to a state-of-the-art, multirobot testbed 
that can host and support a vast range of research pursuits. 
However, this release brought with it many unknowns cen-
tered around users, use cases, and demand. This article 
addresses the user-centric evolution of the Robotarium testbed 
and reports the user impact and outcomes from creating a 
multirobot laboratory, focusing explicitly on distributed con-
trol that is remotely accessible to the world at large.

The following sections will give a general introduction 
to the design of the testbed, as well as the submission pro-
cess, discuss the demographics of the user base, analyze 
the types of experiment submissions to the Robotarium, 
introduce some of the challenges associated with allowing 
unknown and possible inexperienced users to access a 

Summary

The experimental validation of robot control algorithms is 

expensive in terms of monetary funding as well as the 

time and expertise required for development and mainte-

nance. To remove these barriers, the Robotarium, a remote-

access, multirobot research facility, was developed to en-

able investigators, educators, and students from around 

the world to deploy and validate their algorithms on robotic 

hardware free of charge. The Robotarium has been avail-

able to the public for approximately two years, and in that 

time, it has gained hundreds of users from every continent 

except Antarctica and executed more than 1000 experi-

ments. The use cases of the Robotarium have been diverse, 

ranging from multiagent formation control to traffic modeling 

to biomimicry algorithms. This article provides a general in-

troduction to the design of the testbed, explains the submis-

sion process, discusses the demographics of the user base, 

analyzes the types of experiments submitted, introduces 

some of the challenges associated with allowing unknown 

(and possibly inexperienced) individuals to access a state-

of-the-art research testbed, and addresses how user experi-

ences and feedback help guide enhancements.
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state-of-the-art research testbed, and address how user experi-
ences and feedback help guide its enhancements.

THE ROBOTARIUM
The Robotarium, shown in Figure 1, is a remotely accessible 
swarm-robotics testbed, designed to help users quickly proto-
type and validate their distributed control strategies through 
implementation on physical robots without the overhead of 
setting up their own hardware or high-fidelity simulation. 
The testbed is also an opportunity for operators to compare 
the performances of similar algorithms by deploying them 
into a standardized hardware environment. If a user chooses 
to distribute his or her code, its performance can be verified 
by anyone around the world and leveraged in future endeav-
ors or projects. An explicit ambition is to democratize access 
so that world-class research infrastructure is available beyond 
well-endowed institutions; the platform is free to be used by 
anyone from anywhere in the world for academic investiga-
tion or educational purposes.

By design, the Robotarium enables individuals to deploy 
many different types of control algorithms and execute 
highly varied application scenarios, such as path-planning 
algorithms, task allocation problems, and behavior compo-
sitions. It is constructed to handle some the challenges 
associated with an always-on, remotely accessible hard-
ware platform, which include a user-friendly simulation 
interface, reliable and robust hardware, efficient power 
management with automatic recharging capabilities, and 
provably safe long-term operation given unknown user 

control commands. This section will briefly describe the 
Robotarium testbed, simulation application programming 
interface (API), and the submission process.

Testbed Design
The Robotarium is located in a converted classroom on the 
campus of the Georgia Institute of Technology. The testbed 
where experiments are deployed is a 12 × 14-ft2 custom ele-
vated platform. The walls of the testbed are outfitted with 
Qi inductive chargers that allow the robots to autonomously 
charge themselves between submissions and during ex
periments for which they are not required, as shown in 
Figure 2. This setup keeps the robots available for use over 
long time scales without human intervention. Wireless 
inductive chargers were chosen over conductive rail charg-
ing for general safety. Conductive charging always has a 
chance of being shorted, which can be catastrophic on an 
autonomous testbed that is left unattended for long periods 
of time. More importantly, the Robotarium is designed to be 
a highly visible and toured space, and conductive charging 
has the potential to harm visitors who may accidentally 
bridge the charging leads.

Eight Vicon motion-capture cameras [25] are mounted 
above the perimeter of the testbed to track each robot’s 
motion for data acquisition and control purposes. Each 
robot is tracked through a unique, nonsymmetrical pattern 
of Vicon Pearl markers, seen on the tops of the robots in 
Figure 2. The Vicon motion-capture system was chosen 
over the original single visual camera-tracking system due 

FIGURE 1 The Robotarium testbed with GRITSBot X robots charging around the perimeter.
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to its ability to easily observe a larger volume and return 
submillimeter-precision pose information at a maximum 
rate of 120 Hz for each robot in the arena. From a hardware 
safety standpoint, the speed, accuracy, and precision of the 
Vicon system allows the Robotarium to detect potentially 
harmful situations during the execution of an unknown 
experiment, which can then be autonomously corrected 
and averted.

Additionally, a 2-megapixel ELP camera [26], used for 
automatic video capture of experiments, is placed over the 
center of the testbed. This allows individuals from around 
the world to review their experiments quickly to identify 
potential flaws or undesirable behaviors and use the video 
to supplement presentations of their work. To convey addi-
tional information during the execution of the experi-
ment, an Optoma EH200ST projector [27] allows users to 
project time-varying environmental backgrounds onto the 
testbed during their experiments. These backgrounds can 
be general landscapes (for example, an urban city with 
roads, a forest with spreading fire, or the inside of a build-
ing), visualizations of environmental functions (such as 
potential fields or flow fields), or projections of poten-
tially useful information (including battery voltage, robot 
number, and desired control vectors). Figure 3 shows an 
example usage of the projector where desired robot goal 
locations are projected onto the testbed along with associ-
ated color rings and robot state information.

During its first year and a half of operation, the Robotar-
ium was populated with custom differential-drive mobile 
robots, named GRITSBots [13]. After this period, the GRITS-
Bot was updated to a larger custom-made differential-drive 
platform, the GRITSBot X (seen in Figure 2) for more reliable 

long-term operation. The differential-drive type of robot was 
chosen due to its well-studied nature, wide usage, general 
applicability to many multirobot scenarios, and design sim-
plicity. However, the general software framework of the 
Robotarium is designed in a modular way, allowing the 
future integration of any robot with Wi-Fi communication 
and wireless charging capabilities, depending on demand or 
long-term operational needs.

Beyond the functional design of the space for the remote 
user, a major effort was put forward to enable the Robotar-
ium to provide a theatrical and curated experience for stu-
dents, educators, researchers, and the general public. The 
room has various cosmetic design elements, including a 
large illuminated sign, viewing couches, and large observa-
tion windows that allow passersby the opportunity to watch 
and be inspired by the testbed in action. Making the space 
highly visible, instead of having it locked away for use by 
investigators exclusively, elevates the Robotarium’s impact 
beyond the academic research community. For example, the 
large couches facing the testbed provide visiting tours the 
opportunity to experience the Robotarium as a welcoming 
and entertaining learning experience, more like a planetar-
ium than a cold, clinical robotics laboratory. These choices 
expand the user base and general awareness of the Robotar-
ium in a grassroots way through word of mouth into com-
munities that could find the testbed useful but are not the 
anticipated individuals who would be targeted.

The Robotarium Simulation Application 
Programming Interface
The Robotarium simulation API is available in Matlab and 
Python [28], [29]. The purpose of the simulator is to enable 

FIGURE 2 A group of GRITSBot X robots charging on the inductive charging stations surrounding the Robotarium.
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users to rapidly prototype their distributed control algorithms 
and receive feedback about their implementation feasibil-
ity before sending them to be executed by the robots on 
the Robotarium. Originally, Matlab was chosen as the 
default development language due to its wide use in aca-
demia as a high-level prototyping tool for control design-
ers and roboticists as well as by mathematicians, biologists, 
social scientists, and those in other disciplines focused on 
distributed decision making. However, to provide a free 
alternative to Matlab, as requested by individuals outside 
of academia, a simulation environment is also available 
in Python.

When users run their simulation locally, the API pro-
duces an animated figure window with a cartoon represen-
tation of the robots moving within a bounding box that 
represents the edges of the workspace of the Robotarium 
testbed. Operators are not allowed to alter the bounding 
box or the cartoon representation of the robots, but they 
may customize the environment inside the bounding box 
as much as they desire. Anything a user can plot in a Matlab 
or Python figure window will be displayed. This enables 
operators to visualize static or dynamic environments that 
give their experiments context and provide additional 
information about the robots through time-varying labels 
or markers. For example, Figure 4(a) and (b) shows snap-
shots from the figure produced by the Robotarium simula-
tion API when running a script that controls 20 robots 
(represented by the orange squares) to form the Georgia 

Institute of Technology logo, which is plotted behind them 
at the end of the experiment for reference. If users do not 
wish to see the simulation visualization, it can be suppressed 
for faster runtime.

Simulation results produced by the Robotarium simula-
tor are not based on high-fidelity interaction or motion 
physics, due to the existence of other well-maintained sim-
ulation software and the ease of transferring a Robotarium 
simulation to hardware for validation. The simulator 
models the motion of the differential-drive robots through 
forward integration of a unicycle model
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In (2), the angular velocities for the right and left wheel, 
, Rr l !~ ~  (transformed through kinematic relations including 

the robot axle length, ,l  and wheel radius, ,)r  replace v and .~  

FIGURE 3 An overhead image of an experiment on the Robotarium, which projects the simulated behavior state, number identification, 
and current position displayed in text around each robot. The colored squares with correlated color circles centered on each robot’s 
current position indicate the desired goal locations for each robot.
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Operators may issue commands to control individual robot 
motion through v  and ~ in (1). In the simulation, motor dy
namics are not considered. However, the transformation in 
(2) is utilized to check whether user-issued velocity commands 
will cause actuator saturation or enter the nonlinear low-speed 
domain of the individual motors on the physical robots on the 
Robotarium. If infeasible commands are detected, individuals 
are warned in the API that their simulated results will most 
likely be different from the experimental ones if the script is 
submitted in its current state.

To move the simulated robots and, eventually, the 
physical robots on the Robotarium, users must produce 
a matrix of unicycle velocity commands for each robot at 
each time step. How these commands are generated is 
entirely up to the operator. If they need help, individuals 
have access to global state information for all of the robots, 
which can be manipulated as needed. The onboard prox-
imity sensors, encoders, and inertial measurement unit of 
the GRITSBot X are currently unavailable to users, as suf-
ficient models of their performance must be created for 
faithful simulation. The original platform (the GRITSBot) 
did not have external sensors for the operator to access. 
To sidestep this temporary shortcoming, the tracking 

information available on the Robotarium has been lev-
eraged by individuals to produce control commands (through 
individual, local, or global robot state feedback) and ma
nipulated to cause robots to react based on simulated 
sensor feedback.

Finally, when a simulation concludes, users may save 
any variables from their workspace that they are interested 
in as MAT or NumPy files. These data can be from purely 
artificial sources (such as robot behavioral states) or related 
to the Robotarium hardware (including global state infor-
mation from tracking data or individual robot battery volt-
age). After a simulation concludes, the API can display a 
summary of potential issues with the simulation that 
would cause rejection of the submission to the Robotarium, 
for example, robots traveling outside of the workspace 
or being too close to one another (a potential robot colli-
sion scenario).

Experiment Submission Process
Individuals access the Robotarium through a public web inter-
face at www.robotarium.org. The site contains information 
about the remote-access testbed, contact information for spe-
cific inquiries, frequently asked questions from the user base, 

(b)(a)

(d)(c)

FIGURE 4 Zoomed-in screenshots of the (a), (b) simulation and (b), (c) returned video from the Robotarium for an algorithm that drives 
20 GRITSBot X robots to form the Georgia Institute of Technology logo. The (a) initial and (b) final formation of the robots in the Robotar-
ium simulation figure. The (c) initial and (d) final formation of the robots in the deployed Robotarium experiment.
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and links to the Robotarium simula-
tion API repositories.

To submit their custom simula-
tion scripts to be executed by the 
robots on the Robotarium testbed, 
users must first create an account 
on the website. In addition to being 
able to submit files through the 
website, this allows them to track 
the status of their submitted experi-
ments, receive email updates when 
their experiments are completed, 
view the data and video returned 
from their experiments, and inter-
face with the Robotarium support 
team. To create an account, poten-
tial operators are asked to com-
plete an online form providing 
their name, email address, city, 
state/province, country, institute 
or employer (optional), position 
or t itle (optional), collaborators 
(optional), and reason(s) for using 
the Robotarium. The information 
about demographics and usage 
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Robotarium Simulator

Submit Simulation
Script

Validate User Code
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FIGURE 5 The Robotarium submission process. The user development and submission steps are highlighted in orange, while the inter-
nal Robotarium processes are shown in blue.

FIGURE 6 An example code snippet from the Robotarium API in Matlab. 
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reasons is collected to better identify the user base of the 
Robotarium and its motivations.

After creating an account, users enter the development 
cycle depicted in Figure 5. They begin with theorizing their 
multiagent control scheme; then, the produced algorithm 
must be implemented in the Robotarium simulation API. 
A basic example code snippet from the Robotarium Matlab 
API is pictured in Figure 6. When operators are satisfied 
with the performance of the simulated experiment, their 
main script (together with any custom supplementary func-
tions) should be uploaded to the Robotarium website. When 
uploading the code through a simple drag-and-drop or 
file-searching interface, users must also complete an 
experiment form containing a brief experiment descrip-
tion, estimated experiment time, and the number of robots 
required for the experiment (Figure 7).

The submitted user code is stored indefinitely in a 
database on a server located in the Robotarium facility, 
but individuals can delete their experiments from the 
database at any time through the Web interface. This 
long-term storage allows operators to resubmit the same 

code at a later date through the Web interface without 
local access to the files, exchange individual files of pre-
vious submissions, or request that a Robotarium admin-
istrator help with an error. Submitted code is never 
accessed or viewed by a Robotarium team member with-
out explicit user permission. Experiments are accessed 
through the database autonomously only by the server 
to be run on the platform. Individuals with additional 
concerns about privacy are able to upload non-human-
readable files to be run (such as MEX files). Neither the 
Robotarium team nor the Georgia Institute of Technol-
ogy asserts any rights to the code submitted or videos 
produced by remote users.

After operators submit their code to the website, it is 
pulled by the server and run in the simulation environment 
to check for problems, such as compilation mistakes, run-
time problems, inclusion of libraries not available on the 
server, excessive runtime, robot collisions, or robots leaving 
the workspace. If any issues are found during this verifica-
tion simulation, the experiment is rejected, and users 
receive a log file with specific details about the error. If the 

FIGURE 7 The Robotarium experiment submission form.
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simulation runs without issue, it is forwarded to a first-
come, first-served queue to be run on the Robotarium.

The server autonomously pulls the first verified experi-
ment in the queue and queries the robots on the testbed to 
select the N  most charged robots, where N  is the number 
of robots specified by the individuals through the submis-
sion form on the website. If the robot with the Nth lowest 
voltage is not above a voltage threshold deemed safe to run, 
the system waits until enough robots are charged. When 
the system is ready to execute the pulled experiment, the N  
robots selected depart from their charging stations to a 
random configuration in the middle of the testbed, and the 
user-submitted script is run from this point.

All experiments executed are a centralized realization of 
the submitted algorithm. The central server runs the user 
simulation and receives data from individual robots as well 
as the Vicon tracking system. The unicycle control inputs, 
created by the operator’s script and any required infor-
mation from the testbed, are sent from the server to the 
individual robots to follow. During an experiment, the 
background individuals see in their simulation (without the 
simulated robots and bounding box) is projected onto the 
testbed. In past submissions, operators have created city 
environments for the robots to traverse; forests with fires 
that spread and are extinguished based on the robots’ 
actions; visual markers, such as colored rings around each 
robot representing its internal behavior state; lines between 
robots showing simulated communication links; and many 
other visual feedback scenarios. Projections based on the 
location of each robot are made based on the position feed-
back from the Vicon tracking system. Figure 4 shows a 
snapshot from the returned overhead video of the simula-
tion described previously (which makes 20 robots form the 
Georgia Institute of Technology logo) being executed on the 
Robotarium with the logo that was added to the background 
of the simulator projected onto the testbed.

After an experiment finishes executing or is rejected in the 
verification step, the system autonomously sends an email to 
the submitting users informing them about their experi-
ment’s updated status. In its current state, the Robotarium 

runs autonomously from 9 a.m. to 5 p.m. EST Monday through 
Friday. If individuals submit during operational times, they 
can expect results back within 10 min if the experiment queue 
is empty or, based on current demand, as long as overnight if 
there are many experiments in the queue ahead of theirs. If an 
experiment runs successfully, users are returned an overhead 
visual camera feed of the experiment and any data saved by 
their submitted script. The experiment completes when the 
operators are satisfied with the returned data. However, if 
errors occur during implementation, users can learn where 
their algorithm breaks down during the experiment, work to 
modify their theory and code to alleviate the implementa-
tion issue, and quickly reenter the submission cycle to test 
their improvements.

UNDERSTANDING THE ROBOTARIUM USER BASE 
AND SUBMITTED EXPERIMENTS 
This section discusses who the Robotarium users are, why they 
use the testbed, what types of experiments they submit, and 
what they hope to achieve. The Robotarium has users from 
every continent around the world except for Antarctica! The 
explicit ambition behind the Robotarium project is to democra-
tize access to research-quality robotic hardware. This aspect of 
the mission involves making this robotic hardware not only 
available but also accessible and useful to the individuals who 
can benefit most from this platform. Thus, identifying current 
operators and understanding their goals ultimately determines 
whether the Robotarium has achieved its goal of being a widely 
used platform for distributed control of multirobot systems. 
The data presented in this section include user and experiment 
statistics collected from the opening of the Robotarium to the 
public from August 22, 2017 through July 5, 2019.

Robotarium User Demographics
In total, the Robotarium has had 568 individuals register to 
use the platform. Figure 8 shows numbers of people who have 
created Robotarium user accounts grouped by their self-
reported continental regions. The platform is mainly used by 
researchers and students from North American universities, 
which is likely due to the media coverage in the United States 
and early adoption by the U.S. university system. However, 
there is still a significant presence of account holders from 
outside of North America, which demonstrates the breadth of 
impact of a remotely accessible testbed.

Of the operators who have created accounts, 219 have 
submitted custom experiments to be executed on the plat-
form. Figure 9 shows the self-reported continental regions of 
residence for account holders who have submitted custom 
code to be run on the Robotarium. Currently, approximately 
40% of users who create a Robotarium account have de
ployed an experiment on the physical testbed. There are 
various reasons why people create accounts without sub-
mitting any experiments to run. For example, some individ-
uals explicitly state that they only want to use the Robotarium 
simulation API without submitting. In addition, multiple 
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FIGURE 8 The Robotarium user account demographics, grouped 
by self-reported continental regions. The numbers indicate opera-
tors from each region. These data were gathered from user-sub-
mitted application forms.
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accounts have been created by individuals working on team 
projects, with only one individual from the group submit-
ting an algorithm. Users who have created accounts more 
recently are likely in the developmental stage of their algo-
rithm and will submit work to the platform at a later date. 
Less-experienced operators may want to use the platform 
but do not yet have the programming or technical knowl-
edge to develop a functioning algorithm. Finally, there are 
most likely users who create accounts after hearing or read-
ing about the platform who simply never have the time to 
create a submission.

The self-reported reason each individual has for using the 
Robotarium varies. The most common reported theme is 
related to the well-known resource entry barrier to the multi-
robot domain. Due to limited finances, space, time, and/or 
expertise, many are unable to access robotics platforms and 
tracking equipment capable of testing their algorithms. Many 
universities, research institutions, and secondary schools 
simply do not have robotics facilities. For those that do, the 
platforms are typically not accessible or easily usable by those 
outside of the laboratory that maintains them or classroom 
that leverages them. One user from Brazil explained that his 
reason for using the Robotarium was to push beyond this bar-
rier and experience the complications that arise when trans-
ferring theory to application, saying, “[The] Robotarium will 
be used to learn principles of robotics and control and auto-
mation engineering. There is a lack of hardware at the univer-
sity where I study. Therefore, practical lessons of those subjects 
are affected as well as my learning experience. [The] Robotar-
ium would be an awesome solution to this specific matter.”

A less practical but equally important reason some indi-
viduals have chosen to use the Robotarium is to garner more 
interest in their research and be motivated by seeing their 
work come to life in hardware. Yunus Sahin, a Ph.D. candi-
date at the University of Michigan, used the Robotarium to 
test a temporal logic-based control synthesis for multiagent 
systems that resulted in publication [30]. In the experiment, 
10 robots are deployed for various tasks (such as populating 
or avoiding some regions, visiting virtual charging stations, 
and not visiting some regions until a specific event occurs), 
simulating an emergency response scenario. When asked 
about the impact the Robotarium had on his work, Sahin 
responded, “The most important benefit of using the Robotar-
ium, for me, is the motivation and inspiration I get from 
seeing my algorithm working on actual robots. Furthermore, 
my research attracts more attention when I use the Robotar-
ium videos in my papers/presentations.”

Some users test their algorithm on the Robotarium for con-
venience: it is a tedious process to set up and deploy algorithms 
on a robotic swarm, even if a person has access to them. It 
is extremely time-consuming to program low-level collision 
avoidance and motion controllers or debug common problems 
with hardware failure and communication protocols. The 
Robotarium gives operators a chance to sidestep these common 
complications. For example, Ravi Haskar (a Ph.D. candidate 

from Stanford University) used the Robotarium to test a dis-
tributed control strategy generated by deep reinforcement 
learning for fighting forest fires [31]. When asked why he used 
the Robotarium for his experiments, he said, “The Robotar-
ium allowed me to conduct hardware experiments without 
worrying about the overhead of setting up robots and other 
associated hardware first. The simulation environment allowed 
me to easily determine if the setup of a given experiment 
would show the details I needed, without also running the 
entire hardware system.”

Finally, some users choose to deploy their algorithms on 
the Robotarium due to its standardizing nature. Typically, 
educational modules or robotics experiments in multirobot 
systems are completed on hardware infrastructure that is not 
easily replicable. As a result, produced code and results are 
hard to share, verify, and compare when robots, computational 
hardware, and tracking systems vary across locations. How-
ever, any code developed for an algorithm deployed on the 
Robotarium can be easily shared, modified, and expanded to 
be implemented on the same hardware and produce metrics 
that are comparable without worry about different implemen-
tation hardware. Ramviyas Nattanmai Parasuraman, a post-
doctoral research associate from Purdue University, used the 
platform to test his multipoint rendezvous algorithm [32] 
for this very reason, saying, “[The Robotarium] has greatly 
enabled realistic and immediate verification of our multiro-
bot consensus and formation algorithms, through simula-
tions and real experiments with the Robotarium platform. 
Using the platform, we were able to validate our algorithms 
and provide a reproducible code that can be implemented 
and tested anywhere.”

The Robotarium user statistics offer confirmation this 
remote-access testbed has a worldwide impact. The individ-
ual feedback from Robotarium operators provides encourag-
ing testimonials that, beyond global impact, the Robotarium 
is fulfilling its democratization goals. It is promising that op
erators agree the testbed is helping break down the resource 
barrier to entry for multirobot education and research, pro-
viding inspiration to its users, enabling algorithms to be tested 
in hardware at a more rapid pace by alleviating hardware 
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FIGURE 9 The users who have submitted custom experiments to 
be run on the Robotarium, broken into continental regions. The 
numbers indicate operators from each region. These data were 
gathered from user-submitted application forms.
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setup and debugging time, and making the first steps toward 
a standardized hardware testbed.

Submitted User Experiments
When the Robotarium was created, it was intended to be uti-
lized by controls investigators focused on distributed systems 
who did not have the resources to test their multiagent algo-
rithms. The supportive tools developed, robots used, and 
attainable experimental data were chosen to assist an audience 
well versed in robotics applications. Figure 10 depicts the types 

of experiments, grouped into generalized research areas based 
on self-reported descriptions, that have been executed on the 
Robotarium. Although most of these experiments have tested 
control and robotics problems, there are a significant number 
of use cases (and, thus, users) outside of the originally assumed 
demographic making use of the platform.

The majority of research-oriented submissions to the 
Robotarium test solutions to collective control problems (that 
is, formation and coverage control), which makes sense as 
they are the rich, multiagent domains that this platform was 
originally targeting. However, there are also interesting and 
unexpected uses of the Robotarium, such as for high-level 
autonomous vehicle control to alleviate traffic congestion and 
studies of individual insect behaviors that reproduce group-
level performance seen in biological systems. Outside of the 
expected controls investigators and roboticists, these experi-
ments show that mathematicians, traffic engineers, biologists, 
social scientists, and other investigators are also using the 
Robotarium. These use cases are unintended but valuable 
consequences of building a remotely accessible testbed.

The research-based submissions to the Robotarium have 
contributed to 35 published peer-reviewed papers [33]. 
Figure 11 shows the breakdown of these publication topics. 
These publications show that, beyond feeling useful to 
users, the experiments being run on the Robotarium are 
capable of providing research-quality data that are enabling 
investigators to publish their algorithms with hardware 
validation in a variety of fields.
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FIGURE 10 The types of experiments executed on the Robotarium, grouped into generalized research areas. The numbers indicate the 
quantity of each experiment type. The legend is sorted by the number of experiments in each area, from largest to smallest. These data 
were gathered from user-submitted experiment forms. 
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FIGURE 11 The number of peer-reviewed publications supplemented 
by Robotarium experiments, grouped into generalized research 
areas. The numbers indicate the quantity of experiments for each sub-
ject. The legend is sorted by the number of publications of each type, 
from largest to smallest. These data were gathered through Google 
Scholar based on the peer-reviewed article citations of [20] containing 
experimental validation from the Robotarium. 
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Beyond experimental investigation, the platform is 
unexpectedly being leveraged substantially by collegiate- 
level educators and individual students for educational pur-
poses, as indicated by their 470 submissions. A significant 
number of individuals are developing project-based courses 
around the Robotarium. For example, the Robotarium was 
used to supplement a minicourse introducing control of 
multiagent systems in France, where students implemented 
consensus and formation control algorithms. Some classes 
within the Georgia Institute of Technology are implement-
ing Robotarium projects as an easy and safe way for students 
studying on campus or remotely to transfer their classroom 
knowledge to a controlled robotics laboratory setting. For 
example, it is used by the Georgia Institute of Technology’s 
Cyberphysical Design and Analysis course, offered both 
online and on campus, for which students are tasked with 
developing Robotarium code to move a single robot between 
waypoints by developing their own open- and closed-loop 
controllers. The goal of this project is to have the students 
experience the purpose of feedback control systems through 
implementation on a physical system. It is also used by the 
Georgia Institute of Technology’s Network Control Systems 
course, in a final project where students form teams to create 
competing capture-the-flag algorithms, shown in Figure 12.

In addition to specific minicourses and collegiate classroom 
assignments, some of these educational submissions come 
from individuals furthering their education by transferring 
theories learned in class to practice on the Robotarium. Some 
users have simply taken example code from the website to 
form shapes or drive to points and, then, adjusted the param-
eters to see the results. This group, with interests outside of 
research, includes secondary school teachers who are work-
ing to integrate the platform into their curriculum as a way to 
create more engaging projects that spark students’ interest in 
mathematics, science, engineering, and programming.

The variety of experiment types deployed on the Robotar-
ium shows that the project is achieving its democratizing 
goal of being accessible and usable by a diverse population. 
These use cases demonstrate that the Robotarium is not 
only being widely used in a geographic sense but also in an 
application sense.

ADDRESSING REMOTE-ACCESS CHALLENGES 
TO IMPROVE USER EXPERIENCE AND 
HARDWARE SAFETY
The opening of the Robotarium to the world and its high 
adoption rate revealed many challenges associated with a 
remote-access multirobot testbed. The reported experiment 
demographics and operator feedback have driven the develop-
ment of the Robotarium to make it more robust, useful, and 
accessible to the user base. This includes the development of 
tools and guides that help those who are not robotics experts 
as well as those with experience control swarms of physical 
robots. This remote-use experience has also required safe 
automation routines that strike a balance between enabling 

our user base and guaranteeing the safe long-term operation 
of the testbed. This section will briefly describe the general 
challenges associated with robotics remotely accessible by 
an unknown audience and detail the Robotarium approaches 
to addressing these challenges and operator feedback.

Building a User Base and Providing Equal Access
Arguably, the most important challenge to overcome with 
a remotely accessible testbed is to develop a user base. A 
platform, such as the Robotarium, is only as strong as its 
operators, who deploy experiments and provide feedback. 
The famous quote from the movie Field of Dreams, “If you 
build it, they will come,” definitely does not hold for the 
Robotarium! The growth of the user base has been driven 
by mostly directed strategies, but it has also come from 
unintended side effects of the outreach efforts.

When remote-access use of the Robotarium was first 
allowed, advertising was first directed to the academic 
robotics community through common mailing lists and dis-
cussions at conferences. This established a small but experi-
enced and devoted user base. This small initial group of 
operators mostly comprised roboticists, who understood 
hardware difficulties and provided valuable ideas for useful 
tools that would better the experience.

After the initial usage by the academic robotics community, 
media outlets were contacted about the platform, its capabilities, 
and its relevance in the hope that they would report on it. This 
was successful and most notably produced an article in The Wall 
Street Journal [34]. The initial reporting on the Robotarium 
caused a chain reaction of more outlets covering the platform, 
which allowed the news to reach an extremely broad audience.

Traditional advertising for and fortunate reporting about 
the Robotarium contributed greatly to the creation of a user 
base, but these are not entirely responsible for the account 
holder growth; part of the contribution comes from interest 
garnered from outreach efforts. The Robotarium hosts 
biweekly open houses and scheduled tours that provide 
engaging educational experiences for those visiting the Geor-
gia Institute of Technology. Although the main purpose of 

FIGURE 12 A snapshot of a project from the Georgia Institute of Tech-
nology’s Network Control System class, where robots are competing 
in a game of capture the flag.
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these tours is community outreach, they have had an unin-
tentional effect of growing the user base as visitors began to 
use the testbed, and their experience has spread by word of 
mouth to their acquaintances.

Due to the healthy growth of the Robotarium user base, 
the frequency at which experiments are being submitted is 
increasing. This makes scheduling experiment runtime in a 
fair way an important challenge. For the past two months, 
typical usage of the Robotarium has been approximately 
5–15 experiments per day. The weeks leading up to major 
robotics conferences or class project submission deadlines 
can be even more demanding, and experiment submissions 
can spike to between 30 and 60 per day. Most experiments 
run between 5 and 10 min each, which can easily consume an 
entire day when considering robot downtime for charging. 
To solve the scheduling problem, experiments are put into a 
first-come, first-served queue based on time of submission. 
If a user submits a large number of experiments simultane-
ously, other experiments submitted afterward are slotted 
between them. This ensures that no single operator can 
monopolize the system. The first-come, first-served schedul-
ing method was chosen over a standard time slot reservation 
system since individuals are not present at the Robotarium to 
observe their experiment firsthand. Also, since the system is 
autonomous, delays caused by charging between experi-
ments and other unforeseeable circumstances would com-
pound, making it impossible to schedule exact time slots.

Assistive Software Tools for Users
An unexpected challenge with opening the Robotarium to 
the world was—and still is—creating an accessible API for 
the diverse user base. Originally, the Robotarium was 
released with several well-documented example scripts 
that implemented standard multirobot algorithms, such as 
rendezvous, formation control, and leader–follower. It was 
assumed that the user base would be multirobot research-
ers with enough previous experience to understand the 
control of differential-drive robots and the mathematics 
behind these algorithms. As is evident from the experi-
ment characteristics and based on feedback from Robotar-
ium users, this assumption was not correct.

The Robotarium API provides many prebuilt functions 
that assist with algorithm development and common im
plementation challenges. The most heavily used support 
functions provide

»» transforms of high-level abstractions to create motion 
models that better incorporate the physical platform’s 
motion constraints

»» controls for individual robot motion through posi-
tion, pose, and velocity controllers

»» checks for whether robot state conditions have been 
achieved

»» initialization routines that position robots randomly 
in the arena

»» collision avoidance functions that avoid collisions with 
other robots and simulated obstacles in the environment

»» functions to create simulated connections between 
individual robots to highlight network and graph-
theoretic properties.

These functions help users prototype higher-level algo-
rithms by removing the need for them to develop low-level 
controllers or obstacle-avoidance behaviors. For example, 
an individual may wish to assume simplified dynamics (for 
example, a single integrator) over the unicycle dynamics 
needed to control the robots. Additionally, for operators 
with limited robotics, controls, and programming experi-
ence, providing controllers with intuitive inputs (such as a 
set of waypoints for the robot to drive to or desired velocity 
direction) lifts the burden of controlling multiple nonlinear, 
nonholonomic differential-drive robots.

When creating control commands for the robots on the 
Robotarium to follow, users must send desired linear veloc-
ity, ,v  and angular velocity, ,~  commands that correspond 
to the unicycle model in (1). However, it is sometimes 
desirable to utilize simplified dynamics (such as a single 
integrator) when designing algorithms. Accordingly, the 
Robotarium provides utilities to map single-integrator 
dynamics to unicycle dynamics. This can be accomplished 
through standard proportional-integral-derivative control-
lers that enable the differential-drive robot to track the sin-
gle-integrator control vector. However, on the Robotarium, 
this is achieved through a near-identity diffeomorphism 
(NID) between the single-integrator and unicycle models 
described in “Mapping Single-Integrator Dynamics to Uni-
cycle Control Commands.”

Users have access to supporting functions that apply this 
NID with a default offset distance ,l  or they may choose to 
set the offset to whatever distance they would like. However, 
selecting a small l  can result in high rotational velocity com-
mands that may be unrealizable by the actuators on robots 
on the Robotarium. Some individuals do not consider this 
practical limitation for diffeomorphism. For this reason, 
additional variations of this function have been provided 
that also limit the produced angular velocity.

Not all users want to operate at the velocity-input level. 
For example, some of the educational uses for secondary 

The growth of the user base has been driven by mostly directed strategies, 

but it has also come from unintended side effects of the outreach efforts.
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Mapping Single-Integrator Dynamics to Unicycle Control Commands
hen differential-drive robots are being controlled, it can 

be more intuitive to consider single-integrator velocity 

commands. The simplicity of assuming that a robot can fol-

low desired linear velocity commands directly is also ame-

nable to the analysis of high-level mobile robot algorithms. 

However, the common differential-drive robot chassis can-

not follow single-integrator commands directly due to the 

nonholonomic constraint imposed by the no-slip condition 

on its wheels (that is, similar to a car, differential-drive ro-

bots cannot drive sideways). One effective solution to this 

problem is to use a near-identity diffeomorphism (NID) be-

tween the desirable single-integrator model and the more 

accurate unicycle model [S1]. The main idea of this method 

is to perturb the unicycle model slightly and show that there 

exists a diffeomorphism between a lower-dimensional ver-

sion of the unicycle model dynamics and single-integra-

tor dynamics.

Consider a differential-drive robot in a global reference 

frame O  with full-state ,x y  x i= <6 @  as depicted in Figure  S1. 

Let x yxp =
<6 @  represent the global position of the robot. 

Then, consider the following output of the state defined by

	 ( )
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= + ; E � (S1)

where .l0 R1 !  Geometrically, ( )s R2$ !  represents a point 

orthogonal to the wheel axis of the robot along the perpen-

dicular bisector of the axle at a distance .l  The body velocity 

of the robot in the global frame can be modeled through the 

unicycle model
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Note that v w <6 @  represents the unicycle control inputs of linear 

and angular velocity, respectively. The possible instantaneous 

velocities of the look-ahead point, ( ),s x  are not restricted by 

the nonholonomic constraint of the differential-drive platform. 

For intuition, consider a right-handed local coordinate frame 

for the robot where the x-direction is in the same direction as 

the linear velocity vector v in Figure S1. Given a pure rotational 

velocity command, the look-ahead point will instantaneously 

translate in the y-direction of the local frame. Similarly, if a pure 

translational velocity command is followed, the look-ahead 

point will instantaneously translate in the x-direction of the lo-

cal frame. Through the NID relating (S1) to (S2), it is possible 

to determine the single-integrator dynamics of ( )s x  given uni-

cycle velocity control inputs. If this relation is invertible, it will 

be possible to calculate unicycle velocity control inputs that 

cause ( )s x  to follow given single-integrator dynamics.

Differentiating (S1) with respect to time yields
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Substituting the unicycle dynamic model for xp
.

 and io  provides 

the desired relation
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The inverse of ( ),Rl i  given by
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exists for every ,i  as long as .l 0!  As such, any desired dy-

namics for the point ( )s x  [that is, ( )]s xo  may be mapped to a cor-

responding unicycle control input. That is, the input generated 

by a single-integrator-based algorithm may be considered as 

( )s xo  and mapped to an input for the differential-drive robot as

	 ( ) ( ).
v

R s xl
1

~
i= - o; E � (S7)

Selecting a small l can result in high rotational velocity com-

mands that may be unrealizable when applied to the differen-

tial-drive robot.
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FIGURE S1 A cartoon representation of a differential-drive 
robot, with the variables used in the diffeomorphism superim-
posed. The unicycle model state variables consist of x-  
and y-positions ( ] ),x x y[ T

p =  represented by the black point 
in the center of the robot, and the heading of the robot ( )i  with 
respect to a global reference frame .O  The unicycle model 
control inputs, represented by the blue arrows, consist of the 
linear velocity (v) and angular velocity ( )~  of the body. The 
perturbed reduced state variables ( ( , ))s xp i  are represented by 
the purple point projected a distance l  in the direction of the 
velocity vector.
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school students involve developing fundamental program-
ming skills and turning to the Robotarium as a motivating 
use case. Thus, they do not want to take a distracting tan-
gent into velocity control to enable students to use the 
platform. Research-oriented individuals want to test and 

implement path-planning algorithms that generate way-
points for the robot to traverse without concern for the 
low-level controller moving the robot between the way-
points. To facilitate use cases such as these, the Robotar-
ium supplies a number of position controllers based on 

Barrier Functions for Collision Avoidance

Safety in dynamical systems, which can be represented as 

the forward invariance of a subset of the state space, has 

been studied since 1940, when Nagumo provided necessary 

and sufficient conditions for set invariance [S2]. These condi-

tions were rediscovered and refined 30 years later in [S3] and 

[S4]. In particular, for a dynamical system

( ),x f x=o

with x Rn!  and given a safe set { ( ) }x h x 0 R RC n n1 ! ; $=  (de-

fined as the zero superlevel set of a smooth function : ,h R Rn "  

where ( )( / )h x x 02 2 !  for all x C2! ), the boundary of the safe 

set ,C  the following necessary and sufficient condition for set 

invariance holds:

( ) .h x x0is invariant  C C+ 6 2$ !o

In their current formulations, control barrier functions (CBFs) 

were introduced in [37] to ensure the safety of dynamical sys-

tems. Given a general nonlinear system in control affine form

	 ( ) ( ) ,x f x g x u= +o � (S8)

where x RX n! 3  is the state, u RU m! 3  is the input, and f  

and g  are two Lipschitz continuous vector fields, the goal is to 

ensure that the state x  never leaves the safe set .C  CBFs, de-

fined in Definition S1, can be used to achieve this goal.

DEFINITION S1: CONTROL BARRIER FUNCTION [S5] 

Consider the dynamical system in control af f ine fo rm 

(S8), and let RC D n! 1  be the zero superlevel set of a 

cont inuously d i f ferent iab le function : ;h RD n"  that is, 

{ ( ) }.x h x 0C D! ; $=  If there exists a Lipschitz continuous 

extended class K3  function a  such that, for the system (S8) 

and for all ,x D!

	 ( ) ( ) ( ( )),sup L h x L h x u h x
u

f g
U
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!
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then h  is a CBF. ( )L h xf  and ( )L h xg  denote the Lie derivatives 

of h  in the directions of the vector fields f  and ,g  respectively.

The following theorem summarizes two important proper-

ties of CBFs, which can be used to ensure both forward invari-

ance and asymptotic stability of safe sets.

THEOREM S1 [S5] 

Consider a dynamical system in control affine form (S8) and 

the zero superlevel set RC n1  of a continuously differentiable 

function ,h  as defined earlier. Then, any Lipschitz continuous 

controller u  such that (S9) holds for all x D!  renders the set C  

forward invariant and asymptotically stable, that is,

	 ( ) ( ) ( ),x x t t0 0for all forward invarianceC C&! ! $ � (S10)

	 ( ) ( ) ( ),x x t t0 as asymptotic stabilityC C& " "3" ! � (S11)

where ( )x 0  denotes the state x  at time ,t 0=  and ( )x t C"!  

means the distance between x  and the set C  decreases; that 

is, x  converges to the set .C

Implementation: A Centralized Approach

Consider a set of robots whose motion is modeled as single 

integrators with dynamics

	 ,s ui i=o � (S12)

where { , , }i N1 f!  for a group of N  robots. The ensemble 

state and control input are

	 , , , , , .s s s u u uN N1 1f f= =< < < < < <6 6@ @ � (S13)

A pairwise collision-avoidance constraint may be encoded 

as the barrier function

	 ( , ) ,h s s s s dij i j i j
2 2< <= - - � (S14)

where d 02  denotes the distance by which si  and s j  must 

remain separated. Note that

	 ( , ) ( ).h s s s s2s ij i j i jid = - � (S15)

Let ( , )h s ss ij
k

i jd  indicate the kth 2D component of the vector 

( , ).h s ss ij i jd  Then,
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Ensuring that

	 ( , ) ( , )h s s u h s ss ij i j i j
3d $ c-< � (S17)

for every { , , },i N1 1f! -  { , , }j i N1 f! +  guarantees that all 

robots avoid collisions [36], [38].

The following quadratic program (QP) produces such a safe 

controller u)  for every time step:

	 ( ) argminu s u u
u
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proportional control of the look-ahead point used in the 
NID described in “Mapping Single-Integrator Dynamics 
to Unicycle Control Commands.”

The Robotarium also provides pose controllers, such 
as the nonlinear controller from [35]. In this case, the 

system, with state ,x yx i= <6 @  may be stabilized to a goal 
pose .x yxgoal goal goal goali= <6 @  With x y xp =

<6 @  and x ,p goal=  
,x ygoal goal
<6 @  let

	 ,e x x ,p p goal< <= - � (3)

	 { , , }, { , , }.i N j i N1 1 16 f f! !- + � (S20)

Here, unom  denotes the nominal control input. Therefore, u)  rep-

resents a controller that avoids collisions while remaining as 

close as possible to the nominal control input.

The program in (S18) results in a controller that not only pre-

vents collisions but is also minimally invasive (that is, it alters the 

nominal controller as infrequently and as little as possible). This 

property implies that the robotic hardware is protected while also 

ensuring that the deployed algorithm runs effectively.

From a control perspective, (S18) is a fully centralized con-

troller. The QP requires position and desired control input infor-

mation from all pairs of robots and coordinates the controllers 

accordingly. In a real-world setting, such information may not 

be available to all agents; however, controlled testbeds can take 

advantage of the global tracking and communication in a labo-

ratory setting to solve such programs. In fact, this centraliza-

tion ensures maximum coordination among the robots, which 

reduces the chance of deadlock (that is, ( ) ,u s 0=)  ).u 0nom !

Implementation: A Decentralized Approach

From a computational perspective, the QP in (S18) has been 

solved at 100 Hz for 40 robots on the Robotarium; moreover, 

this runtime is possible with substantially underoptimized code. 

For larger numbers of robots, the runtime may be improved by 

decentralizing (S18), allowing the program to be solved in par-

allel. In [20], it is shown that a decentralized version of the QP 

in (S18) may be solved at 200 Hz (in parallel) for more than 100 

robots. Moreover, this parallelization decreases the computa-

tional complexity of adding more robots.

The decentralized QP is formulated based on the observa-

tion that (S18) depends on satisfying the inequality

	 ( , ) ( , )h s s u h s ss ij i j i j
3d $ c-< � (S21)

for each { , , },i N1 1f! -  { , , }.j i N1 f! +  If every pairwise 

constraint is included in the QP, then this QP becomes central-

ized. In particular, 

	 ( , ) ( , ) ( , ) .h s s u h s s u h s s us ij i j s ij i j i s ij i j ji jd d d= +< � (S22)

The centralized QP simultaneously chooses ui  and u j  to sat-

isfy the barrier-function constraint. However, the following al-

ternate formulation separates the selection of ui  and .u j

Consider the QP
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If every agent solves (S23), then
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Accordingly, all robots remain collision free. This formulation 

still requires that all robots have information about all other ro-

bots, yet the actual QP in (S23) may be solved in a decentral-

ized fashion (that is, each agent may solve the QP individually).

Unicycle Dynamic Considerations

The controller from (S18) or (S23) may be mapped to unicycle 

dynamics given the near-identity diffeomorphism described 

in “Mapping Single-Integrator Dynamics to Unicycle Control 

Commands.” Specifically, the QP in either (S18) or (S23) en-

sures that

	 s s di j< < $- � (S29)

for all { , , },i N1 f!  .j i!  Setting si  as the near-identity dif-

feomorphism look-ahead point, ( ),s xi i  at an offset distance l  

yields a mapping between the single-integrator dynamics and 

unicycle control input. Moreover, ensuring that

	 ,d r l2$ + � (S30)

where r 02  denotes the size of the robot, implies that

	 .rx x, ,p i p j< < $- � (S31)

Thus, the robots remain a minimum safe distance from each 

other, ensuring their safety.
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	 ( , ) ,tana y y x x2 goal goal goalz i= - - - � (4)

	 ( ).goala z i i= + - � (5)

The controller in [35] is given by

	 ( ) ,
( ) ( )

( ),cos
cos sin

v e w k hc a a c
a

a a
a z= = + + � (6)

with , , .k h 02c  Although discontinuous at the origin, this 
controller asymptotically stabilizes the system to .xgoal  The 
Robotarium provides a function that allows users to set the 
gains, , , ,k hc  or use the default tuned gains.

Based on experience with running hundreds of experi-
ments, many submissions fail when using the provided well-
tuned position and pose controllers due to infeasible guard 
conditions to change behaviors. For example, in a waypoint-
following example, robots will proceed to the next waypoint 
only after reaching the previous one. Many individuals 
make the condition of reaching a desired position, pose an 
exact equivalence, or with unachievable bounds (for exam-
ple, within a 1-mm envelope and a 1° orientation error). This is 
possible in simulation, which can mislead users inexperi-
enced with hardware into thinking this is also realizable 
experimentally. In implementation, the tracking system has 
unavoidable noise in its returned data, and robot actuators 
have limitations on minimum achievable speeds, making it 
impossible to reach any pose state exactly. For this reason, the 
Robotarium also provides state checking with default enve-
lopes that are achievable by the system. As with all other pro-
vided functions, users can customize these envelopes to make 
them larger or smaller, as desired.

Balancing Control Intent, User Failure,  
and Hardware Safety
A fundamental challenge associated with creating a research 
platform for broad, remote usage is that it must be flexible 
enough to allow users to submit a variety of experiments in 
different stages of refinement. As a consequence, a failed 
experiment may be as useful as a successful one for research 
purposes and learning progress. Thus, the system must sup-
port a truly vast array of possible types of controllers and 
scenarios. At the same time, the system must be safe, and 
operators should not be given the freedom to accidentally 
break the robots on the Robotarium. A careful tradeoff 
between flexibility and safety must be struck.

The impetus behind giving users remote access to physi-
cal robots is to allow for ideas that work on paper and in 
simulations to be hardened against real-world issues; exper-
iments should be expected to fail due to unexpected or 
unmodeled circumstances. The most common implementa-
tion difficulties that can cause experiment failures are com-
putational times that are too long for real-time control, 
aggressive individual robot controllers that do not account 
for motor dynamics, control commands that do not account 
for the nonlinear nature of the robots, communication delays 
and drops, and tracking or robot motion error. Although 
some of these failures result in errors that do not pose a threat 
to the hardware, others can cause collisions or motor failure.

If operators are allowed too much freedom, these unex-
pected problems in their experiments may cause the robots 
to collide and (at best) get stuck or (at worst) damage each 
other. To mitigate this issue, as discussed in [20], the Robotar-
ium deploys control barrier certificates [36]–[39] as a way of 
augmenting the uploaded controllers in a provably “mini-
mally invasive” manner. In this application of barrier cer-
tificates, the robots execute controllers that are as close to 
the user-specified controllers as possible in a least-squares 
sense, while satisfying a differential safety constraint (that 
is, the barrier certificate). Details of this approach are given 
in “Barrier Functions for Collision Avoidance.”

Although this construction is inherently safe and strikes 
a balance between flexibility and safety, it does mean that 
what is tested is not exactly what the individual uploaded, 
as the barrier certificate safety measures may alter the 
motion of individual robots significantly. For some opera-
tors, this is perfectly acceptable, as they are concerned only 
with high-level planning algorithms. Users who are more 
concerned with lower-level control may save their control 
inputs before and after the barrier certificates are applied 
to determine when the algorithm was affected. With this 
information, individuals can alter the algorithm or develop 
their own obstacle-avoidance behavior and, if it passes the 
validation simulation, run their own algorithm.

CONCLUSIONS AND FUTURE DEVELOPMENTS
The influence of and interest in the Robotarium has 
exceeded initial expectations. The platform is being used 
by controls, robotics, and other unexpected investigators 
around the world to improve the speed at which they can 
validate their work and make their distributed control 
algorithms more resilient to often-overlooked real-world 

The impetus behind giving users remote access to physical robots  

is to allow for ideas that work on paper and in simulations to be hardened 

against real-world issues.
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issues. Beyond research, it is being used to accelerate the 
learning of future controls engineers and roboticists world-
wide by bringing experience with physical systems into 
classrooms that otherwise would not be able to afford or 
maintain robotics platforms. Based on user feedback, the 
access to a testbed, such as this, is impacting individuals’ 
research and education. However, from the experiences of 
operating a publicly available testbed, there are improve-
ments that can be made to expand its capabilities, allow 
more investigators outside of the robotics field to easily use 
it, and simplify its maintenance and operation.

The Robotarium serves as the first-of-its-kind remote-
access testbed. Such systems improve substantially when 
they are widely adopted and used by a diverse community. 
Currently, the testbed is being used by researchers and 
educators from a multitude of backgrounds for a wide 
range of applications. With the continual adoption and 
refinement of the Robotarium, it can serve as a starting 
point for remote-access testbeds in other fields to accelerate 
inquiry and improve education.
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