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Summary. The word “ontology” is used with different senses in different com-
munities. The most radical difference is perhaps between the philosophical sense,
which has of course a well-established tradition, and the computational sense, which
emerged in the recent years in the knowledge engineering community, starting from
an early informal definition of (computational) ontologies as “explicit specifications
of conceptualizations”. In this paper we shall revisit the previous attempts to clarify
and formalize such original definition, providing a detailed account of the notions
of conceptualization and explicit specification, while discussing at the same time the
importance of shared explicit specifications.

1 Introduction

The word “ontology” is used with different meanings in different communi-
ties. Following [9], we distinguish between the use as an uncountable noun
(“Ontology,” with uppercase initial) and the use as a countable noun (“an
ontology,” with lowercase initial) in the remainder of this chapter. In the first
case, we refer to a philosophical discipline, namely the branch of philosophy
which deals with the nature and structure of “reality.” Aristotle dealt with
this subject in his Metaphysics1 and defined Ontology2 as the science of “be-
ing qua being,” i.e., the study of attributes that belong to things because of
their very nature. Unlike the experimental sciences, which aim at discovering
and modeling reality under a certain perspective, Ontology focuses on the

1 The first books of Aristotle’s treatises, known collectively as “Organon,” deal
with the nature of the world, i.e., physics. Metaphysics denotes the subjects dealt
with in the rest of the books – among them Ontology. Philosophers sometimes
equate Metaphysics and Ontology.

2 Note, that the term “Ontology” itself was coined only in the early seventeenth
century [13].
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nature and structure of things per se, independently of any further considera-
tions, and even independently of their actual existence. For example, it makes
perfect sense to study the Ontology of unicorns and other fictitious entities:
although they do not have actual existence, their nature and structure can be
described in terms of general categories and relations.

In the second case, which reflects the most prevalent use in Computer
Science, we refer to an ontology as a special kind of information object or
computational artifact. According to [7, 8], the account of existence in this
case is a pragmatic one: “For AI systems, what ‘exists’ is that which can be
represented.”

Computational ontologies are a means to formally model the structure
of a system, i.e., the relevant entities and relations that emerge from its
observation, and which are useful to our purposes. An example of such a
system can be a company with all its employees and their interrelationships.
The ontology engineer analyzes relevant entities3 and organizes them into con-
cepts and relations, being represented, respectively, by unary and binary predi-
cates.4 The backbone of an ontology consists of a generalization/specialization
hierarchy of concepts, i.e., a taxonomy. Supposing we are interested in as-
pects related to human resources, then Person, Manager, and Researcher
might be relevant concepts, where the first is a superconcept of the latter
two. Cooperates-with can be considered a relevant relation holding between
persons. A concrete person working in a company would then be an instance
of its corresponding concept.

In 1993, Gruber originally defined the notion of an ontology as an “explicit
specification of a conceptualization” [7].5 In 1997, Borst defined an ontology
as a “formal specification of a shared conceptualization” [1]. This definition
additionally required that the conceptualization should express a shared view
between several parties, a consensus rather than an individual view. Also,
such conceptualization should be expressed in a (formal) machine readable
format. In 1998, Studer et al. [15] merged these two definitions stating that:
“An ontology is a formal, explicit specification of a shared conceptualization.”

3 Entity denotes the most general being, and, thus, subsumes subjects, objects,
processes, ideas, etc.

4 Unfortunately, the terminology used in Computer Science is problematic here.
What we call “concepts” in this chapter may be better called “properties” or “cat-
egories.” Regrettably, “property” is used to denote a binary relation in RDF(S),
so we shall avoid using it. Also, Smith made us aware that the notion of “con-
cept” is quite ambiguous [14]. A way to solve the terminological conflict is to
adopt the philosophical term “universal,” which roughly denotes those entities
that can have instances; particulars are entities that do not have instances. What
we call “concepts” correspond to unary universals, while “relations” correspond
to binary universals.

5 Other definitions of an ontology have surfaced in the literature, e.g., [16] or [11],
which are similar to Gruber’s. However, the one from Gruber seems to be the
most prevalent and most cited.
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All these definitions were assuming an informal notion of “conceptualiza-
tion,” which was discussed in detail in [9]. In the following, we shall revisit
such discussion, by focusing on the three major aspects of the definition by
Studer et al.:

• What is a conceptualization?
• What is a proper formal, explicit specification?
• Why is ‘shared ’ of importance?

It is the task of this chapter to provide a concise view of these aspects
in the following sections. It lies in the nature of such a chapter that we have
tried to make it more precise and formal than many other useful definitions
of ontologies that do exist – but that do not clarify terms to the degree of
accuracy that we target here.

Accordingly, the reader new to the subject of ontologies may prefer to
learn first about applications and examples of ontologies in the latter parts of
this book and may decide to return to this opening chapter once he wants to
see the common raison d’être behind the different approaches.

2 What is a Conceptualization?

Gruber [7, 8] refers to the notion of a conceptualization according to
Genesereth and Nilsson [5], who claim: “A body of formally represented
knowledge is based on a conceptualization: the objects, concepts, and other
entities that are assumed to exist in some area of interest and the relationships
that hold among them. A conceptualization is an abstract, simplified view
of the world that we wish to represent for some purpose. Every knowledge
base, knowledge-based system, or knowledge-level agent is committed to some
conceptualization, explicitly or implicitly.”

Despite the complex mental nature of the notion of “conceptualization,”
Genesereth and Nilsson choose to explain it by using a very simple mathe-
matical representation: an extensional relational structure.

Definition 2.1 (Extensional relational structure) An extensional re-
lational structure, (or a conceptualization according to Genesereth and
Nilsson), is a tuple (D,R) where

• D is a set called the universe of discourse
• R is a set of relations on D

Note that, in the above definition, the members of the set R are ordinary
mathematical relations on D, i.e., sets of ordered tuples of elements of D. So
each element of R is an extensional relation, reflecting a specific world state
involving the elements of D, such as the one depicted in Fig. 1, concerning the
following example.
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Example 2.1 Let us consider human resources management in a large soft-
ware company with 50,000 people, each one identified by a number (e.g., the
social security number, or a similar code) preceded by the letter I. Let us as-
sume that our universe of discourse D contains all these people, and that we
are only interested in relations involving people. Our R will contain some
unary relations, such as Person, Manager, and Researcher, as well as the bi-
nary relations reports-to and cooperates-with.6 The corresponding extensional
relation structure (D,R) looks as follows:

• D = {I000001, ..., I050000, ...}
• R = {Person,Manager,Researcher, cooperates-with, reports-to}

Relation extensions reflect a specific world. Here, we assume that Person
comprises the whole universe D and that Manager and Researcher are strict
subsets of D. The binary relations reports-to and cooperates-with are sets of
tuples that specify every hierarchical relationship and every collaboration in
our company. Some managers and researchers are depicted in Fig. 1. Here,
I046758, a researcher, reports to his manager I034820, and cooperates with
another researcher, namely I044443.

• Person = D
• Manager = {..., I034820, ...}
• Researcher = {..., I044443, ..., I046758, ...}
• reports-to = {..., (I046758, I034820), (I044443, I034820), ...}
• cooperates-with = {..., (I046758, I044443), ...}

Researcher(I046758)

reports-to 

reports-to 

Manager(I034820)

Researcher(I044443)

Person(I050000)cooperates-with 

Fig. 1. A tiny part of a specific world with persons, managers, researchers, and
their relationships in the running example of human resources in a large software
company

6 The name of a person could also be assigned via relations, e.g.,
firstname(I046758,‘Daniel’) and lastname(I046758,‘Oberle’).



What Is an Ontology? 5

Despite its simplicity, this extensional notion of a conceptualization does
not really fit our needs and our intuition, mainly because it depends too much
on a specific state of the world. Arguably, a conceptualization is about con-
cepts. Now, should our concept of reports-to change when the hierarchical
structure of our company changes? Indeed, as discussed in [9], a conceptual-
ization should not change when the world changes. Otherwise, according to
the Genesereth and Nilsson’s view given in Definition 2.1, every specific peo-
ple interaction graph, such as the one depicted in Fig. 1, would correspond to
a different conceptualization, as shown in Example 2.2.

Example 2.2 Let us consider the following alteration of Example 2.1 with
D′ = D and R′ = {Person,Manager,Researcher, reports-to’, cooperates-with}
where reports-to’ = reports-to ∪ {(I034820, I050000)}.

Although we only added one new reporting relationship, it is obvious that
(D,R) "= (D′,R′) and, thus, we have two different conceptualizations accord-
ing to Genesereth and Nilsson.

The problem is that the extensional relations belonging to R reflect a
specific world state. However, we need to focus on the meaning of the under-
lying concepts, which are independent of a single world state: for instance,
the meaning of cooperates-with lies in the particular way two persons act in
the company.

In practice, understanding such meaning implies having a rule to decide,
observing different behavior patterns, whether or not two persons are coop-
erating. Suppose that, in our case, for two persons I046758 and I044443 to
cooperate means that (1) both declare to have the same goal; (2) both do
something to achieve this goal. Then, the meaning of “cooperating” can be
defined as a function that, for each global behavioral context involving all
our universe, gives us the list of couples who are actually cooperating in that
context. The reverse of this function grounds the meaning of a concept in a
specific world state. Generalizing this approach, and abstracting from time for
the sake of simplicity, we shall say that an intensional relation7 (as opposed
to an extensional relation) is a function from a set of maximal world states
(the global behavioral contexts in our case) into extensional relations. This is
the common way of expressing intensions, which goes back to Carnap [2] and
is adopted and extended in Montague’s semantics [4].

To formalize this notion of intensional relation, we first have to clarify what
a “world” and a “world state” is. We shall define them with reference to the
notion of “system,” which will be given for granted: since we are dealing with
computer representations of real phenomena, a system is simply the given
piece of reality we want to model, which, at a given degree of granularity, is

7 To underly their link with conceptualizations, Guarino has proposed to call such
intensional relations “conceptual relations” in [10].
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“perceived” by an observing agent (typically external to the system itself) by
means of an array of “observed variables.”8

In our case, this system will be an actual group of people interacting
in certain ways. For the sake of simplicity, we shall assume to observe this
system at a granularity where single persons can be considered as atoms,
so we shall abstract, e.g., from body parts. Moreover, we shall assume that
the only observed variables are those which tell us whether a person has a
certain goal (belonging to a pre-determined list), and whether such person is
actually acting to achieve such goal. Supposing there is just one goal, we have
50,000 + 50,000 = 100,000 variables. Each combination of such variables is a
world state. Two different agents (outside the observed system) will share the
same meaning of “cooperating” if, in presence of the same world states, will
pick up the same couples as instances of the cooperates-with relation. If not,
they will have different conceptualizations, i.e., different ways of interpreting
their sensory data. For instance, an agent may assume that sharing a goal is
enough for cooperating, while the other may require in addition some actual
work aimed at achieving the goal.

Definition 2.2 (World) With respect to a specific system S we want to
model, a world state for S is a maximal observable state of affairs, i.e., a
unique assignment of values to all the observable variables that characterize
the system. A world is a totally ordered set of world states, corresponding
to the system’s evolution in time. If we abstract from time for the sake of
simplicity, a world state coincides with a world.

At this point, we are ready to define the notion of an intensional relation
in more formal terms, building on [9], as follows:

Definition 2.3 (Intensional relation, or conceptual relation) Let S be
an arbitrary system, D an arbitrary set of distinguished elements of S, and W
the set of world states for S (also called worlds, or possible worlds). The tuple
<D,W> is called a domain space for S, as it intuitively fixes the space of
variability of the universe of discourse D with respect to the possible states of
S. An intensional relation (or conceptual relation) ρn of arity n on <D,W>
is a total function ρn : W → 2Dn

from the set W into the set of all n-ary
(extensional) relations on D.

Once we have clarified what a conceptual relation is, we give a represen-
tation of a conceptualization in Definition 2.4. Below, we also show how the
conceptualization of our human resources system looks like in Example 2.3.

Definition 2.4 (Intensional relational structure, or conceptualization)
An intensional relational structure (or a conceptualization according to
Guarino) is a triple C = (D,W,$) with
8 It is important to note that, if we want to provide a well-founded, grounded

account of meaning, this system needs to be first of all a physical system, and
not an abstract entity.
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• D a universe of discourse
• W a set of possible worlds
• $ a set of conceptual relations on the domain space <D,W>

Example 2.3 Coming back to the Examples 2.1 and 2.2, we can see them as
describing two different worlds compatible with the following conceptualization
C:

• D = {I000001, ..., I050000, ...} the universe of discourse
• W = {w1, w2, ...} the set of possible worlds
• $={Person1,Manager1,Researcher1, cooperates-with2, reports-to2} the set

of conceptual relations

For the sake of simplicity, we assume that the unary conceptual relations,
viz., Person1, Manager1, and Researcher1, are rigid, and, thus, map to the
same extensions in every possible world. We do not make this specific assump-
tion here for the binary reports-to2 and cooperates-with2:

• for all worlds w in W : Person1(w) = D
• for all worlds w in W : Manager1(w) = {..., I034820, ...}
• for all worlds w in W : Researcher1(w) = {..., I044443, ..., I046758, ...}
• reports-to2(w1) = {..., (I046758, I034820), (I044443, I034820), , ...}
• reports-to2(w2) = {..., (I046758, I034820), (I044443, I034820), (I034820,

I050000), ...}
• reports-to2(w3) = ...
• cooperates-with2(w1) = {..., (I046758, I044443), ...}
• cooperates-with2(w2) = ...

3 What is a Proper Formal, Explicit Specification?

In practical applications, as well as in human communication, we need to use
a language to refer to the elements of a conceptualization: for instance, to
express the fact that I046758 cooperates with I044443, we have to introduce
a specific symbol (formally, a predicate symbol, say cooperates-with, which,
in the user’s intention, is intended to represent a certain conceptual relation.
We say in this case that our language (let us call it L) commits to a con-
ceptualization.9 Suppose now that L is a first-order logical language, whose
nonlogical symbols (i.e., its signature, or its vocabulary) are the elements of
the set {I046758, I044443, cooperates-with, reports-to}. How can we make sure

9 Of course, properly speaking, it is an agent who commits to a conceptualization
while using a certain language: what we call the language commitment is an
account of the competent use of the language by an agent who adopts a certain
conceptualization.
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that such symbols are interpreted according to the conceptualization we com-
mit to? For instance, how can we make sure that, for somebody who does
not understand English, cooperates-with is not interpreted as corresponding
to our conceptualization of reports-to, and vice versa? Technically, the prob-
lem is that a logical signature can, of course, be interpreted in arbitrarily
many different ways. Even if we fix a priori our interpretation domain (the
domain of discourse) to be a subset of our cognitive domain, the possible in-
terpretation functions mapping predicate symbols into proper subsets of the
domain of discourse are still unconstrained. In other words, once we commit
to a certain conceptualization, we have to make sure to only admit those mod-
els which are intended according to the conceptualization. For instance, the
intended models of the cooperates-with predicate will be those such that the
interpretation of the predicate returns one of the various possible extensions
(one for each possible world) of the conceptual relation denoted by the pred-
icate. The problem however is that, to specify what such possible extensions
are, we need to explicitly specify our conceptualization, while conceptualiza-
tions are typically in the mind of people, i.e., implicit.

Here emerges the role of ontologies as “explicit specifications of conceptu-
alizations.” In principle, we can explicitly specify a conceptualization in two
ways: extensionally and intensionally. In our example, an extensional speci-
fication of our conceptualization would require listing the extensions of every
(conceptual) relation for all possible worlds. However, this is impossible in
most cases (e.g., if the universe of discourse D or the set of possible worlds W
are infinite) or at least very impractical. In our running example, we are deal-
ing with thousands of employees and their possible cooperations can probably
not be fully enumerated. Still, in some cases it makes sense to partially spec-
ify a conceptualization in an extensional way, by means of examples, listing
the extensions of conceptual relations in correspondence of selected, stereo-
typical world states. In general, however, a more effective way to specify a
conceptualization is to fix a language we want to use to talk of it, and to
constrain the interpretations of such a language in an intensional way, by
means of suitable axioms (called meaning postulates [2]). For example, we can
write simple axioms stating that reports-to is asymmetric and intransitive,
while cooperates-with is symmetric, irreflexive, and intransitive. In short, an
ontology is just a set of such axioms, i.e., a logical theory designed in order
to capture the intended models corresponding to a certain conceptualization
and to exclude the unintended ones. The result will be an approximate spec-
ification of a conceptualization: the better intended models will be captured
and non-intended models will be excluded (cf. Fig. 2).

The axioms for intensionally and explicitly specifying the conceptualiza-
tion can be given in an informal or formal language L. As explained in the
introduction, [15] requires that the explicit specification must be formal in
addition to what proposed in [1,7]. ‘Formal’ refers to the fact that the expres-
sions must be machine readable, hence natural language is excluded. Let us
now discuss all the notions above in a more formal way.
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Fig. 2. The relationships between phenomena occurring in reality, their perception
(at different times), their abstracted conceptualization, the language used to talk
about such conceptualization, its intended models, and an ontology

3.1 Committing to a Conceptualization

Let us assume that our language L is (a variant of) a first-order logical lan-
guage, with a vocabulary V consisting of a set of constant and predicate
symbols (we shall not consider function symbols here). We shall introduce the
notion of ontological commitment by extending the standard notion of a (ex-
tensional) first order structure to that of an intensional first order structure.

Definition 3.1 (Extensional first-order structure) Let L be a first-
order logical language with vocabulary V and S = (D,R) an extensional
relational structure. An extensional first order structure (also called model
for L) is a tuple M = (S, I), where I (called extensional interpretation func-
tion) is a total function I : V → D ∪ R that maps each vocabulary symbol of
V to either an element of D or an extensional relation belonging to the set R.
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Fig. 3. The predicate symbol Person has both an extensional interpretation
(through the usual notion of model, or extensional first-order structure) and an
intensional interpretation (through the notion of ontological commitment, or inten-
sional first order structure)

Definition 3.2 (Intensional first-order structure) (also called: onto-
logical commitment) Let L be a first-order logical language with vocabulary
V and C = (D,W,$) an intensional relational structure (i.e., a conceptual-
ization). An intensional first order structure (also called ontological commit-
ment) for L is a tuple K = (C, I), where I (called intensional interpretation
function) is a total function I : V → D∪$ that maps each vocabulary symbol
of V to either an element of D or an intensional relation belonging to the
set $.

It should be clear now that the definition of ontological commitment extends
the usual (extensional) definition of “meaning” for vocabulary symbols to the
intensional case, substituting the notion of model with the notion of concep-
tualization. Figure 3 captures this idea.

Example 3.1 Coming back to our Example 2.1, the vocabulary V coincides
with the relation symbols, i.e., V = {Person, Manager, Researcher, reports-to,
cooperates-with}. Our ontological commitment consists of mapping the relation
symbol Person to the conceptual relation Person1 and proceeding alike with
Manager, Researcher, reports-to, and cooperates-with.

3.2 Specifying a Conceptualization

As we have seen, the notion of ontological commitment is an extension of the
standard notion of model. The latter is an extensional account of meaning,
the former is an intensional account of meaning. But what is the relationship
between the two? Of course, once we specify the intensional meaning of a
vocabulary through its ontological commitment, somehow we also constrain
its models. Let us introduce the notion of intended model with respect to a
certain ontological commitment for this purpose.

Definition 3.3 (Intended models) Let C = (D,W,$) be a conceptual-
ization, L a first-order logical language with vocabulary V and ontological
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commitment K = (C, I). A model M = (S, I), with S = (D,R), is called an
intended model of L according to K iff

1. For all constant symbols c ∈ V we have I(c) = I(c)
2. There exists a world w ∈ W such that, for each predicate symbol v ∈ V

there exists an intensional relation ρ ∈ $ such that I(v) = ρ and I(v) =
ρ(w)

The set IK(L) of all models of L that are compatible with K is called the set
of intended models of L according to K.

Condition 1 above just requires that the mapping of constant symbols
to elements of the universe of discourse is identical. Example 2.1 does not
introduce any constant symbols. Condition 2 states that there must exist a
world such that every predicate symbol is mapped into an intensional re-
lation whose value, for that world, coincides with the extensional interpre-
tation of such symbol. This means that our intended model will be – so
to speak – a description of that world. In Example 2.1, for instance, we
have that, for w1, I(Person) = {I000001, ..., I050000, ...} = Person1(w1)
and I(reports-to) = {..., (I046758, I034820), (I044443, I034820), (I034820,
I050000) , ...} = reports-to2(w1).

With the notion of intended models at hand, we can now clarify the role of
an ontology, considered as a logical theory designed to account for the intended
meaning of the vocabulary used by a logical language. In the following, we
also provide an ontology for our running example.

Definition 3.4 (Ontology) Let C be a conceptualization, and L a logical
language with vocabulary V and ontological commitment K. An ontology OK

for C with vocabulary V and ontological commitment K is a logical theory
consisting of a set of formulas of L, designed so that the set of its models
approximates as well as possible the set of intended models of L according to
K (cf. also Fig. 2).

Example 3.2 In the following we build an ontology O consisting of a set of
logical formulae. Through O1 to O6 we specify our human resources domain
with increasing precision.

Taxonomic Information. We start our formalization by specifying that Re-
searcher and Manager are sub-concepts of Person:
O1 = {Researcher(x) → Person(x),Manager(x) → Person(x)}

Domains and Ranges. We continue by adding formulae to O1 which specify
the domains and ranges of the binary relations:
O2 = O1 ∪ {cooperates-with(x, y) → Person(x) ∧
Person(y), reports-to(x, y) → Person(x) ∧ Person(y)}

Symmetry. cooperates-with can be considered a symmetric relation:
O3 = O2 ∪ {cooperates-with(x, y) ↔ cooperates-with(y, x)}

Transitivity. Although arguable, we specify reports-to as a transitive relation:
O4 = O3 ∪ {reports-to(x, z) ← reports-to(x, y) ∧ reports-to(y, z)}
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Disjointness There is no Person who is both a Researcher and a Manager:
O5 = O4 ∪ {Manager(x) → ¬Researcher(x)}

3.3 Choosing the Right Domain and Vocabulary

On the basis of the discussion above, we might conclude that an ideal on-
tology is one whose models exactly coincide (modulo isomorphisms) with the
intended ones. Things are not so simple, however: even a “perfect” ontology
like that may fail to exactly specify its target conceptualization, if its vocabu-
lary and its domain of discourse are not suitably chosen. The reason for that
lies in the distinction between the logical notion of model and the ontological
notion of possible world. The former is basically a combination of assignments
of abstract relational structures (built over the domain of discourse) to vocab-
ulary elements; the latter is a combination of actual (observed) states of affairs
of a certain system. Of course, the number of possible models depends both
on the size of the vocabulary and the extension of the domain of discourse,
which are chosen more or less arbitrarily, on the basis of what appears to be
relevant to talk of. On the contrary, the number of world states depends on
the observed variables, even those which – at a first sight – are considered as
irrelevant to talk of. With reference to our example, consider the two models
where the predicates of our language (whose signature is reported above) are
interpreted in such a way that their extensions are those described respec-
tively in Examples 2.1 and 2.2. Each model corresponds to a different pattern
of relationships among the people in our company, but, looking at the model
itself, nothing tells us what are the world states where a certain pattern of
relationships holds. So, for example, it is impossible to discriminate between
a conceptualization where cooperates-with means that two persons cooperate
when they are just sharing a goal, and another where they need also do some-
thing to achieve that goal. In other words, each model, in this example, will
“collapse” many different world states. The reason of this is in the very simple
vocabulary we have adopted: with just two predicates, we have not enough
expressiveness to discriminate between different world states. So, to really
capture our conceptualization, we need to extend the vocabulary in order to
be able to talk of sharing a goal or achieving a goal, and we have to introduce
goals (besides persons) in our domain of discourse. In conclusion, the degree
to which an ontology specifies a conceptualization depends (1) on the rich-
ness of the domain of discourse; (2) on the richness of the vocabulary chosen;
(3) on the axiomatization. In turn, the axiomatization depends on language
expressiveness issues as discussed in Sect. 3.4.

3.4 Language Expressiveness Issues

At one extreme, we have rather informal approaches for the language L that
may allow the definitions of terms only, with little or no specification of the
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Fig. 4. Different approaches to the language L according to [17]. Typically, logical
languages are eligible for the formal, explicit specification, and, thus, ontologies

meaning of the term. At the other end of the spectrum, we have formal ap-
proaches, i.e., logical languages that allow specifying rigorously formalized log-
ical theories. This gives rise to the continuum introduced by [17] and depicted
in Fig. 4. As we move along the continuum, the amount of meaning speci-
fied and the degree of formality increases (thus reducing ambiguity); there is
also increasing support for automated reasoning (cf. Chapters “Tableau-Based
Reasoning” and “Resolution-Based Reasoning for Ontologies”).

It is difficult to draw a strict line of where the criterion of formal starts
on this continuum. In practice, the rightmost category of logical languages
is usually considered as formal. Within this rightmost category one typically
encounters the trade-off between expressiveness and efficiency when choosing
the language L. On the one end, we find higher-order logic, full first-order
logic, or modal logic. They are very expressive, but do often not allow for
sound and complete reasoning and if they do, reasoning sometimes remains
untractable. At the other end, we find less stringent subsets of first-order logic,
which typically feature decidable and more efficient reasoners. They can be
split in two major paradigms. First, languages from the family of description
logics (DL) (cf. chapter “Description Logics”), e.g., OWL-DL (cf. chapter
“Web Ontology Language: OWL”), are strict subsets of first-order logic. The
second major paradigm comes from the tradition of logic programming (LP)
[3] with one prominent representor being F-Logic (cf. chapter “Ontologies in
F-Logic”). Though logic programming often uses a syntax comparable to
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first-order logics, it assumes a different interpretation of formulae. Unlike the
Tarski-style model theory [18] of first-order and description logic, logic pro-
gramming selects only a subset of models to judge semantic entailment of
formulae. There are different ways to select subsets of models resulting in dif-
ferent semantics – all of them geared to deal more efficiently with larger sets
of data than approaches based on first-order logic. One of the most promi-
nent differences resulting from this different style of logical models is that
expressive logic programming theories become non-monotonic.

4 Why is Shared of Importance?

A formal specification of a conceptualization does not need to be a specifica-
tion of a shared conceptualization. As outlined above, the first definitions of
“ontologies” did not consider the aspect of sharing [6,8] and only later it was
introduced by Borst [1]. Indeed, one may correctly argue that it is not possible
to share whole conceptualizations, which are private to the mind of the indi-
vidual. What can be shared, are approximations of conceptualizations based
on a limited set of examples and showing the actual circumstances where
a certain conceptual relation holds (for instance, actual situations showing
cases where the cooperates-with relationship occurs). Beyond mere examples
it is also possible to share meaning postulates, i.e., explicit formal constraints
(e.g., the relationship cooperates-with is symmetric). Such definitions, how-
ever, presuppose a mutual agreement on the primitive terms used in these
definitions. Since however meaning postulates cannot fully characterize the
ontological commitment of primitive terms, one may recognize that sharing
of conceptualizations is at best partial.

For practical usage of ontologies, it turned out very quickly that without
at least such minimal shared ontological commitment from ontology stake-
holders, the benefits of having an ontology are limited. The reason is that an
ontology formally specifies a domain structure under the limitation that its
stakeholder understand the primitive terms in the appropriate way. In other
words, the ontology may turn out useless if it is used in a way that runs
counter to the shared ontological commitment. In conclusion, any ontology
will always be less complete and less formal than it would be desirable in
theory. This is why it is important, for those ontologies intended to support
large-scale interoperability, to be well-founded, in the sense that the basic
primitives they are built on are sufficiently well-chosen and axiomatized to be
generally understood.

4.1 Reference and Meaning

For appropriate usage, ontologies need to fulfill a further function, namely
facilitating the communication between the human and the machine – refer-
ring to terminology specified in the ontology – or even for facilitating inter-
machine and inter-human communication. The communication situation can
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Fig. 5. Semiotic triangle

be illustrated using the semiotic triangle of Ogden and Richard [12], following
thoughts by Peirce, Saussure, and Frege (cf. Fig. 5).

All agents, whatever their commitment to an ontology is, find themselves in
a communication situation illustrated using the semiotic triangle: The sender
of a message may use a word or – more generally – a sign like the string
“Person” to stand for a concept the sender has in his own “mind.” He uses
the sign in order to refer to abstract or concrete things in the world, which
may, but need not be, physical objects. The sender also invokes a concept in
the mind of an actor receiving this sign. The receiver uses the concept in order
to point out the individual or the class of individuals the sign was intended
to refer to. Thereby, the interpretation of the sign as a concept as well as
its use in a given situation depends heavily on the receiver as well as the
overall communication context. Therefore, the meaning triangle is sometimes
supplemented with further nodes in order to represent the receiver or the
context of communication. We have illustrated the context by an instable
arrow from sign to thing that constrains possible acts of reference. Note that
the act of reference remains indirect, as it is mediated by the mental concept.
Once the concept is invoked, it behaves (so to speak) as a function that, given
a particular context (i.e., the world state mentioned in previous sections),
returns the things we want to refer to. Moreover, the correspondences between
sign, concept, and thing are weak and ambiguous. In many communication
circumstances, the usage of signs can erroneously invoke the wrong concepts
and represent different entities than intended to.

This problem is further aggravated when a multitude of agents exchanges
messages in which terms do not have a prescribed meaning. Unavoidably,
different agents will arrive at different conclusions about the semantics and
the intention of the message.

When agents commit to a common ontology they can limit the conclu-
sions possibly associated with the communications of specific signs, because
not all relations between existing signs may hold and logical consequences
from the usage of signs are implied by the logical theory specifying the ontol-
ogy. Therefore the set of possible correspondences between signs, concepts and



16 N. Guarino et al.

Fig. 6. Semiotic triangle revisited

real-world entities is strongly reduced – ideally up to a situation where the
message becomes completely unambiguous (cf. Fig. 6). Thereby, not only the
act of reference becomes clearer, but also the connection between sign and
concept changes from a weakly defined relationship of “invokes” into a logi-
cally precise meaning of “denotes.” Likewise, the meaning of a concept is now
determined by a precise logical theory (contrast Figs. 5 and 6).

5 Discussion

In this chapter we have introduced three core aspects of computational on-
tologies: conceptualizations, specifications of conceptualizations, and shared
ontological commitments. These are very broad categories suitable to investi-
gate many different formalisms and fields of applications.

In fact, they are not even the only aspects of ontologies, which may be
classified into different types, depending on the way they are used. For in-
stance, the primary purpose of top-level ontologies lies in providing a broad
view of the world suitable for many different target domains. Reference on-
tologies target the structuring of ontologies that are derived from them. The
primary purpose of core ontologies derives from the definition of a super do-
main. Application ontologies are suitable for direct use in reasoning engines
or software packages – and this list is not yet complete and will require many
more experiences yet to be made.
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