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Abstract. Almost all of the big name Web companies are currently engaged in
building ‘knowledge graphs’ and these are showing significant results in improving
search, email, calendaring, etc. Even the largest openly-accessible ones, such as
Freebase and Wikidata, are far from complete, partly because new information
is emerging so quickly. Most of the missing information is available on Web
pages. To access that knowledge and populate knowledge bases, information
extraction methods are necessitated. The bottleneck for information extraction
systems is obtaining training data to learn classifiers. In this doctoral research, we
investigate how existing data in knowledge bases can be used to automatically
annotate training data to learn classifiers to in turn extract more data to expand
knowledge bases. We discuss our hypotheses, approach, evaluation methods and
present preliminary results.

1 Problem Statement

Since the emergence of the Semantic Web, many Linked datasets such as Freebase [5],
Wikidata [31] and DBpedia [4] have been created, not only for research, but also com-
mercial purposes. These have shown significant results in improving search, email,
calendaring, etc. With new information emerging very quickly, cost-efficient methods
for maintaining those datasets are very important. Since most of the missing or new
information is available on Web pages, the cheapest method for automatically populating
knowledge bases is to process those pages using information extraction (IE) methods.
However, IE methods require training data to learn classifiers. Because manually creat-
ing training data is expensive and time-consuming, we propose to use self-supervised
learning or distant supervision, a method proposed in recent years which utilises data
already present in datasets to train classifiers [19]. Distant supervision is based on the
assumption that if two entities participate in a relation, every sentence that contains those
entities expresses that relation. Although distant supervision approaches are promising,
they have so far ignored issues arising in the context of Web IE, specifically:
(i) Incorrect labelling: Distant supervision approaches automatically create training data
by heuristically annotating sentences with relations between entity pairs contained in a
knowledge base. This heuristic causes problems because some entity pairs are ambiguous
and knowledge bases are incomplete.
(ii) Unrecognised entities: One subtask of relation extraction (RE) is entity recognition
and classification (NERC). While existing NERC systems can be used, they are based
on a restrictive set of entity types and are trained for different domains and thus often



fail to recognise entities of diverse types on heterogenous Web pages.
(iii) Data sparsity: Existing distant supervision approaches only learn to extract relations
from text and only from sentences with contain explicit entity mentions. Since not all
information on Web pages is contained in text and entities are not always refered to by
their proper name, but also by using pronouns, this limits the number of extractions.
The goal of this work is to research novel methods, which do not require manually
labelled training data, for Web information extracting to populate knowledge bases.

2 Relevancy

The contribution of this PhD research will be two-fold: the output of the Web information
extraction can be validated manually and then used to populate knowledge bases, also,
the Web information extraction system can be run as a service to do extraction on the
fly for a given user query. This will be of interest for Web companies interested in
expanding their knowledge graphs or improving results for search, The Linked Data
and Semantic Web community, because it will allow to generate annotations and triples
automatically across domains and reduce manual effort for populating ontologies, The
Natural Language Processing community, because it will improve the state of the art in
information extraction, and the Machine Learning community, because it will increase
the real-world application and improve accessability of distant supervision.

3 Research Questions

Our overall research question is: is distant supervision a feasible approach for Web infor-
mation extraction? How does it perform compared to unsupervised and semi-supervised
methods? To answer this, the following research questions will be investigated:

1. Seed Selection: Is it possible to improve the precision and recall of distant supervi-
sion by strategically selecting training data? If so, by how much?

2. Joint NERC and RE: Is it possible to train an extraction model for joint distantly
supervised entity classification and relation extraction? Will this achieve a higher
precision and recall than a pipeline model which uses a state of the art supervised
NERC as input for a distantly supervised relation extractor?

3. Joint text, list and table extraction: Does training a joint distantly supervised
model for free text, list and table extraction from Web pages achieve higher precision
and recall than using a pipeline model which combines those strategies?

4 Related Work

Web IE approaches to populate knowledge bases which try to minimise manual effort
either use semi-supervised or unsupervised learning. Semi-supervised bootstrapping
approaches such as NELL [6], PROPERA [20] and BOA [11] use pre-defined natural lan-
guage patterns to extract information, then iteratively learn new patterns. While they can
be used for Web IE for the purpose of populating knowledge bases, they are rule-based,



not statistical approaches, and as such make hard judgements based on prominant extrac-
tion patterns instead of soft judgments based on weights for features. Extraction patterns
often have a good performance on narrow domains, but are less suitable for heterogenous
domains, because they are less robust to unseen information or infrequent expressions.
Open information extraction approaches such as TextRunner [34], Reverb [10], OL-
LIE [16] and ClausIE [8] are unsupervised approaches, which learn relation-independent
extraction patterns from text. Although those patterns can be mapped to ontologies later,
this is an error-prone process. In addition, those approaches often produce uninformative
or incoherent IE patterns. Automatic ontology learning and population approaches such
as FRED [22] and LODifier [3] extract ontology schemas and information for those
schemas by performing deep semantic processing using a pipeline of text processing
tools. Because those tools are trained on newswire, they are not robust enough to process
noisy Web pages. Existing distant supervision system have so far only been developed for
extraction from newswire [33], Wikipedia [19] or biomedical data [24]. They therefore
fail to address issues arising when processing heterogenous Web text, such as dealing
with grammar and spelling mistakes and recognising entities of diverse types.
While there is no system that incorporates all of the aspects discussed in Section 3, there
are approaches which address the three invidual aspects.
Seed Selection: A few strategies for seed selection for distant supervision have al-
ready been investigated: at-least-one models [13][29][23][33][17], hierarchical topic
models [1][25], pattern correlations [30], and an information retrieval approach [32].
At-least-one models assume that “if two entities particpate in a relation, at least one
sentence that mentions these two entities might express that relation”. While positive
results have been reported for those models, Riedel et al. [23] argue that they are chal-
lenging to train because they are quite complex. Hierarchical topic model approaches
group relations by assuming that the context of a relation is either specific for the pair
of entities, the relation, or neither. Min et al. [17] propose a hierarchical model to only
learn from positive examples to address the problem of incomplete negative training data.
Takamatsu et al. [30] use a probabilistic graphical model to group extraction patterns.
Xu et al. [32] propose a two-step model based on the idea of pseudo-relevance feedback.
Our approach to filter unreliable training data is based on a different assumption: instead
of trying to address the problem of noisy training data by using more complicated
multi-stage machine learning models, we want to examine how data already present in
the knowledge base can be even further exploited for simple statistical methods.
Joint NERC and RE: While RE approaches typically use a separate NERC, previous
works have shown that applying text processing models in a pipeline fashion causes errors
made by one component to be propagated to the next one, which has a significant impact
on precision [26][27][14][15]. Approaches such as Integer Linear Programming [26][27]
and Markov Logic Networks [9] have been proposed to solve both tasks at the same
time. Existing distant supervision systems are based on pipeline models using supervised
NERC models. This is partly because, in order to jointly solve both tasks in one fully
distantly supervised model, the NERC has to be distantly supervised too.
Joint text, list and table extraction: Most existing Web extraction approaches focus
on either text, list or table extraction. There are a few approaches which combine
those [28][6][7][12][21][18], but they do so by using separate classifiers for the different



tasks, even apply them to different corpora, then combine the results. We argue that by
considering text, tables and lists in isolation, important information gets lost. We want to
research how solving those tasks at the same time and also making use of Web page-level
features could improve the precision and recall of Web information extraction systems.

5 Hypotheses

Our research hypotheses are as follows:

1. Seed Selection: Removing ambiguous training examples, as well as possible false
positives using statistical methods will help to improve the precision of distant
supervision approaches.

2. Joint NERC and RE: State of the art supervised NERCs are trained for the news
domain and will therefore have relatively low precision and recall on Web pages.
Distantly supervised NERCs will perform better on Web pages than supervised
NERCs trained on the news domain. Joint NE and relation extraction models will
achieve a higher precision than pipeline models. Using fine-grained ontology-based
NE classes instead of broad NE classes will lead to a higher RE precision.

3. Joint text, list and table extraction: A distant supervision model trained on com-
bined feature vectors for text, list and table features will perform better than three
separate models. Semi-structured (list and table) extractors have a substantially
higher precision than unstructured (free text) extractors, which can be exploited
by giving a higher weight to semi-structured features. Existing semi-structured
extractors only consider lists and tables in isolation. Using the local and global
context of lists and tables on Web pages as features will improve the precision of
semi-structured extractors.

6 Approach

We develop a distantly supervised IE system in order to test our different hypotheses.
A high-level overview of our approach in provided in Figure 1. Our approach consists
the following components: a user integration component, a seed selection component, a
feature extraction component and a multi-task learning component.
User Integration: The user can select what information about an entity of a specific
class to extract, e.g. all members and albums of the band “The Beatles”. For evaluation
purposes, those user queries will be generated automatically. Web pages for the user
query are then retrieved. After the information is extracted, it is presented to the user.
Seed selection: The seed selection component decides which of the triples in the knowl-
edge base to use for automatically annotating training data. We use several statistical
measures to choose positive and negative training data. Our main idea is to select triples
which have a relatively low ambiguity and are therefore very specific to the relation. As
an example, The Beatles released an album called “Let it Be”, which also contains the
track “Let it Be”. If a sentence contained both “The Beatles” and “Let it Be” it would
be unclear if the sentence represents the relation “has album” or “has track”. We would
therefore discard “Let it Be” as training data because it has a high ambiguity.



Fig. 1. Architecture of the Joint Web Extraction approach

Further, if two entities appear together in a sentence which are not related in the knowl-
edge base, we use them as negative training data. Because knowledge bases are prone
to be imcomplete, this assumption leads to further noise. Our approach is to devise
statistical measures based on background data to determine how likely it is for two
unrelated entities to be false positives, i.e. missing from the knowledge base. We then
only select pairs of entities as negative training data which are likely to be true negatives.
Feature extraction: The feature extraction component extracts features for entities and
relations in text, lists and tables on Web pages. Instead of merely considering those
sources in isolation, we use the local and global context of lists and tables on Web pages
as features. The local context would for example be the text appearing immediately
before a list or table, whereas the global context would be the title of a Web page or
words appearing on the Web page as a whole. We will also use annotations on Web pages
as features, for example formatting information, which might indicate entity boundaries,
and existing semantic annotations, which might help to extract relations.
Multi-task learning: The multi-task learning component learns to extract entities and
relations at the same time. Further, selectional restrictions for the subject and object
of a relation obtained from the knowledge base are enforced, e.g. the subject of “has
album” has to be a musical artist and the object has to be an album. We use an existing



multi-task model for this. Our main contribution is to devise a distantly supervised
NERC and to test if multi-task models also perform better than pipeline models if they
are distantly supervised. So far, joint models have only been researched for supervised
approaches. Because distantly supervised models are trained using noisy data, they are
more difficult to learn than supervised ones, and using them to learn difficult models
does not neccessarily improve the precision of extraction results.

7 Evaluation plan

Since the task we are working on is fairly novel, there is no existing benchmark. Existing
distant supervision systems [19][23] adopt the following evaluation procedure: 1) auto-
matic evaluation: they automatically annotate a corpus, then split it equally for training
and testing; 2) manual annotation: the highest-ranked results are annotated manually;
3) precision and relative recall is computed for the automatic evaluation results and
precision for the manual evaluation results. While automatic evaluation does not provide
exact results, it is helpful for feature tuning. We also follow this evaluation procedure,
then re-implement and compare results of existing systems on our corpus. For this pur-
pose, we collect our own Web corpus by using focussed Web queries which contain the
name of the class we are interested in (e.g. ‘Book’), the name of an entity of that class,
and the name of a property. Although we might be able to re-use existing Web corpora
(e.g. ClueWeb 1), it would be more difficult to locate relevant training data, and since
they do not contain annotations relevant to our task, there would be no added benefit.

8 Preliminary Results

We have already performed experiments to test our first research question, results are
partly documented in Augenstein [2]. We find that statistical methods for discarding
highly ambiguous seeds can result in an error reduction of about 35%, however, detecting
and discarding unreliable negative training data is a lot more challenging. Further, using
existing NERC tools results in a low recall, since Stanford NERC is trained on a different
sort of text, news, and uses standard NE classes (person, location, organisation, mixed). It
often fails to recognise entities which should fall into the ‘mixed’ class, such as ‘track’ or
‘album’. Recall improves significantly when using our own NER in addition to Stanford
NERC, which indicates that further experiments on distantly supervised NERC for RE
might be useful. Lastly, we find that the distant supervision assumption is quite restrictive:
It requires both subject and object of a relation to be mentioned in the same sentence
explicitly. Using existing coreference resolution tools does not significantly improve
recall, however, we find that performing RE across sentence boundaries by relaxing the
distant supervision assumption results in three times the number of extractions.

9 Reflections

Our approach aims at learning to extract information from the Web in a novel way.
Traditional approaches use supervised learning to train models for extracting entities

1 http://lemurproject.org/clueweb12/



and relations. Our approach is based on distant supervision, a method that has gained
popularity recently, which leverages on Linked Data to train extraction models and does
not require manually labelled training data. Distant supervision has so far only been
applied to RE from text and not been used for Web information extraction. We argue that
Web IE is more challenging than the well-researched task of IE from newswire since
Web content often contains noise such as spelling or grammar mistakes, but it is also
more useful for gathering information, since most content is available on the Web. While
existing approaches focus on standard NE classes, we argue that it would be beneficial
to extend this approach to NE classes of any domain and for this purpose investigate
distantly supervised NERC for RE. Preliminary results suggest this would substantially
increase the number of extractions [2]. We further find that filtering unreliable training
data using statistical methods results in an error reduction of about 35% [2].
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