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Q. Hao et al. “From One Tree to a Forest: a Unified Solution for Structured Web Data Extraction”. 2011
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Motivation

• Scraping use-cases:
• price comparison,
• analysis,
• creating datasets

• Manual scrapers need manual labor
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Approach

Text, DOM tree, visuals → Deep learning model
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Datasets



SWDE (2011)

price economy engine model
website pages values nodes values nodes values nodes values nodes

aol 2,000 2,000 2,001 1,845 1,845 0 0 2,000 2,009
autobytel 2,000 1,994 1,994 1,816 1,816 2,000 2,000 3,998 4,023
automotive 1,999 1,999 1,999 1,999 1,999 1,999 1,999 1,999 1,999
autoweb 2,000 2,000 2,001 4,000 4,000 1,998 1,998 4,000 4,000
carquotes 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000
cars 657 647 741 607 607 1,168 1,168 657 683
kbb 2,000 2,000 4,732 2,000 2,000 2,000 2,938 4,000 4,000
motortrend 1,267 1,267 1,267 2,534 2,534 1,267 1,267 1,267 1,267
msn 2,000 3,901 4,007 3,623 4,081 2,000 2,000 2,000 3,177
yahoo 2,000 2,000 2,073 2,000 2,000 2,000 2,000 2,000 6,094

total 17,923 19,808 22,815 22,424 22,882 16,432 17,370 23,921 29,252

Table 3.2 SWDE auto vertical page, attribute value, and target node counts. Most
websites have 2,000 pages, except three. Note that attribute values are given as text,
and more than one value can be given for one attribute key (the total counts are given
in columns “values”). Furthermore, each value can appear multiple times in a page in
separate nodes (the total counts are given in columns “nodes”). For example, the website
autoweb contains the value model twice on every page. On the other hand, the website
aol does not specify the engine of its cars.

Furthermore, there are several errors in the dataset. For example, some pages
of the website careerbuilder in the job vertical have attribute values inside
elements that are inside HTML comments, so they would never be displayed to
the user. In the website allmovie of the movie vertical, rating attribute values
contain just the first letter, e.g., an attribute value is "P", but the corresponding
HTML text fragment contains "PG13". In the website amctv of the same vertical,
director attribute values are incomplete, e.g., an attribute value is "Roy Hill",
but the corresponding HTML text fragment contains "George Roy Hill".

3.1.2 Apify
We also use a new dataset provided by the web-scraping company Apify.2 It
consists of 10 websites from the product vertical. More details are presented in
Table 3.3.

Unlike SWDE, the Apify dataset consists not only of original HTML files, but
it also contains all auxiliary files needed to render each page in a browser, e.g.,
CSS, JavaScript assets, and images.

All pages have been scraped3 in 2022 and since their assets are also saved,

2https://apify.com/
3In compliance with the EU Directive on Copyright in the Digital Single Market 2019/790.
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Apify e-commerce (2022)

website pages name price cat images short long spec

alza 2,493 2,493 2,478 2,493 2,493 2,493 2,493 2,477
asos 499 499 499 499 499 0 499 0
bestbuy 1,000 1,000 986 998 1,000 0 1,000 1
bloomingdales 448 462 447 448 448 0 1,087 0
conrad 1,500 1,500 1,499 1,500 1,485 1,500 1,500 1,495
etsy 250 250 250 250 250 0 1,000 0
ikea 1,972 1,972 1,972 1,959 1,972 2,261 1,917 0
notino 808 808 702 808 808 808 785 783
radioshack 499 499 499 499 498 0 6,204 4
tesco 1,500 1,499 1,465 1,499 1,499 0 17,205 21,526

total 10,969 10,982 10,797 10,953 10,952 7,062 33,690 26,286

Table 3.3 Apify dataset page and target node counts. There are 10 websites in to-
tal. Their names correspond to domains with .com or .co.uk suffixes (omitted for
brevity). Some attribute keys have been shortened—cat means category, short and
long mean short and long descriptions, respectively, and spec stands for specification
table. A screenshot of a sample page from the website alza is depicted in Figure 1.5.

they are effectively archived as persistent snapshots. One can then open them in
a headless browser in offline mode to extract visuals at any point in the future.

Moreover, nodes are identified using CSS selectors, so no unreliable text-to-
text matching is necessary. However, the target nodes can be arbitrary inner DOM
nodes. This creates a much harder problem than identifying only text fragments.

3.1.3 Observations
Since the goal is to classify nodes, it should be interesting to know how many
nodes there are in a page. As can be seen in Table 3.4, these counts are very
different between old websites from the SWDE dataset and modern websites from
the Apify dataset.

Note that both datasets consist of only ten websites per vertical. Since one
website contains many pages generated from the same template, the set of all pages
in one vertical is not a very diverse set of samples. Therefore, we hypothesize
a model (especially a deep neural network) trained on such data overfits easily.
However, this issue is not discussed in prior research working with the same
dataset.

We evaluate our model against both datasets presented in this section. Al-
though the SWDE dataset is old, it is the most common dataset used by related
research. Therefore, it can be used as a benchmark for comparing results. We
use the new Apify dataset to evaluate performance of our model also on modern
websites.
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Implementation



Visuals

Page without CSS or JavaScript evaluated is difficult to understand.

From www.alza.co.uk, archived at https://archive.ph/7xXoG
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Extractor

Q. Hao et al. “From One Tree to a Forest: a Unified Solution for Structured Web Data Extraction”. 2011
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Features

Text

<span>$ 20.00</span>

$ 20 . 00

embedding

LSTM

DOM

<span class="price">...</span>

span class="price"

token, embed, LSTMembed

Visual

style
 size, weight

1-hot min-max

position

log

Product title

Price: $ 20.00

Node-level
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Model

Neighborhood

$ 20.00Price:

Product title

node neighbordistance

FF
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Ancestor chain

  <html>


     <body>


        <h1>


LSTM

Classifier

FF


title pricedescription
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Baseline (2021)

• No visuals
• Old dataset
• Non-separated test set
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Results
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Demo

Generated by live demo at bit.ly/awedemo
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https://bit.ly/awedemo


Summary

• Node.js extractor of visual features

• Python deep learning model
• Evaluated on a modern dataset
• Docker image for reproducible training
• Demo app for live inference
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Thank you for your attention
bit.ly/awedemo

github.com/jjonescz/awe

https://bit.ly/awedemo
https://github.com/jjonescz/awe
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