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 To better read text from LR images, researchers formulate the STISR task to reconstruct missing text

details in LR images, as a pre-processing step for the scene text recognition task.

 For scene text images, two crucial factors determine whether they could be correctly recognized.

• Visual structure: the restoration of images containing long or deformed text string

• Semantic information: primary text prior prevents the SR network from generating images that

contain correct semantic information

 We propose a Prior-Enhanced Attention Network (PEAN) to tackle issues caused by the two factors.
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 An Attention-based Modulation Module (AMM)

is proposed to substitute the SRB, endowing the

network with a larger receptive feld to images,

thereby restoring the visual structure of images

with text in various shapes and lengths.

 However, the lack of semantic information

limits the capability of such model.

 Text prior derived from high-resolution (HR)

images is a robust choice for STISR, in view of

the high recognition accuracy of HR images.
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 We conduct an exploratory experiment wherein

we substitute the text prior from LR images (TP-

LR) with the text prior from HR images (TP-HR)

within such model, yielding superior outcomes.

 This inspires the design of a module for

enhancing the primary text prior, resulting in

the creation of the Enhanced Text Prior (ETP),

which is comparable in effectiveness to TP-HR.
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 The ETP provides valuable guidance to the SR network, promoting the generation of SR images with

high semantic accuracy.

 Given the remarkable performance of diffusion models, we propose a diffusion-based Text Prior

Enhancement Module (TPEM) to obtain the ETP owing to their ability to map complex distributions.

 We adopt the Multi-Task Learning (MTL) paradigm in the training phase.

 Image restoration task: focuses on generating high-quality SR images.

 Text recognition task: stimulates the model to generate more readable SR results.
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Prior-Enhanced Attention Network
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(b) Horizontal and vertical local attention in LAM. “SA” denotes “Strip-wise Attention”. 

(c) Horizontal and vertical global attention in GAM. “SA” denotes “Strip-wise Attention”. 

SA

Linear

R
eLU

C
ross A

ttention

Layer N
orm

Linear

R
eLU

Linear

Layer N
orm

(a) Overview of the Feature Alignment Module (FAM). 

SA

SA SA



Outline

 Introduction

 Prior-Enhanced Attention Network (PEAN)

• The framework of PEAN

• Text Prior Enhancement Module

• Attention-Based Modulation Module 

• Multi-Task Learning

 Experiments

• Comparing with State-of-the-Art Methods

• Ablation Study

 Conclusion

11



Experiments

12



Experiments

13



Experiments

14

20

15

10

5

0
0 10 20

PEAN (w/ TP-LR)

0.2

0.4

0.6

0.8

PE
A

N
 (w

/ 
ET

P)

20

15

10

5

0
0 10 20

PEAN (w/ TP-HR)

0.4

0.6

0.8



Outline

 Introduction

 Prior-Enhanced Attention Network (PEAN)

• The framework of PEAN

• Text Prior Enhancement Module

• Attention-Based Modulation Module 

• Multi-Task Learning

 Experiments

• Comparing with State-of-the-Art Methods

• Ablation Study

 Conclusion

15



 We propose a Prior-Enhanced Attention Network (PEAN) for scene text image super-resolution (STISR).

 A Text Prior Enhancement Module (TPEM) is designed to provide the ETP for the subsequent SR process,

enabling SR images to contain accurate semantic information.

 An Attention-based Modulation Module (AMM) is devised to obtain local and global coherence in scene

text images, which can recover the visual structure of images with text in various sizes and deformations.

 We introduce the Multi-Task Learning (MTL) paradigm to improve the legibility of LR images.

 Experiments demonstrate that our proposed PEAN achieves SOTA performance.

 We believe our work will serve as a strong baseline for future works, and will push forward the research

of STISR as well as other sub-fields of scene text images.
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