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Abstract—Since the dawn of human civilization, trust has
been the core challenge of social organization. Trust functions to
reduce the effort individuals or groups would spend in constantly
monitoring the actions of others in order to verify their assertions,
thus facilitating cooperation by allowing the creation of groups
which function with reduced complexity. In modern societies, this
trust is provided by large centralized institutions. Specifically
in the case of the Internet, Big Tech companies like Facebook,
Google etc control who can read, publish and interact with
content. However, as recent events have shown, allowing for-profit
corporations to harness so much power and act as gatekeepers to
content comes with a litany of problems. Web3 is a future version
of the Internet that aims to create a commons where everybody is
free to publish, read, react, and interact with content. It attempts
to do this using decentralised technology and trust generated
purely from mathematical primitives. This survey attempts to
explore the goals of Web3 and evaluate various methods for
generating trust, including methods of cooperation inspired by
evolution.

I. INTRODUCTION

Humans in a society rely on trust in every stage of their life,
in every action they perform. Children trust that their parents
will nurture and guide them, adults trust that their family and
loved ones won’t deceive them. When crossing the street on
a zebra crossing, we trust that motorists will obey the traffic
laws, when buying items at the market, we trust in the quality
of the goods being provided to us. Regardless of whether one
believes that society is a function of divine order or of a social
contract, trust between its members is the very fabric of its
organising foundation. [1]

More generally, consider an agent, such as a human or
a robot, who is required to use limited agency to navigate
and take actions in a world with limited direct information
available to it at any given moment. In such a world, trust
is an important social heuristic that allows the agent to make
wagers on the predictive benevolence of other agents. [2]

Hardin defines trust as “encapsulated interest”, since it fa-
cilitates peaceful and stable social relations that form the basis
of collective behavior and productive cooperation. Hobbes
argues that the natural state of humans is nasty and brutish,
however, trust helps to convert that into something peaceful
and efficient. In his book “A treatise of human nature”, David
Hume discusses the importance of trust to the functioning
of a society. According to Luhmann, trust effectively reduces
complexity and risks, allowing for coordination with increased

performance. [3]. This is easy to understand intuitively since
trusting individuals and groups reduces the effort one would
spend in constantly monitoring the actions of others in order
to verify their assertions. It is easy to conclude that a society
without a notion of trust would find it hard to function
effectively, or to exist at all. [4]

The growth of human civilization from small-scale hunter-
gatherer societies to thriving economies of nation states is
testament to the benefits provided by the growth of trust
and cooperation inside societies. However, history reminds
us that the requirement of trust for facilitating cooperation
also leads to the growth of large centralized institutions since
these institutions historically provided the best defense in
transactions against the untrustworthy. [5]

While trust might be fundamental to cooperation in a soci-
ety, underlying every social transaction is the desire to further
one’s personal gain by abusing the trust of an unsuspecting op-
ponent and defecting against the expected trustworthy action.
[1] For example, in a transaction where a merchant pre-pays a
farmer for their produce at the end of the year, the farmer may
be tempted to keep the payment and not provide the promised
crops, or provide crops of a lower quality than was agreed
upon.

According to Margart Levi, “good defenses make good
neighbors”. Hence, the need for such defenses in transactions
necessitated institutional bases of reaching agreement and
resolving disputes that might result from them. Institutions that
were able to provide third party enforcement in a transaction
were hence able to ensure personal security and the security of
the transaction. Thus, they were able to encourage cooperation
and grow immensely as a result of their importance in doing
so. [5]

However, allowing profit driven institutions to amass so
much power comes with its own set of problems. The financial
crisis of 2008 which was primarily attributed to failure of
trusted institutions such as banks and other financial institu-
tions has led to a growing distrust in such institutions [6]. This
was most notably witnessed by the recent growth of blockchain
technology and adoption of cryptocurrencies such as Bitcoin
and Ethereum as a decentralised alternatives to large financial
institutions.

Even though the Internet was built on distributed protocols,
large scale cooperation was similarly consolidated around a



few curated services which could create platforms where they
enforced trust as third parties [7]. Specifically, in two key
functions of the web, web-publishing and discovery of content,
technological institutions such as Google, Meta and Twitter
slowly became curators and gatekeepers for the information
being published on the Internet and people who were allowed
to interact with it. As a result of this, the platforms accrued
the power to control and own a large share of the information
published and consumed on the Internet.

Recently however, abuses of information and communica-
tion technology by such institutions for surveillance, spreading
of disinformation and coercion of the public have come to
light. Notable examples include Google’s deepening involve-
ment with Egypt’s repressive government and Twitter enabling
the Chinese government to promote disinformation on the
repression of Uighurs. [8]

Like with the financial crisis, such developments have led to
a shift in the general attitude towards such large Internet plat-
forms where the requirement of third parties for maintaining
and enforcing trust in sociotechnical systems is being viewed
more as a hindrance rather than a help. [8]

A growing alternative to the existing model of the platform
driven Internet is the idea of Web3 which is motivated by the
idea of using decentralised technologies such as blockchain.
Web3 aims to be a commons with communities of users who
are free to read, publish and interact with content without the
presence of a overseeing, super powerful third party. However,
as seen so far, fostering cooperation in a community with the
presence of bad actors is not a trivial problem.

The problem of cooperation has been studied in the field of
game theory such as in the Prisoner’s Dilemma and analysing
studies in this field for developing systems where the best
course of actions for neighbours is to cooperate for mutual
good motivates how decentralised systems may be able to
function effectively. Further, it is worth exploring lessons
from nature by considering studies that look at evolution of
cooperation in various societies and organisms.

Plethora of research also exists on models and mathematical
primitives for generating trust in decentralised systems, most
notably, reputation systems have gained prominence as a
way to create safe and trustable communities in decentralised
networks. [9]

This survey attempts to explore such mechanisms for gen-
erating trust in Web3. In II we explain the motivation behind
Web3 and the technologies and movement behind its origin.
After this, we discuss problems one faces when designing
a decentralised system which fosters long term cooperation
in III. Then, in IV we discuss some principles in the work
of Evolution of Cooperation which help motivate how long
term cooperation could come about naturally. Finally, in V
we discuss some existing work in the field of Reputation
Mechanisms for decentralised systems.

II. HISTORY AND BACKGROUND

A. Decentralisation and Decentralised Networks

Decentralisation is not a novel concept and has been
prevalent in research even outside the sciences. In the so-
cial sciences, it boasts a 200 year history and has been a
popular concept across multiple disciplines. Examples include
concepts such as subsidiarity, democracy, liberty and equality
in political science, systems theory and self determination in
management and decision science, fiscal decentralisation in
economics. [10]

In technology, the concepts of technological decentralisation
have been evolving for over half a century [10]. A popular
example of a decentralised IT movement is the open source
software movement which represents a radical retake on
copyright law and involves developing and sharing software in
a decentralized and collaborative way, relying on peer review
and community production.

The importance and the success of this movement is demon-
strated by the domination of multiple areas of software by
open source projects. Popular examples are the the open
source Apache projects which dominates the market of server
software over commercial alternatives from Microsoft, Sun etc
and the Linux operating system which has seen popular use
being embedded in a range of devices from mobile phones,
recording devices to large scale servers in data centers. [11]

The concept of a “decentralised network” was first coined
by Paul Baran, one of the inventors of packet switching.
In general, networks can be classified as two components,
”star” or centralized and ”grid”/”mesh” or distributed. In a
star/centralized network, all nodes are connected to a single
node, hence, each participant needs to go through a central
component to interact with each other. While in a distributed
network on the other hand, there is no such central node and
each node can communicate with each other without going
through a centralised point. In practice, a combination of
these components is used to form a network, Baran called
such a mixed network ”decentralised” because there was no
single, central point of failure [12]. Fig. 1 demonstrates these
networks visually.

In contemporary modern literature, the term decentralised
network is used to refer to networks where the technology,
content and infrastructure on the network is controlled by
participants and contributors rather than large central plat-
forms. This control is manifested in various ways, such as
participants controlling parts of the infrastructure like servers
and routers, collaborators owning data in their own private
data silos which is queried by the network during discovery,
participants possessing the autonomy to decide the operational
details of the network, what content needs to be publicised
and what needs to be deleted etc. [7] In this context, a popular
example of a centralised network would be Twitter which owns
all the content that users publish on it, while an example of
a decentralised network is Tribler, a peer to peer file sharing
system which improves upon the BitTorrent protocol which
enables users to share content with keyword search and boasts



Fig. 1. a) Centralised network b) Decentralised network c) Distributed network [12]

a reputation-management system to encourage collaboration.
[13]

Over the past decade, decentralised networks have received
a reinvigorated interest due to the emergence in popularity
of cryptocurrencies such as Bitcoin and Ethereum. In his
whitepaper proposing Bitcoin, Satoshi Nakamoto proposed
a novel decentralised peer-to-peer network protocol which
facilitates an electronic payment system [14]. The popularity
of these cryptocurrencies has also resulted in explosion of
blockchain and decentralised technologies and projects. Propo-
nents and developers of these technologies wish to see a shift
in the publishing and discovery of content and information
over the Internet away from a few profit-driven Big Tech
corporations and into the hands of the users who generate
them, guaranteeing the privacy of their data and also ensuring
that everyone has a fair and equal voice.

For example, “78 days”, a collaborative project between the
Starling Lab and Reuters uses decentralised ledgers to preserve
historical data important to humanity. The goal of the project is
to curb misinformation. It achieves so by ensuring the integrity
and authenticity of the information as it captured and stored
using a system called Content Authenticity Initiative. It also
uses a storage system built on blockchain called Filecoin that
requires data providers to prove that they are holding the
authentic data and not a tampered version. Most importantly
it ensures that the contributors of the information have a way
to maintain their creation of the content through the records
stored with the data. [15]

B. Web3

The term “Web2.0” was first coined by Tim O’Reilly in
2007 to describe an Internet where platforms enabled users
to publish, consume and interact with content, and with each
other. [16] It was supposed to expand upon the first iteration
of the Internet or “Web1.0” which largely consisted of static

pages meant only to display information. So while “Web1.0”
was ”the read web”, “Web2.0” aimed to be the “the read-write
web” (coined by Richard McManus in 2003).

Critics of Web2.0, such as the inventor of the World Wide
Web, Tim Berners-Lee feel that Web2.0 failed to achieve the
vision of the Internet as a secure, decentralised exchange of
public and private data, with users’ data being increasingly
stored in corporate data silos. Instead, to guarantee security of
their data, they want users to own their own data. [17]

The term “Web3.0” was coined by Polkadot and Ethereum
co-founder Gavin Wood in 2014, he used it to describe an
Internet that is decentralised, open and transparent. [18]

The current Web3 movement aims to transform the platform
oriented Web2.0 Internet into a decentralised web ecosystem
which: 1) avoids monopoly of content discovery and propa-
gation by large centralised actors 2) prevents the spread of
misinformation and fake news 3) provides its users the ability
to create, exchange and react to information in a secure, private
and free manner 4) supports immersive web development [10]

III. THREATS TO LONG TERM COOPERATION IN A
DECENTRALISED NETWORK

In order to enable the dream of Web3, it is fundamental
to be able to create a commons with communities of users
interacting with each other through decentralised networks,
free to read, publish and interact with content. In I, we
motivated why trust is fundamental to achieving cooperation
inside communities. Since in a web3 application based on a
decentralised network there are no third parties for enforcing
trust, before using a service to cooperate with other nodes in
the network, users look for ’assurance’ that the other party is
trustable. This is especially true for applications that depend
on blockchain technology due to the immutable nature of
transactions making it incredibly hard to punish bad actors.
[19] Therefore, several problems stemming from the presence



of bad actors who wish to abuse the trust of their neighbours
for their own benefits makes the problem of achieving long
term cooperation in a decentralised network a non-trivial task.
A system that will be able to achieve the stated dreams of
Web3 should be effectively able to tackle these problems,
below is a brief description of a few of these problems:

A. Free riding

In order to encourage successful long term cooperation, it is
important that enough peers are providing sufficient resources
for the system to become large and truly useful. In the absence
of a third party monitoring each user, it is possible that some
users stop contributing and only consume resources being
generated by other users. Free riders are peers that eagerly
consume resources without reciprocating any in return. It is
easy to see how free riders diminish the quality of service
for other peers, but more importantly, by making contributing
peers feel exploited they disincentivise cooperation in the
system and thus threaten the existence of the whole system,
especially systems that are predicated on the foundation of
sharing.

However, in the context of a decentralised network the most
important problem created by free riding is that if only a few
users are providing resources, they end up acting as centralised
servers, this threatens the security of the network and defeats
the very goal of the Web3 application.

Gnutella is a popular peer-to-peer file sharing platform
which allows users private access to information. In their
paper “Free Riding on Gnutella”, Eytan Adar and Bernardo
A. Huberman [20] showed that 70% of Gnutella users were
not sharing any files and nearly 50% of responses for file
discovery were being returned by the top 1% of sharing hosts.

Similarly, Locher at al [21] were able to create “BitThief”,
a free riding BitTorrent agent that was able to achieve high
download rates even without seeding any data in return.
They were also able to demonstrate that sharing communities
which originally intended to promote cooperation among peers
ultimate provide many incentives to cheat.

B. Sybil Attack

In a distributed network, if an entity can control a large
number of nodes and hence obtain a large number of node
identifiers, they can use this dominance of identities to control
the network and undermine the mechanisms of the network
which results in a network with less robustness and freedom.
Such an attack is often referred to in literature as a Sybil
Attack, where a Sybil is the fake identity of an entity. [22]

The Sybil Attack was first mentioned by Doucer in [23].
In this paper, Doucer argues that only a central authority can
prevent a Sybil Attack under realistic assumptions of resource
distribution and coordination.

While the intuitive solution to making a network robust
against a Sybil Attack seems to be to make it expensive to
create new identities in the network, doing so increases the
social cost of the network by making it hard for new users to
join it.

In the context of reputation mechanisms in decentralised
networks, a colluding group of malicious nodes could also
increase the reputation of its nodes by itself and hence threaten
the integrity of the network

C. Pollution Attack

In 2005, Liang et al [24] showed that it was possible for an
attacker in a decentralised network to corrupt certain targeted
content, rendering it unusable and then making it available
to the network in a large quantity. Since users on the network
are unable to distinguish between the polluted and the original
content through content discovery alone, users download the
polluted content and further share it with other peers, resulting
in the polluted content spreading through the network.

In their analysis of the FastTrack peer to peer sharing
system, it was found that as many as 50%-80% of copies of
popular content were polluted.

D. Index Poisoning

Often resource sharing in decentralised networks is con-
ducted through indices, which allow users to conveniently
discover the location of their desired content. Depending on
the architecture of the system, the index could be distributed
over a fraction of the file sharing nodes (as in FastTrack) or
over all the nodes.

In an Index Poisoning attack an attacker inserts bogus
records into the index, for example, by inserting random
identifiers that do not correspond to any address into the index.
This way, when a user attempts to download a file they are
unable to locate its content, leading to them finally abandoning
the search. [25]

While the Pollution attack described earlier requires the
attacker to obtain high-bandwidth to make sufficient versions
of the corrupted copies available in the network, the Index
Poisoning attack is easier in that it requires less resources to
pull off.

E. Slandering

Under Sybil Attack, we discussed that it may be possible
for a colluding group of malicious nodes to do self promotion
to increment their own reputation in a reputation based dis-
tributed system. On the other hand, it may also be possible
for a group to coordinate to reduce the reputation of a victim,
such an attak is called slandering [26]

F. White Washing

Nodes that have accrued a bad reputation by acting in an
undesired manner can ”clean” a bad reputation through white
washing to avoid the negative effects of the disincentive system
[26]

G. Denial of service

Cooperating nodes can work to block the functioning of a
distributed systems, preventing other peers from utilizing its
services



IV. EVOLUTION OF COOPERATION

One of the foundational works investigating how cooper-
ation can emerge and persist without a third party is “The
Evolution of Cooperation”, a 1984 book written by political
scientist Robert Axelrod which expanded upon the highly
influential paper he co-authored with evolutionary biologist
W.D. Hamilton [27]. The book’s central question is “Under
what conditions will cooperation emerge in a world of egoists
without central authority?”, which seems to be the exact
problem Web3 platforms seek an answer for.

Axelrod held two computer simulation tournaments where
multiple strategies for playing an iterated two-player Prisoner’s
Dilemma game were solicited from professionals across mul-
tiple disciplines. The Prisoner’s Dilemma is a popular game
analyzed in game theory where two rational agents are faced
with a dilemma, they are arrested by the police and have to
individually decide to either cooperate with the police or stay
silent. The dilemma was originally framed by Merrill Flood
and Melvin Dresher in 1950. A key requirement of the game is
that: t > r > p > s and 2×r > t where t, r, p and s represent
payoffs for the different outcomes of the game. If both players
choose to stay silent i.e. they cooperate with each other, they
are each awarded r, on the other hand if both players defect,
they are each awarded s. If one player stays silent while the
other defects, the player who defects is rewarded t while the
player who chose to stay silent is paid s. Fig. 2 demonstrates
this payoff matrix visually. Hence, although the decision to
collectively stay silent is overall the most optimal, individually,
the best decision is to defect. Further, in an iterated Prisoner’s
Dilemma game there is a probability w that two players will
interact in the next round. [28] Contestants who submitted
algorithms to play the tournament accrued points in each round
according to the shown payoff matrix by playing against other
strategies. The tournament consisted of five iterated prisoner’s
dilemma games in total with each game consisting of 200
rounds each.

The Darwinian theory of evolution would suggest that the
most selfish strategy would perform the best and while indeed,
in a single iteration defecting is always the best strategy, in
the iterated Prisoner’s Dilemma the strategy that ended up
performing the best in both rounds was a simple “Tit For Tat”
strategy. As the name suggests, this strategy was based on
the concept of direct reciprocity, the strategy’s next move is
determined by the last move of the opposing strategy, if it
cooperated the strategy would cooperate too and conversely,
if it defected, the strategy would defect too.

Based on the results of the tournament, Alexrod identified
four characteristics that he believed led Tit For Tat to perform
the best of all strategies:

1) Niceness
By being nice, Tit For Tat can benefit from long term
mutual cooperation with other strategies that are also nice.
However, it is important to note that niceness alone would
lead to exploitation from other strategies who are not nice

2) Forgiveness
Strategies that are not forgiving are doomed to be locked
into mutual destruction after a single defection from
an opponent. Tit For Tat allows an opponent to start
cooperating again after defecting initially which makes
it forgiving

3) Retaliation
As pointed out earlier, niceness alone leads to exploitation
by uncooperative strategies. By retaliating when the other
strategy doesn’t cooperate as expected, Tit For Tat avoids
being exploited by such strategies

4) Clarity
By being easy to understand, Tit For Tat makes it easy
for other strategies to understand what it’s doing thus
allowing them to come to a mutually beneficial strategy
much faster

Axelrod’s analysis thus provides an interesting set of pre-
scriptions for designing strategies for nodes on a decentralised
network. Keeping in mind that not all interactions needs to be
zero-sum and it may be possible for all cooperating parties to
benefit on the long term by cooperating and not being the first
to defect seem to work as good principles which suggest that
cooperation could indeed organically grow in a pool of egoistic
nodes. However, being too nice also has its downsides and
any effective strategy should be quick to retaliate to prevent
exploitation. Finally, keeping it simple seems to be effective
advice otherwise the strategy might risk confusing potentially
cooperative neighbours.

Further, there are lessons for designers of Web3 applica-
tions, the most important being having a large ”shadow of the
future”, i.e. a sufficiently large w which guarantees that nodes
interact with each other more durably and frequently so they
have time to develop a mutually cooperative strategy and since
they are more likely to defect it the probability of meeting a
node again is low. This can be done in many ways including
using spatiotemporal structures e.g. clustering of small groups
in space [29]

However, there are limitations to Axelrod’s results:

1) Assumptions are too simplified
Not all real word interactions are as simple as an Iterated
Prisoner’s Dilemma game. Often participants can commu-
nicate with each other and hence collaboration through
other means may be a better strategy. Further, it may
not be possible for real world participants to necessarily
perceive credible threat, or respond to it rapidly and
accurately

2) Not necessarily universal
In his 2000 paper ”Twenty Years on: The Evolution
of Cooperation Revisited”, Hoffman [30] showed that
Axelrod’s tournament was sensitive to the initial pop-
ulation composition and the potential for strategies to
make mistakes. Under different initial compositions and
assumptions, other strategies were shown to perform
better than Tit For Tat

3) Does not consider indirect reciprocity



Fig. 2. A typical payoff matrix of a 2 player prisoner’s dilemma [29]

While direct reciprocity is a powerful mechanism, it relies
on repeated encounters between individuals. However
this is too simplifying an assumption to model human
interactions where exchanges are often asymmetric and
fleeting. Indirect Reciprocity is more representative of
real human exchanges where we help people even if
they’ve never directly helped us before based on some
indirect exchange. For example, we may donate to a
charity which helps other people. [31]

V. REPUTATION MECHANISMS

Instead of only relying on direct reciprocation in distributed
systems, we can allow users that help each other out to
establish a good reputation which can be used to reward them
in some other way. After all, this is more representative of
real social interactions, while we are interested in how people
interact with us, we are also interested in the actions of others
which we learn about from social channels such as gossip.
In taking actions, we don’t only take into account our direct
experiences but also experiences we’ve learnt about from
indirect sources. Similarly, when choosing to assist someone
we also consider how it affects our reputation in society.

Although animals possess simple mechanisms for indirect
reciprocity, only humans engage in complex reputation sys-
tems. [31] This seems to be because such systems require a
substantive cognitive load, not only does it require a memory
of all transactions but also requires the ability to monitor the
dynamically changing social network of the group. Hence, the
strategies required to succeed in indirect reciprocity are also
understandably a lot more complex than the simple Tit For
Tat strategy that succeeds in direct reciprocity.

In their paper on reputation systems, Resnick et al [9]
define a reputation system as one that “collects, distributed and
feedback about participants’ past behavior ... these systems
help people decide whom to trust, encourage trustworthy
behavior, and deter participation by those who are unskilled
or dishonest.”

As mentioned before, users on decentralised networks look
for some form of assurance that their transactions on the
network will be successful. The reputation of a user in

reputation systems serves as a “shadow of the future” to each
transaction, creating an expectation for what a user can expect
when dealing with another user.

Consider the example of eBay’s reputation system, the
“Feedback Forum”, after a transaction is completed, a buyer or
seller can rate each other (1, 0 or -1) and leave comments. A
participant in eBay accumulates such points over time which
are displayed next to their screen name. A buyer can view a
seller’s points and comments left by other users to create a
“shadow of the future” into the transaction they can expect to
have if they bought an item from the seller. Many other online
forums and marketplaces such as Amazon and Stack Overflow
rely on similar reputation mechanisms.

According to Resnick, a reputation system must meet three
challenges: [32]

1) Provide information that should allow users to distinguish
between trustworthy and non trustworthy users,

2) Encourage users to be trustworthy, and
3) Discourage participation from users who aren’t
In addition to the above, a successful reputation system

should also be able to avoid avoid issues mentioned in III
The following are a few notable reputation mechanisms

which attempt to accomplish the objectives stated above:

A. WikiTrust

WikiTrust [33] is the reputation system used for one of
the largest collaborative applications known to mankind: the
writing of articles on Wikipedia. It is a content-driven repu-
tation system, that is, it relies on automated analysis of the
content generated by the user and the collaboration process to
derive the reputation of the user, rather than explicit feedback
provided by users on other users. It is possible to use such
a reputation system since the applications it’s catered for is
entirely content driven.

The goals of WikiTrust are to incentivise lasting, meaningful
contributions from users, help increase the quality of content
being produced, spot vandals and to offer users an indicator
of the quality of the content they are consuming. To achieve
these goals, WikiTrust maintains different reputations for users
and the content they create.



If a user makes a contribution that is meaningful and its
content is preserved in future edits, they gain reputation, on
the other hand, if their contributions are wholly or partially
undone by future edits, then they lose reputation. Content starts
with no reputation, if they are revised by users with high-
reputation, it gains reputation. On the other hand, if the text is
disturbed by too many edits, indicating that the content may
not be trustworthy, it loses reputation.

In order to estimate how much each contribution is
preserved or removed as required for the above, WikiTrust
relies on an edit distance function d(r, r′) which is computed
based on how many words have deleted, inserted, replaced
and displaced from the edit that led from r to r′. Relying
on such a distance functions allows the reputation system
to be language independent. Finally, the value of an edit is
calculated using the function:

q(b|a, c) = d(a, c)− d(b, c)

d(a, b)
(1)

Where b is the edit being evaluated, a is the revision before
the edit and c is the revision after it. q(b|a, c) outputs a
value between -1 and +1; it is equal to -1 if a = c and
hence implying that b was entirely reverted, on the other
hand, it is equal to +1 if the change from a to b was entirely
preserved. However, a limitation of this approach is that since
it requires subsequent revisions, it is unable to judge newly
created revisions.

WikiTrust only considers not negative reputation values,
new users are assigned a reputation very close to 0, this
ensures that vandals cannot white wash themselves since their
new identities would have a similar reputation to their vandal
identity. Also, due to the content driven nature of the system,
creating sybils is harder than in a system where identities can
simply be used to promote each other.

B. MeritRank

MeritRank [34] uses a merit based tokenomics model which
aims to bound the benefits of Sybil attacks instead of prevent-
ing them altogether. The system is based on the assumption
that peers observe and evaluate each others’ contribution,
similar to the reputation system used in eBay. Each peer’s
evaluation is stored in a personal ledger and modelled in a
feedback graph where the feedback to each user is modelled
as a special token value which accumulates over time. It is
also assumed that each peer is able to discover the feedback
graph, for example, through a gossip protocol. MeritRank
manages to achieve this Sybil tolerance by imposing the
following constraints on how reputation can be gained inside
the feedback graph:

1) Relative Feedback
This constraint places a bound on how much feedback a
single entity can provide to another entity by the degree
of the entity i.e. the size of the set of its neighbours. This
constraints assists in limiting a single entity from creating
multiple parallel sybils

2) Transitivity α decay
This constraint limits the ability of an entity to create a
serial sybil attack by terminating random walks in the
feedback graph with a probability α

3) Connectivity β decay
Sybil attack edges in a feedback graph are often bridges
i.e. their cut creates two separates components. This
constraints introduces a punishment for a node for being
in a separate component

A trust graph modelled using these MeritRank’s constraints
will satisfy:

lim
|S|→∞

w+(σs)

w−(σs)
≤ c (2)

where, w+(σs) is the profit gained by the Sybil Attack σs,
w−(σs) is the cost of the Sybil attack, S is the set of Sybils
and c is some constant value such that c > 0. Thus MeritRank
is able to provide a reputation mechanism with feedback which
is Sybil tolerant.

C. PeerReview

TO-DO

D. FullReview

TO-DO

E. ConTrib

TO-DO

VI. OTHER MECHANISMS

Besides direct reciprocity and indirect reciprocity, there
are also other mechanisms that should be considered when
understanding how cooperation could evolve in a decentralised
network. Martin A. Nowak lays out some of these mechanisms
in his work “Five Rules for Evolution of Cooperation” [31]:

1) Network Reciprocity
While the analysis so far relies on a well-mixed popula-
tion, in reality the spatial structures of social connections
are not well mixed, instead certain groups interact with
each other more often than others. In such a setting, it
may be able to form network cluster of cooperators who
help each other out resulting in a “Network Reciprocity”
which is a generalisation of “Spatial Reciprocity”.
In their paper “The WebEngine - A Fully Integrated,
Decentralised Web Search Engine”, Mario M. Kubek and
Herwik Unger [35] suggest an idea idea of constructing
“content overlay networks”. This involves creating social
graphs with nearby and distant neighbours, where nearby
neighbours are neighbours that share similar content.

2) Group Selection

3) Green Beard models



VII. CONCLUSION
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