
PSYC 51.09: Problem Set 6

Introduction

This problem set is intended to solidify the concepts you learned about in this week’s lectures and readings. After

attempting each problem on your own, you are encouraged to work together with your classmates in small groups,
and/or to post and answer questions on the course’s Canvas site.

You must upload your answers before the due date in order to receive credit. No late submissions will be
accepted.

Readings and ungraded questions

1. Read Chapter 6 of Foundations of Human Memory. What were your thoughts on the reading? (Ungraded)

2. Read Chapter 7 of Foundations of Human Memory. What were your thoughts on the reading? (Ungraded)

3. Read the chapter Context Reinstatement (Mann19.pdf). What were your thoughts on the reading? (Ungraded)

4. Optionally, read the chapter The Role of Context in Episodic Memory in The Cognitive Neurosciences (Man-
nEtal15.pdf). What were your thoughts on the reading? (Ungraded)

Graded questions

1. Suddenly it comes to you in the middle of the night: you’ve figured out how memory works! You furiously
scribble down as many details as you can, before the thoughts are lost forever. You have created...the SHAM

model.

The next morning, you look back at your scribbles, and you realize that the SHAM model is actually very
similar to another model you’ve studied in PSYC 51.09– the SAM model. In fact, it’s the identical in every
way, except for one “small” detail. In the SAM model, the associations between items that occupy the short
term memory store at the same time are strengthened. But in the SHAM model, the opposite happens.
Specifically, items that occupy the short term memory store at the same time become less strongly associated.
(Similarly, items in the short term memory store become less associated with context, according to the SHAM
model.)

With a sinking feeling, you realize that the SHAM model is going to make some pretty strange predictions
about people’s free recall behaviors.

(a) What would the SHAM model predict the serial position curves (recall probability by presentation
position) will look like for immediate free recall and delayed free recall? Draw two curves (and label
which is which). Explain (in 1 paragraph) why you drew the curves the way you did.

(b) What does the SHAM model predict people’s temporal clustering patterns (Fig. 7.4) will look like (for
immediate free recall)? Draw a curve analogous to Fig. 7.4, and explain (in 1 paragraph) why you
drew the curve the way you did.

2. Since graduating from Dartmouth last year, future you has been pouring all of your energy into a new
tech startup you founded with some of your Dartmouth classmates. You’ve created a new search engine,
SHAM2 (no relation to that strange model you thought up back when you were an undergrad) that uses
the Temporal Context Model to more e↵ectively help people to retrieve personal files on their computer.

1
For example, suppose you’re listening to a song while working on a problem set for PSYC 51.09. Those two
co-active events will become linked in a “context database” so that, later, when you search for the song it
will also bring up the document, or when you search for the problem set (or its contents) it will bring up the
song.

You’ve been pitching your search engine to a friend-of-a-friend who knows a group of investors who might
be interested. Your contact arranges a meeting, but the investors make it clear that they are going to be
deciding between backing your TCM-based search engine, or another search engine that has no contextual
awareness but is slightly faster than the one you’ve been working on.

You need to make your case: why should they back your company? Explain to the investors why they
should care about context-aware search and invest their millions (billions?) in your company instead of
your competition. (2-3 paragraphs)
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PSYC 51.09: Problem Set 7

Introduction

This problem set is intended to solidify the concepts you learned about in this week’s lectures and readings. After

attempting to answer each question on your own, you are encouraged to work together with your classmates in small
groups, and/or to post and answer questions on the course’s Canvas site.

You must upload your problem set before the due date. No late submissions will be accepted.

Readings and ungraded questions

1. Read Chapter 8 of Foundations of Human Memory. What were your thoughts on the reading? (Ungraded)

2. Read Chapter 9 of Foundations of Human Memory. What were your thoughts on the reading? (Ungraded)

3. Congratulations on finishing Foundations of Human Memory! What were your overall thoughts about the
textbook? Which were your favorite parts? Which parts were least clear? Are there topics you were hoping
the textbook had covered (or gone into more depth about)? (Ungraded)

4. Optional: read Baldassano et al. (2016) [File name: BaldEtal16.pdf]. What were your thoughts on the
reading? (Ungraded)

Graded questions

In answering the questions below, consider this week’s material in the context of the other material we’ve learned
throughout the course.

1. How do our brains organize and spontaneously retrieve memories? Use an example if it helps, or you can
give a general answer. (2-3 paragraphs)

2. In your view, what is the single greatest challenge to our understanding of human memory? For example,
where is our knowledge of “how memory works” weakest? Or, what sorts of questions about memory are
the most di�cult to study? Why? (2-3 paragraphs)

3. What would need to happen in order to overcome (solve) the challenge(s) you identified above? Do you
think it’s possible and/or will ever be possible to address that challenge or are we doomed to always have
an incomplete understanding of memory? Why? (2-3 paragraphs)
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Final exam logistics

• Review session: Friday, June 4


• Exam due June 8 (noon)


• Open book, similar format to midterm


• Cumulative



Recap

• Ratio rule


• Long-range recency


• Long-range contiguity


• Single store models (TCM)
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How fast do our thoughts drift?

• TCM says that our thoughts drift at 2 timescales: 
“fast” (item representation) and “slow” (context 
representation)


• This is a useful simplification, but how do we know 
which drift rates to use?



Integrators and drift
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Thoughts at many timescales

Shankar and Howard, 2012
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Time cells (Pastalkova et al., 2008)

Several observations have refined the navi-
gation theory. Hippocampal neurons can predict
where the animal is coming from, or its desti-
nation (14–17); the sequential activity of place
cells during locomotion is replicated within
single cycles of the theta oscillation (8 to 12 Hz)
(18–20); furthermore, the temporal recruitment of
active neurons in the population bursts of rest and
sleep also reflects, again on a faster time scale,
their sequential activity as place cells during
locomotion (21–23). Thus, the sequential activa-
tion of hippocampal neurons can be disengaged
from external landmarks (24, 25). However, in-
ternally generated assembly sequences operat-

ing at the time scale of behavior have not yet
been reported.

The frameworks of environment-controlled
versus internally generated assembly sequences
give rise to distinct predictions. Imagine that a rat
is frozen in position during its travel (and yet the
theta oscillation is maintained). According to the
navigation theory, a subset of landmark-controlled
place cells should then display sustained activity,
and other neuronswould remain suppressed (2–6).
In contrast, if assembly sequences were gener-
ated by internal mechanisms, neurons might
rather display continually changing activity. We
tested these predictions by examining the activity

of hippocampal neurons while a rat was running
in a wheel at a relatively constant speed (26, 27)
during the delay of a hippocampus-dependent
alternation memory task.

Internally generated cell-assembly sequences.
Rats were trained to alternate between the left
and right arms of a figure-eight maze [Fig. 1A
and supporting online material (SOM) text].
During the delay period between maze runs (10 s
for rat 1; 20 s each for rats 2 and 3), the animals
were trained to run steadily in the same direction
in a wheel (Fig. 1A). To confront the predictions
of the navigation theory with those of the internal
sequence-generation hypothesis, we compared

Fig. 1. Episode fields in
the wheel and place
fields in the maze are
similar. (A) Color-coded
spikes (dots) of simulta-
neously recorded hippo-
campal CA1 pyramidal
neurons. The rat was re-
quired to run in the
wheel facing to the left
during the delay be-
tween the runs in the
maze. (B) Percent of
neurons firing >0.2 Hz
within each pixel. The
highest percentage of
neurons was active when
rats were running in the
wheel. (C) Relationship
between firing rate of
neurons active in rats
running the wheel and
the maze (rs = –0.3, P <
0.0001, 681 neurons,
three rats, 17 sessions).
(D) Normalized firing
rate of six simultane-
ously recorded neurons
during wheel running
(each line shows the
color-coded activity on
single trials turning to
the left arm). The epi-
sode fields occurred at
specific segments of the
run. (E) Normalized fir-
ing rate of 30 simulta-
neously recorded neurons
during wheel running,
ordered by the latency
of their peak firing rate.
(F) Width (top) and peak
firing rate (bottom) of
episode and place fields
(wheel, n = 135 neurons;
maze, n = 162 neurons).
Arrows indicate medians.
(G) Population vector
cross-correlation matrix
(SOM text). The width of the diagonal stripe indicates the rate at which neuronal assemblies transition. (Lower left) The decay of the population vector correlation
during wheel running and maze traversal. Thin lines, individual sessions; thick lines, group means.
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Our brains are sensitive to structure 
at a wide range of timescales
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	138	

	139	

Figure	2:	Event	segmentation	model	for	movie-watching	data	reveals	event	timescales.	The	event	140	

segmentation	model	identifies	temporally-clustered	structure	in	movie-watching	data	throughout	all	141	

regions	of	cortex	with	high	intersubject	correlation.	The	optimal	number	of	events	varied	by	an	order	of	142	

magnitude	across	different	regions,	with	a	large	number	of	short	events	in	sensory	cortex	and	a	small	143	

number	of	long	events	in	high-level	cortex.	For	example,	the	timepoint	correlation	matrix	for	a	region	in	144	

the	precuneus	exhibited	coarse	blocks	of	correlated	patterns,	leading	to	model	fits	with	a	small	number	145	

of	events	(white	squares),	while	a	region	in	visual	cortex	was	best	modeled	with	a	larger	number	of	146	

short	events	(note	that	only	~3	minutes	of	the	50	minute	stimulus	are	shown).	The	searchlight	is	masked	147	

to	include	only	regions	with	intersubject	correlation	>	0.25,	and	voxelwise	thresholded	for	greater	148	

within-	than	across-event	similarity,	q<0.001.	149	

	 	150	

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not. http://dx.doi.org/10.1101/081018doi: bioRxiv preprint first posted online Oct. 14, 2016; 

Baldassano et al., 2017



Forming multi-scale associations
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Figure	1:	Theory	of	event	segmentation	and	memory.	(1)	During	perception,	events	are	constructed	at	98	

a	hierarchy	of	timescales,	with	short	events	in	early	sensory	regions	(including	primary	visual	cortex	and	99	

primary	auditory	cortex)	and	long	events	in	high-level	regions	(including	default	mode	regions	such	as	100	

angular	gyrus	and	posterior	medial	cortex).	(2)	Putative	event	boundaries	identified	by	human	observers	101	

should	correspond	most	closely	to	long	timescale	events	near	the	top	of	the	hierarchy.	(3)	At	the	end	of	102	

a	high-level	event,	the	situation	model	is	stored	into	long-term	memory,	resulting	in	post-boundary	103	

encoding	activity	in	the	hippocampus.	(4)	Episodic	event	memories	can	be	reinstated	into	high-level	104	

cortical	regions	during	recall.	(5)	Since	situation	models	are	abstract	semantic	descriptions,	the	same	105	

sequence	of	high-level	events	can	be	activated	by	multiple	input	modalities	if	they	describe	the	same	106	

story.	(6)	Prior	event	memories	can	also	influence	ongoing	processing,	facilitating	prediction	of	107	

upcoming	events	in	related	narratives.	We	test	each	of	these	hypotheses	using	a	data-driven	event	108	

segmentation	model,	which	can	automatically	identify	transitions	in	neural	activity	patterns	and	detect	109	

correspondences	in	activity	patterns	across	datasets.	 	110	

. CC-BY-NC-ND 4.0 International licensepeer-reviewed) is the author/funder. It is made available under a
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Brain network dynamics

Manning et al., 2018



Scale invariance is a universal 
organizing principle

A. B. C.



Scale invariance is a universal 
organizing principle
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Scale invariance is a universal 
organizing principle

• More specific experiences (and 
thoughts) are contextualized by more 
general experiences and thoughts


• More specific also implies smaller scale 
(temporally, spatially, conceptually, 
emotionally, situationally, socially, etc.)



Closing thoughts

• We’ve gone through over 100 years of memory models 
and experimental results


• Some key organizing principles have survived: scale 
invariance, context


• Predict new results and explain old results, causal manipulations 
and brain hacks


• Connections to brain


• Naturalistic stimuli, real-world experiences


• Poke at these ideas, sit with what’s unsatisfying or   
incomplete, ask questions, and make new discoveries! 


