Midterm results

® Scores posted to canvas are out of 20 points
(and include the 0.5 point bonus it you
answered the bonus question)

® Average: 80.9%
® Median: 85.6%
® Detailed feedback forthcoming

® Questions? Comments? Concerns? Reach out!



Readings

1. Read Chapter 5 of Foundations of Human Memory (if you have not already done so). What were your thoughts
on the reading? (Ungraded)

2. Optional. If you'd like to learn about deep neural networks (an extension of the Hopfield networks we learned
about in class and in Chapter 5) watch this YouTube video: https://tinyurl.com/kvbw872. What'd you
think? (Ungraded)

3. Optional. If you'd like to learn about how network patterns in our brains reflect our ongoing thoughts, read
Owen et al. (2021). Thoughts? (Ungraded)

4. Optional. If you'd like to learn more about how we can intentionally forget, read Manning et al. (2016). You
can also listen to a radio segment on the study here: https://tinyurl.com/y25fwklm. (Ungraded)

5. Optional. Sievers and Momennejad (2019) propose an approach for “deleting” specific targeted memories by
presenting tailored sequences of stimuli. Can you think of any interesting applications and/or implications
of this work? (Ungraded)

Graded questions

For this problem set, your job is to create your own neural network model of memory (a Hopfield network).
Below are two memories, m; and my that you will store in your network. Use the techniques we discussed in
class (and in the book), along with the provided equations, to answer the following questions. Show your work!
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1. Create a weight matrix, using Hebbian learning, that contains both m; and m; as stable memories.

2. For each of the partial cues, x; and xp, the activity of the first two neurons is known. Use asynchronous
updating to calculate the activities of the remaining four neurons (in whatever order you want). Can the
network retrieve both memories? Hint: update neurons 3, 4,5, and 6 (in any order). Then continue updating
those 4 neurons until none of the values change to show that the network has stabilized.
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Recap

® Hopfield network intuitions:

® Energy landscape
® Modeling paired associates learning
® Modeling reaction time

® Modeling interference



Contextual drift

® Represent context as a vector (initially

random)

® \Vith each time step, perturb a fraction of
the neurons



Contextual drift

Make part of the memory vector

represent the item, and make the

other part represent time...

| | —@— Murdock (1963)

- = = Hopfield Net w/Contextual Drift
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Network Capacity

® A Hopfield net with N nodes can store
approximately 0.12 N random vectors with
~99% accuracy

® [f the ~300,000 neurons in region CA3 of the
Hippocampus were wired as a Hoptield net...

® CA3 could house ~36,000 uniqgue memories!



Neural networks
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Neural networks
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Neural networks
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Neural networks
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Google DeepMind

DeepMind

NVhat if solving one problem
could unlock solutions to
thousands more?

We research and build safe artificial intelligence
systems. Our goal is to solve intelligence and
advance scientific discovery for all.




Tensorflow

http://playground.tensorflow.org/

Tinker With a Neural Network Right Here in Your Browser.

Don't Worry, You Can't Break It. We Promise.
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Topographic Factor
Analysis

® Collaboration with Dave Blei, Ken
Norman, DeepMind, and Intel Labs

® Model “full brain” neural networks



Topographic Factor
Analysis

https://github.com/IntelPNI/brainiak/
Manning et al. (2014, 2018)



https://github.com/IntelPNI/brainiak/

onnectionist models

Norman and O'Reilly (2003



Connectionist models




Additional practice

Suppose you have a 5-neuron Hopfield
network. Can you create:

® A set of 3 memories that can be reliably
retrieved?

® A set of 3 memories that interfere with
each other?

® A bi-stable network (you can pick the
number of memories and the cue)



