Recap

® Dynamic rule
® Asynchronous updates

® Synchronous updates



Practice: Asynchronous
updating using the dynamic rule
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Practice: Synchronous updating
using the dynamic rule
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Further intuitions




Further intuitions




Temporal dynamics (asynchronous)

® Reaction Time: Number of updates before activations
stabilize

3000

» 2500}

Number of Response
— — I\)
o (6} o
o o o
o o o

500 1

0 0 50I00 10000 15000 20000 25000

Reaction Time (lterations)

® Adding noise (g) to the threshold value of zero improves
the network’s performance



Associations and context



Associations and context
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Hopftield Net Properties

Reaction Time: Number of updates to complete a pattern
Failure to recall: No pattern completed within a given interval
Similarity based interterence arises from adding weights

Learning can be gradual



