
Midterm…eek!

• We’ll have our midterm one week from 
Monday: Monday, May 10, 11:45AM — 
Tuesday, May 11, 11:45AM


• Format: open book (but work individually)!  
Some graphs, some calculations, some 
short answers (like the problem sets)


• Know everything fluently from all recap 
slides



Midterm…eek!

• Material covered: everything through 
the end of class on Friday, May 7 
(Chapters 1-4)


• Review session: Tuesday 5/4 at 3pm



Midterm…eek!

• I’ve designed the exam to take about 2 
hours, but you’ll have up to 24 hours if 
you need it


• No class on Monday 5/10, since you’ll 
be working on the midterm



Recap

• Evidence for summed similarity models


• Explaining the mirror effect with 
summed similarity


• Summed similarity ROC curves



The role of noise



Have you ever seen TV static?

1. No, my TVs all just turned blue


2. Not in person, but I’ve seen it in the background 
of a TV show or movie


3. Yes


4. This question makes me uncomfortable





Extending summed-similarity 
theory

• Creating noisy memories: variable encoding


• Ratcliff’s drift diffusion model


• Modeling how context changes over time



Variable encoding





Variable encoding: a cruddy old 
copier making noisy memories



Each memory is 
a noisy version 
of the original 
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Adding noise to memories
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Adding noise to memories

• We can think of adding noise as “perturbing” the 
memory traces (feature vectors)


• Where might this noise come from?  Are all 
features equally noisy?



Noisy memories and 
reconstruction of past 

experience







Decision making and 
reaction time



Brownian motion and 
random walks





The drift-diffusion model: 
Evidence plus noise 

equals noisy decisions!

si = si-1 + evidence + εi 

Ratcliff, 1978 



Modeling reaction time
Respond
“yes”

Respond
“no”

Time

0

a

z



Respond
“yes”

Respond
“no”

Time

0

a

z

Modeling reaction time



Modeling reaction time
Respond
“yes”

Respond
“no”

Time

0

a

z



Respond
“yes”

Respond
“no”

Time

0

a

z



Thought trajectories
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How do our thoughts change 
over time?
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3.4. CONTEXT REVISITED 85

representing context as the vector t, which we define as:
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In this equation, Ncontext is the number of attributes representing context.
Now suppose that each time a new item is presented we change the context
by a small and variable amount. Symbolically, we can add or subtract a small
random number from each contextual attribute, such that ti(j) = ti−1(j) +
ε, where ε represents a random number drawn from a normal (Gaussian)
distribution, i is an index variable that counts each item presentation, and
j is the index of the attribute being incremented. Using vectors, we would
write the following equation to describe this contextual-drift process:

ti = ti−1 + ε. (3.4)

We will assume that context changes according to Equation 3.4 following
any item presentation, either during study or during test. In this implemen-
tation of contextual drift, the amount of drift does not depend on the nature
of the items that are being processed. One can develop a more sophisticated
model in which the change in context is determined by the item or event
being experienced (Howard & Kahana, 1999, 2002).

Assuming that context changes gradually over the course of an experi-
ment, the difference in context between the study of an item and its later
test will increase with the number of items intervening between study and
test. This is how context can be used to explain the recency effect. Recent
targets will have higher summed similarity than remote targets.

To fit the data from Hintzman and Block’s study our attribute model
needs to separately compute the probe item’s similarity to the average List 1
context and to the average List 2 context. Otherwise, the model would
make judgments reflecting the occurrence of items in the more recent list
and would not care much about items in the earlier list. One can potentially
solve this problem by assuming that subjects can somehow retrieve earlier
contextual states. To do so, it is helpful to have a model that forms associa-
tions between items and context, and between context and items. Chapter 7
presents an analysis of these types of context models, and shows how they
can be used to explain a variety of data obtained in recall tasks.
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Context at time i “noise”



• How you feel, emotions


• Scenery


• Who you’re with and how 
you feel about them


• Time of day


• Opinions


• Boredom, hunger


• The weather


• Where you are


• Music in the background


• Recent things you did that 
you’re still thinking about


• Future goals and plans


• Situational understanding

What is context?



What is context?
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Thought trajectories
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Context and time
• Context changes over time


• Heuristic: if we compare our current state of 
context to a previous state, the similarity should 
reflect how much time has elapsed


• Prediction: experiences that manipulate 
contextual similarity should affect how we judge 
time
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Memory retrieval and context
• When we remember a past experience, we bring 

back the associated context (“mental time travel”)


• This “colors” our current context with thoughts from 
the past


• This makes our current context more similar to a 
previous context— this affects how much time we 
think has elapsed!


• If we “push out” thoughts related to a previous 
experience/context, we think more time has elapsed

Sahakyan and Smith, 2014



What have attribute models  
given us?

• A way of formally representing (and modeling) 
complex memories and thoughts: feature vectors


• A way of explaining similarities and differences 
between memories and thoughts: we can 
formalize the statistical structure of the world


• This helps us to better understand recognition 
memory, and will also help form a foundation for 
other types of memory


